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Abstract
This review surveys the current state of data used in
the development of Machine Learning models for
disease outbreak forecasting, with a focus on iden-
tifying systemic shortcomings and areas for im-
provement. A set of 26 development papers was
selected and analyzed based on the dataset’s at-
tributes such as scope, type, accessibility, and qual-
ity. Through a thematic analysis technique, five
dominant categories of data failure were identi-
fied: structural, procedural, accessibility, logisti-
cal and temporary. Hospital-collected data remains
the dominant source but is hindered by under-
sampling and latency, while non-traditional data
sources offer improved responsiveness at the cost
of increased pre-processing complexity. Supple-
mentary datasets, such as climate or mobility data,
were found to be underutilized, despite their poten-
tial to improve forecasting accuracy. Key areas for
improvement include the standardization and pub-
lic availability of datasets, integration of comple-
mentary data sources, and use of language mod-
els to manage linguistically ambiguous data. The
findings suggest that the current data limitations are
structural and widespread, requiring procedural and
institutional reforms to improve model generaliz-
ability and reliability in disease outbreak forecast-
ing.

1 Introduction
Current humanitarian work suffers from a systemic lack of
resources and funding to respond to humanitarian crises as
they occur [33]. One of the reasons for this is that the extent
of damage caused by crises, which can often be immense and
require significant resources to counteract, overwhelms the
limited funding available to humanitarian organizations. In
addition, funding must often be negotiated while a crisis is in
progress instead of being prepared in advance.

In recent years, Machine Learning techniques have increas-
ingly been explored as a means to forecast the incidence and
course of humanitarian crises, allowing responders to allocate
resources preemptively or with a lesser delay. This technol-
ogy would both reduce the financial burden of response and,
more critically, minimize the damage and human suffering
caused by the crisis [8] [28].

Various models have already been developed to this end,
including, more specifically, in the field of disease outbreak
forecasting, where models are being developed to forecast the
course of disease outbreaks. Many of these have achieved sig-
nificant success as predictive tools, but their effectiveness is
often limited to well-understood diseases and well-surveyed
areas [8]. Predicting disease offers a unique challenge due
to the inherent unpredictability and dynamism of biological
systems, especially as it is so closely intertwined with human
behavior. For this reason, finding good datasets on which to
train outbreak forecasting models can be difficult.

This paper interests itself in what areas of improvement
exist within the set of datasets available to Machine Learning

researchers hoping to develop models for disease forecasting
and in determining what makes a dataset ”good” for the pur-
poses of disease forecasting. To achieve this, it will be neces-
sary also to analyze the context within which the data is gath-
ered, who gathers it, how and to whom is it made available.
Consideration must also be given to ethical and legal ques-
tions which affect how data can be gathered or distributed.

1.1 Machine Learning
Machine Learning refers to statistical and computational
techniques for processing data, typically to discover patterns
or to automate data interpretation [1].

Within Machine Learning there are broadly two categories
of algorithms. Some algorithms are relatively simple, for
example clustering algorithms or decision trees, which are
computationally light and generally deterministic. They offer
good explainability, meaning it can be easily understood how
the algorithms arrived at certain results. Such algorithms will
be referred to as ”simple” algorithms for the remainder of the
text.

In contrast to simple Machine Learning algorithms, there is
the category of ”deep learning” algorithms. These are more
complex, neural-like architectures which show far greater
adaptability than simpler algorithms. As a drawback how-
ever, they are computationally much more expensive and
it is often difficult for their behavior to be explained fully.
This makes them unsuitable for fields where explainability
is a requirement. Examples of algorithms within this cat-
egory would be Multi-layer perceptrons (MLPs), Convolu-
tional Neural Networks (CNNs) and Recurrent Neural Net-
works (RNNs).

All Machine Learning algorithms fundamentally rely on
input data to make their predictions and generally do better
with more data. In the case of supervised learning, which is
used for most deep learning algorithms, example output data
must also be provided so that the algorithm can compare itself
to the desired result. This often requires researchers to have
a well labeled dataset at their disposal, which is not always
available.

1.2 Sources of Data
Sources of raw data exist at both a global and local scale in
the form of epidemiology reports from healthcare institutions
(e.g. WHO, CDC, ECDC etc.). In addition, web-scraping
tools such as Medisys have provided researchers with up-to-
date compiled information from news sources and APIs on
sites like X and Google provide real time data from social
media. Additional sources of data also include metereologi-
cal data from ground stations or satellite imaging [28].

2 Methodology
This paper is a form of literature review and so did not con-
duct any unique experiments of its own. The process by
which data was collected and interpreted was adapted from
the SALSA method for literature reviews [12]. The SALSA
method contains 4 steps: search, appraisal, synthesis, analy-
sis. Each step relates to a critical stage in the literature review.



2.1 Search
The search methodology was exploratory in nature. As a first
step, in order to familiarize the author with the general state
of the field, 5 papers were selected indiscriminately using
Google Scholar with the search prompt ”Machine Learning
disease outbreak prediction” to be read. Of the papers gath-
ered from this step, 2 were literature reviews of the entire field
[8] [28], 2 were literature reviews of a more specific subsec-
tion of the field [20] [30]. (e.g algorithms which used social
media data) and 1 was an overview of how various algorithms
perform on a COVID-19 dataset [7]. Other papers were also
briefly scanned to ensure the 5 papers selected represented a
good overview of the field.

The kind of analysis required for this paper could only be
conducted through papers in which the authors directly de-
veloped a Machine Learning algorithm for disease outbreak
detection or closely analyses the results of only a handful of
models. These papers, which will be termed ”development
papers”, are crucial because they detail the precise data which
was used as input and output for any given algorithm and of-
ten contain authors’ comments on how data quality affected
their result. This was the key criteria by which further papers
were selected.

The vast majority of papers cited within the aforemen-
tioned literature reviews were such ”development” papers and
fit the thematic criteria. As such, all further papers were dis-
covered using citation crawling through the initial literature
reviews. The search procedure followed a convenience sam-
pling method guided by disease diversity. Fifty papers were
considered, but many were eliminated due to problems with
access, insufficiently clear language or over-representation of
a certain disease. In the end, twenty-six papers were selected
using this approach.

As mentioned, the only meta-criterion used was to ensure
that the papers chosen covered a sufficient variety of diseases
and data sources. For example, a roughly equal number of
articles covering COVID-19, the flu and Dengue fever were
selected while about a quarter of the papers chosen concerned
less well researched diseases such as oyster norovirus. It is
unclear whether this imbalance is due to the convenience-
based sampling method or whether it is representative of the
general proportion of attention given to the diseases. The
methodology failed to ensure that Malaria research would be
properly represented with only one article in the final set pre-
taining to Malaria despite its significant global impact. In
order to ensure the blind spots of this search method can be
easily exposed, a full list of articles and the diseases they con-
cern will be included later in this paper.

2.2 Appraisal
The selected papers were first scanned to extract any direct
comments from the author on issues with the data they used to
develop their algorithm. These were extracted into a separate
table for later analysis. The papers were then read again in
order to gauge what issues were merely implied and could be
inferred from the greater context of the paper. The working
assumption was that authors would under-report issues in the
data which they had been able to overcome in their paper,

even though overcoming them may have required excessive
pre-processing and be hindering the wider ease of use of data.

Inference of data problems not specifically mentioned by
the authors required a larger contextual understanding of the
field. This necessitated the extraction of other details relevant
to the data, such as:

• Disease characteristics: parasitic, widespread, seasonal
etc.

• Data type: Structured epidemiological reports, unstruc-
tured social media data, sensor data, etc.

• Bias and coverage: Geographical, demographic,
disease-specific biases.

• Accessibility and interoperability: Licensing, language
barriers, format standardization issues.

2.3 Synthesis
Papers were sorted into a list and the aforementioned details
collected in appraisal. Furthermore, author’s comments on
implied or inferred problems with the data were added. The
table was analyzed to uncover patterns by scanning for simi-
larities between the details of the paper and the problems they
faced. Data shortcomings were grouped together to extrapo-
late how common a given issue appeared to be and which
diseases the papers it most affected concerned.

Articles were grouped by data characteristics, such as
whether their input data primarily originated from hospitals.
Additionally, identified data issues were sorted into cate-
gories based on the nature of the problem, such as ”under-
sampling” for example. The former statistic was visualised
using a bar graph. They were then also sorted into categories
based on where the issue originates from. For example, some
issues were procedural, like in cases where hospitals simply
do not collect a certain kind of data even though they could.
Other issues are logistic, for example those caused by a lack
of resources.

This process resembles coding in structured thematic anal-
ysis, from which this approach was inspired [12].

2.4 Analysis
The data gathered from the appraisal and synthesis stages was
subjected to a semi-structured thematic analysis. All com-
ments and inferences about data quality were coded and as-
signed to a taxonomy of issues derived inductively from the
literature sample. This included categories such as ”minority
under-sampling,” ”data time-lag,” ”small sample size,” and
”data heterogeneity.” Each paper’s metadata (disease studied,
data type, geographical coverage) was cross-tabulated with
these issues to identify patterns of co-occurrence and high-
frequency correlations.

An additional layer of analysis was introduced to identify
structural weaknesses in data pipelines across disease types.
This included tracing the root causes of similar data issues
across distinct papers and grouping them into system-level
patterns (e.g., failure to digitize hospital records leading to
recurring incompleteness across regions). This allowed for
mapping problem classes to the larger meta-categories based
on origins, thereby clarifying where reform or intervention
would be most impactful.



3 Results and Discussion
Of the twenty-six papers which were analyzed in full, twenty-
two were considered ”usable”. Four of the papers, which
passed through the initial screening later revealed to be in-
compatible, in some way, with the research. One paper’s
quality of English was, upon deeper inspection, insufficient
to render the paper readable but passed the initial scan due
to good formatting and relevance to the research question
[23]. The other three excluded papers revealed themselves to
be concerned with the development of manual analysis tech-
niques for disease outbreak progression rather than Machine
Learning [22] [35] [26]. These were not entirely excluded, as
they still concerned themselves with the quality of the avail-
able data, which was used to supplement the primary analysis.

3.1 Thematic Coding of Issues
The issues identified from the analysis could be grouped into
five dominant archetypes based on the root cause of the prob-
lem: (1) structural, (2) procedural, (3) accessibility, (4) lo-
gistical and (5) temporary. Each issue presents with a differ-
ent difficulty and method for correction. Some issues can be
placed into more than one group.

Structural problems are problems inherent to the data for-
mat itself which could only be fully rectified by switching to
a different data format.

Procedural problems are those stemming from choices
made when designing the data collection pipeline. These dif-
ficulties can be rectified by modifying the method by which
a certain dataset is collected. This is the most actionable cat-
egory for areas of improvement, as governments and institu-
tions have full control over the procedures they operate under.

Accessibility issues relate to the obstacles researchers face
accessing data required to develop their model. This is espe-
cially pertinent when pertaining to data stored on commercial
servers, such as those of Google or social media sites, and
those pertaining to regional public health institutions. These
datasets are not publicly available, and researchers struggle to
gain access to them, persistent or otherwise. This category is
also actionable but requires cooperation between the private
and public sector.

Logistical issues are those caused by a lack of monitoring
infrastructure or issues with human resources. This category
predominantly affects developing regions of the globe and re-
stricts both the accuracy of models and funding available for
researchers to develop them.

Finally, temporary issues refers to problems which occur
due to the novelty of a disease. These issues are inherent to
new diseases and thus likely cannot be resolved entirely. As
data surrounding the disease matures, these problems disap-
pear.

3.2 Identified Problems
Below is a list of the issues either directly mentioned by the
authors or inferred through cross-analysis, the number of ar-
ticles affected by the issue and the encoding of the issue in
the classification schema:

1. Hospitals inherently under-sample true case counts as
not all infections result in testing or hospitalization (All
articles) (Structural)

2. Public health institutions require time to process and
publish data, resulting in a time-lag between published
data and the current state of an outbreak (14 articles)
(Structural) [10] [27] [15] [9] [7] [5] [2] [29] [18] [24]
[32] [11] [34] [16]

3. Ambiguity of natural language (6 articles) (Structural)
[6] [31] [4] [17] [19] [34]

4. Limited time scope of data (4 articles) (Procedural, Tem-
porary) [9] [7] [24] [32]

5. Data accessibility restrictions (4 articles) (Accessibility)
[21] [31] [25] [34]

6. Insufficient sample size (4 articles) (Logistical) [15] [25]
[18] [16]

7. Interference in data from public health measures (4 arti-
cles) (Temporary) [7] [24] [32] [15]

8. Minority under-sampling (3 articles) (Logistical, Proce-
dural, Structural) [27] [5] [14]

9. Heterogeneity across regions (3 articles) (Procedural)
[27] [14] [34]

10. Poorly developed data collection infrastructure or prac-
tices (3 articles) (Logistical, Procedural) [25] [29] [2]

11. Model cannot be generalized across countries (2 articles)
(Procedural) [29] [18]

12. Underdeveloped nations cannot contribute to datasets as
robustly (2 articles) (Logistical) [21] [29]

13. Multilingual dataset (2 articles) (Structural) [4] [34]

14. Discontinued tools (1 article) (Accessibility) [17]

15. Dataset polluted by news coverage (1 article) (Struc-
tural) [6]

The under-sampling of true case counts by public health
monitoring systems were inferred to be ubiquitous among all
articles using hospital-collected data for inputs or outputs.
This is because several papers mentioned this limitation as in-
herent to the data collection process of such data [9] [7]. The
time-lag present in this same data collection process however,
was inferred to only represent a problem for articles where
hospital data was used as an input vector for predictions. This
is because prediction accuracy generally tended to degrade as
the model attempted to predict further into the future [34] [7].
This meant that the more the latest data lagged behind, the
less accurate the forecasts for the present and near future be-
came.

The ambiguity of natural language was inferred, with a
great degree of confidence due to the high frequency of ex-
plicit mentions, to be a problem faced by all articles using
data derived from natural language [6] [31] [19] [34]. These
articles used a key-word based methodology for extracting
search queries or social media posts. For example, they
would search for all Tweets containing the word ”influenza”.
However, it is difficult to systematically determine whether a
Tweet indicates than an individual is infected with influenza
or whether they are merely mentioning the disease or one of
its symptoms.



One article explicitly mentioned that the MediSys system
for medical news compilation was biased against underdevel-
oped nations who tended to publish less internet media per
capita than more developed ones [21]. A second article men-
tioned that extensive water monitoring infrastructure was re-
quired to conduct the study and that even the vast monitoring
network which existed in the southern united states was of-
ten insufficient, from this it can be strongly inferred that the
study could not have been conducted in a less developed na-
tion [29]. These two articles were jointly grouped under the
issue ”underdeveloped nations cannot contribute to datasets
as robustly”, however, they represent only the clearest cases
of this and it may be possible to infer a similair issue based
on other articles.

All other problems accounted in this list were explicitly
mentioned rather than inferred.

Four articles mentioned that data was not collected over a
sufficiently long duration of time for the models to learn con-
sistent patterns of disease behaviour. Of these four, 3 were
studying COVID-19, rendering these instances of the prob-
lem temporary [7] [24] [32]. The remaining paper studied
brucellosis where the problem was that the data contained
only monthly aggregated data for 9 years [9]. This is insuffi-
cient but could have been corrected by weekly aggregation or
a longer data collection period.

Data accessibility problems were reported by four articles.
These were a mix of legal and bureaucratic hurdles. Com-
plaints included a lack of open online publishing by insti-
tutions, like Medisys or hospitals, and the inaccessibility of
certain data aggregation tools such as Google Correlate [21]
[31] [25] [34].

One article noted that the precise geographical location of
cases was not being noted in the dataset they had acquired
access to [2]. They emphasized that this would be a critical
improvement to the dataset which would allow for far better
model performances.

A lack of applicability across countries was mentioned ex-
plicitly by 2 articles but further analysis suggests with some
confidence that this would pose a problem for all models not
trained on global data [29] [18]. This is because the mod-
els learn by identifying trends in the input data that encode
regional patterns. This is especially true for those models
dealing with climate-dependent diseases. However, since not
all models were intended to be used on larger scales, these
articles cannot be said to have encountered the ”problem” of
a smaller scope. It is instead part of their design, informed
by the availability and quality of wider-scope datasets as well
as research funding which often comes from national govern-
ments.

3.3 Disease Coverage
The papers analyzed covered a wide range of diseases. Below
is a full list of diseases and their representation within the set
of articles:

• COVID-19 (5 articles) [7] [24] [32] [15] [35]

• Dengue Fever (5 articles) [10] [4] [27] [5] [2]

• Influenza (3 articles) [6] [19] [34]

• Swine Flu (1 article) [31]

• Malaria (1 article) [25]

• Hepatitis E (1 article) [16]

• Brucellosis (1 article) [9]

• Oyster Norovirus (1 article) [29]

• Schistosomiasis (1 article) [14]

• Lyme disease (1 article) [11]

• Acute Respiratory Infections (1 article) [17]

• Not Disease Specific (1 article) [21]

The disease being forecast by a given study affected what
data was available for the researchers. For example, com-
mon diseases such as the flu or dengue fever could be tracked
through mass media such as Google search queries or social
media posts [4] [31] [6]. In addition, these diseases have vast
monitoring infrastructures in place, making their data more
reliable and readily available [19]. For other diseases, such
as Lyme disease or oyster Norovirus, mass data would be too
sparse to develop a model from [11].

Articles dealing with COVID-19 faced two unique prob-
lems. The first was that due to the novelty of the disease, as
the articles were published shortly after the outbreak began,
there was a lack of data history to be analyzed [7] [24] [32].
Furthermore, the extraordinary health measures imposed by
governments during the early and middle pandemic affected
the data strongly. Many models, particularly simple ones,
had no means of accounting for these sporadic and heteroge-
neously applied public health measures. Both of these prob-
lems severely affected the accuracy of the Machine Learning
models [7] [24] [32] [15].

3.4 Geographical Distribution
The geographical distribution of articles is significant. Below
is an accounting of the countries and regions within which
each model makes predictions:

• Global (4 articles) [21] [7] [24] [32]

• South Korea (2 articles) [15] [19]

• China

– Shandong (1 article) [16]
– Hu’nan (1 article) [14]

• India

– New Delhi (1 article) [2]
– Thanjavur (1 article) [5]

• Ukraine (1 article) [11]

• Japan (1 article) [6]

• United Kingdom (1 article) [31]

• European Union (1 article) [27]

• Laos (1 article) [18]

• Mexico (1 article) [17]

• Hong Kong (1 article) [34]

• USA, Gulf of Mexico (1 article) [29]

• Singapore and Bangkok (1 article) [4]



• Ghana, Ejisu-Juaben (1 article) [25]

• Brazil, Fortaleza (1 article) [10]

• Iran, Qazvin (1 article) [9]

This information reveals the apparent infeasibility of
global epidemiological models. Of the global articles, one
article functioned on a truly global scale using the MediSys
framework [21]. Two of the remaining articles, concerned
with COVID-19, selected multiple countries and combined
the data therein [7] [24]. The final article simply used a global
aggregate of COVID-19 cases over time [32]. It is notewor-
thy that the models considered in these latter 3 articles were
deemed to have been at best partially succesful by their au-
thors.

3.5 Types of Input Data
The data used by articles had a large impact on the problems
faced by the authors. Some problems were inherent to certain
types of dataset, others were exclusive to it.

All articles relied on hospital-collected case data from na-
tional databases and monitoring systems. National data was
typically publicly available but regional data was sometimes
not easily accessible [34]. This data was used as a baseline
for measuring the performance of a Machine Learning model.
This is because this data represents the most reliable and most
exhaustive accounting of true case numbers for any given dis-
ease [6] [10] [34].

As mentioned earlier, hospital-collected data still repre-
sents a significant under-sampling of true case numbers due
to the inherent limitations of the medium. This is not a cor-
rectable anomaly but a structural deficiency. Healthcare sys-
tems are designed to report confirmed cases, not detect all in-
fections. Since this deficiency is inseparable from the nature
of the data collection, in other words the problem is structural,
nothing can be done to fix it on a technical or procedural level.

Closely linked to this is the, also aforementioned, issue of
data latency. Hospital data often lags real-time conditions by
roughly 2 weeks due to bureaucratic reporting pipelines [6]
[4] [19] [16]. For forecasting models, especially those aimed
at real-time intervention planning, this delay introduces crit-
ical blind spots. This lag is procedural, rooted in the insti-
tutional pace of data handling, and cannot be fully resolved.
Digitization of government infrastructure may help decrease
the latency, but some level of delay will always necessarily
exist.

Input data, on which the Machine Learning algorithms
were trained, was more varied. Some papers used hospital-
collected data here as well [10] [27] [15] [9] [7] [5] [2]
[29] [18] [24] [32] [11] [34] [16], tasking their algorithms
with predicting the new few months of data. Other papers
used data such as social media posts, meteorological reports
and search query trends to attempt to predict the hospital-
collected data within the same period [6] [31] [4] [17] [19]
[34] [21] [25] [14].

Many articles used ”supplementary” datasets to enhance
the predictive capabilities of their models [9] [25] [34]. Other
articles did not use supplementary datasets, but indicated a
need for them [21] [10] [32] [11]. These data sets typically

consisted of data collected without being intended for med-
ical use, such as meteorological data or the use of public
transport methods. Such data often had a sufficient impact on
the spread of certain diseases to correlate closely with them,
making them useful as an extra input dimension for Machine
Learning models.

Some papers used the kind of data which others considered
”supplementary” as their main input data for their algorithm
[10].

In Figure 1 is a numerical breakdown of the reviewed arti-
cles and the data categories they fall within.

Figure 1: Numerical breakdown of reviewed articles and their data
categories

As can be seen in Figure 1, the majority of the articles ana-
lyzed used traditionally collected hospital data as their input.
The second largest category was those whose data came in
the form of natural language from mass data sources such as
Google queries or posts on Twitter. Three articles used other
data sources, namely:

• Medisys Compiled News Articles [21]

• Ground Weather Station Data [25]

• Satellite Weather Imaging [14]

The latter two articles concerned Malaria and Schistoso-
miasis respectively, both of which are diseases dependent on
intermediary host transmission [25] [14]. Malaria is trans-
mitted through mosquitoes and Schistosomiasis is transmitted
through snails. Weather was thus a viable metric for modeling
the behavior of outbreaks for either disease, since the popula-
tion sizes, habitats and breeding patterns of the intermediary
host species are impacted strongly by the weather.

The inextricable limitations of hospital data are what in-
form the move towards an increasingly non-traditional data
landscape in Machine Learning forecasting for diseases [6].
Many of the papers which used mass media data explicitly
pointed out that this approach avoids the inherent deficien-
cies in hospital-collected data by providing more immediate
and representative feedback of the present disease situation.
As such, these papers may eventually prove better at predict-
ing the near future than their traditional data oriented coun-
terparts.



3.6 Areas of Improvement
Having collated the numbers for analysis, a number of oppor-
tunities for improvement have presented themselves.

Firstly, many articles noted improvements in combining
medical data with additional data sets, such as climate indi-
cators, mobility trends, or search query behavior [9] [25] [34]
[21] [10] [32]. It is the opinion of this author that such sup-
plementary datasets were underutilized and could have sup-
ported the work of many of the articles analyzed. Researchers
and institutions which collect supplementary data should seek
to formalize their partnerships in future work and the data
should be collected with medical use in mind.

Secondly, even where high-quality data existed, access was
frequently constrained by restrictive licenses, poor publish-
ing practices or institutional gatekeeping [21] [31] [25] [34].
Public health data should be considered a global public good
during pandemics. Governments should work to digitize and
standardize data access across their network of health institu-
tions from the local to the national level.

Thirdly, papers dealing with semantic ambiguity might
benefit from the use of Large Language Models to lighten the
burden of pre-processing on researchers. These models may
be able to extract, with good accuracy, the semantic context
of a post since they are developed to analyze all tokens rather
than just a few key words.

Lastly, the vast majority of the articles focused on a spe-
cific disease in a specific region or country. Partly this is
to ensure the datasets remain manageable and that acquiring
the required permissions for use of data is simpler. However,
the other great barrier to models which function on a global
scale is the lack of international standardization. Every na-
tion and often region has different data aggregation, collec-
tion, presentation and publishing practices [34]. Logistical
and procedural differences between nations further exacer-
bate this. This makes it extremely difficult for one model
to be applied to data gathered from a different country or for
a model to be trained on data from multiple nations. The
one exception to this rule is the European Union, where the
ECDC has standardized much of the data required for the
training of such models across Europe [27]. Similair organi-
sations/agreements may be called for among other nations to
increase the scope of the data available for model training.

3.7 Impact of Data Quality Issues
Despite prevalent and pressing issues within the datasets, se-
vere enough for at least one issue to be remarked on by al-
most every article in the sample, most of the models presented
achieved considerable success in forecasting the disease in
question. However, this apparent success must be treated with
a critical lens.

For one, it is likely that there is an element of survivor ship
bias in the publishing. Projects which did not achieve success
are less likely to be published than those which did. Out of
the sample, only four articles reported that their algorithms
achieved unsatisfactory results.

In addition, high reported performance often reflects over-
fitting to narrow, context-specific datasets. When tested on
out-of-sample data, especially from different geographic or
temporal ranges, model accuracy deteriorates sharply. This

fragility is a direct consequence of data incompleteness, bias,
and lack of diversity.

Models generally reached within the accuracy range of 0.7.
This is significantly better than random chance for such com-
plex forecasting, but the cost of misclassification, especially
false negatives in the context of outbreak forecasting, renders
even marginal gaps in accuracy significant.

Of the four articles which reported some level of unsat-
isfactory success, three of which related to COVID-19, all
pointed to an insufficient data quantity and data heterogeneity
across time as the cause [7] [24] [32]. The over-representation
of COVID-19 in this group is noteworthy, as it is likely
that similar data shortcomings will be present in any new or
rapidly changing disease. This suggests that Machine Learn-
ing forecasting may be fundamentally incompatible with the
early phases of a disease outbreak.

The issue of heterogeneity across regions comes with wide
ranging and prohibitive impacts on disease outbreak forecast-
ing, and represents the biggest roadblock to its development
which is nonetheless solvable. The epidemiological profile of
a disease is shaped by local variables including regional cli-
mate, population density, infrastructure, cultural behaviors,
and policies. This regional specificity leads to fundamental
data heterogeneity. This means that models trained on re-
gional data cannot be guaranteed to function at any level of
accuracy in another region or area. They would first have to
be expanded with new data from the second region in ques-
tion. This confines most models to a narrow scope of opera-
tion, preventing effective use in tracking global or sometimes
even national disease transmission effectively. This same ef-
fect also applies over time, wherein behaviors, policies and
infrastructure cause large scale trends or shifts in data which
would render models ineffective if not retrained often.

3.8 The Good Dataset
Working from the results and later analysis, we can extract
what characteristics a ”good” dataset for Machine Learning
forecasting models for disease outbreaks would have.

They are as follows:
• High temporal definition (weekly or finer)
• Location of cases and other details noted
• Supported by other supplementary datasets
• Available freely and updated frequently
• Representative, minority sampling adjusted
• Standardized across countries
• Data collection practices have remained unchanged over

a long period of time (20+ years)

4 Responsible Research
A number of considerations are significant when evaluating
the value of this research.

Firstly, the fifty-five papers which were evaluated and the
thirty-one papers which were subsequently analyzed in full
for this review do not represent an exhaustive list of the re-
search in the field. In fact, they represent only a limited sub-
section. While effort was placed into ensuring the selection



of papers used for this report was representative of the diver-
sity within the full field by avoiding large clumps of similar
papers, the selection of papers themselves was largely arbi-
trary and based on convenience. The author was also work-
ing within the limitations of research freely available through
the TU Delft institution and excluded all papers which were
not available in that capacity. A similar study could not repli-
cate this methodology and it is unknown to what extent the
outcome of this arbitrary selection affects findings.

Secondly, it must be noted that all analysis and sugges-
tions within this paper were made by a non-expert in the
field of disease forecasting or machine learning. The au-
thor’s primary qualifications are a formal education in com-
puter science. It must be recognised that there is the potential
for cognitive and interpretative bias arising from the author’s
academic background and limited cross-disciplinary experi-
ence. Interpretations of methodologies, results, and theoret-
ical framing from domains outside of computer science may
lack the nuance or contextual awareness of a domain expert.
These limitations may shape the trajectory of the analysis and
should be considered when evaluating the validity or general-
izability of the conclusions.

This review takes the claims of articles analysed therein at
face value. A data related problem was never excluded from
the dataset, only additional problems were inferred. The au-
thor did not systematically analyse each article’s raw data di-
rectly to confirm or deny explicitly mentioned problems ex-
cept in cases where uncertainty suggested itself. As such, it
is possible that the biases of the way in which the sample of
authors writes their papers are also reflected, unintentionally,
by this review.

A large language model, specifically ChatGPT 4o, was
used to lightly advise the grammar and wording of the pa-
per. This process included revising drafts of paragraphs or
pointing out poorly written sections. Sections most revised
by ChatGPT were the abstract and conclusion section, where
concise wording was most crucial. ChatGPT also revised the
wording of some paragraphs in the results and discussion as
well as limitations and future work. All sections were first
written in full by the author before some were sent to Chat-
GPT for rewording or suggestion. All suggestions made by
ChatGPT were vetted to ensure their consistency with the in-
tended meaning of the author. It was not used to analyse or
collect any of the results mentioned within this paper or gen-
erate any of the ideas therein. Overall, the majority of the text
remains unrevised by AI as many LLM revisions were single
word changes or a reordering of sentence clauses.

All sources referenced in the production of this research
have been properly cited. No content has been appropriated
without attribution. Direct quotations, paraphrased ideas, and
referenced data have been credited to the original authors in
accordance with TU Delft academic integrity guidelines.

5 Limitations and Future Work
The non-exhaustive, convenience-based sampling of papers
imposes constraints on the generalizability of this research.
Diseases such as Malaria and Cholera were certainly under-
represented relative to their global burden [13] [3].

The assessment of data issues also involved a degree of
interpretive inference. In several cases, the presence or sig-
nificance of problems had to be inferred based on domain-
general logic rather than explicit reporting by authors. This
introduces the risk of either overestimating the prevalence of
certain issues or misclassifying their origin. Without collabo-
ration with public health or epidemiology experts, these judg-
ments may lack the domain-grounded rigor necessary for pre-
scriptive claims.

A further limitation lies in the natural absence of unpub-
lished or negative-result studies. This may result in an inflated
perception of forecasting model success and a corresponding
underestimation of how severely data quality impairs perfor-
mance. The potential for survivor bias in the literature re-
mains unresolved.

Future work must address these shortcomings through a
broader and more systematic sampling of literature. Meta-
reviews that include non-English sources or a review of un-
published work could expose a wider and more realistic set
of data problems.

Additionally, future studies should incorporate structured
interviews or collaborative assessments with domain experts
in epidemiology, public health, and medical informatics to
validate classifications of data issues and refine the taxonomy
of limitations.

Empirical research is also required to test potential reme-
dies identified in this study. For example, controlled ex-
periments could evaluate whether integrating supplementary
data types, such as climate indicators or human mobility pat-
terns, roduces statistically significant gains in forecast accu-
racy across different disease models. Likewise, the role of
large language models in reducing semantic noise in unstruc-
tured text data should be benchmarked against manual pre-
processing to determine real-world viability.

6 Conclusion
This study examined the limitations of datasets used in
machine learning models for disease outbreak forecasting.
Across the literature, recurring problems emerged not from
isolated oversights but from systemic features of data collec-
tion and distribution. Hospital-collected data, though widely
used, consistently underrepresents true case counts and in-
troduces time delays due to reporting lag. These deficien-
cies are structural and cannot be resolved through technical
refinement alone. Attempts to bypass them by using nat-
ural language data, such as search queries or social media
posts, improve immediacy but lead to ambiguity and require
a time consuming preprocessing step. The use of supplemen-
tary data sources, including weather and mobility informa-
tion, was comparatively rare, despite its demonstrated poten-
tial to improve model performance.

In many cases, even where high-quality data exists, its util-
ity is reduced by restricted access, inconsistent formatting,
or lack of long-term continuity. These obstacles often stem
from institutional practices and legal constraints, rather than
intrinsic data scarcity. Moreover, the pronounced heterogene-
ity in data practices across regions limits the transferability
of models, confining their usefulness to narrow geographic or



temporal scopes. While many models reported high predic-
tive accuracy, this is likely influenced by publication bias and
limited validation beyond the datasets on which they were
trained.
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