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Abstract

The main contribution of this thesis is the development of an inherently adaptive controller
which recursively implements a system identification and control routine. The main idea here,
is that if system identification techniques can be made computationally light, and if they can
be combined efficiently with a controller formulation, such a framework can be implemented
on real world systems to achieve the adaptive nature in control.

In the first part of the thesis, we focus on developing a computationally less expensive identi-
fication technique, by making various modifications on the N2SID algorithm, a nuclear norm
subspace identification method. By allowing for early stopping of the ADMM algorithm
(which plays a crucial role in N2SID) and by implementing an efficient alternative to Sin-
gular Value Thresholding, we are able to obtain significant reductions in computation time.
Furthermore, we allow for a recursive implementation of N2SID by utilizing system informa-
tion from the previous identification cycle. This results in a significant improvement of the
convergence speed of the identification.

In order to create an efficient interface between the identification technique and the controller,
we formulate an MPC control framework, which does not require the explicit computation
of the system matrices at each identification cycle. This helps in reducing the computation
time of the recursive algorithm. The overall methodology is such that an inherently adaptive
controller is in play at every time instant. To test this algorithm, we implement it on different
systems, including LTI and LPV systems.
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Chapter 1

Introduction

“ .. if every instrument could accomplish its own work, obeying or anticipating the will of
others ... if the shuttle weaved and the pick touched the lyre without a hand to guide them,
chief workmen would not need servants, nor masters slaves.”

This quote by Aristotle in his monograph “Politics” describes the guiding principle of control
theory: the need to automatize processes [1]. Control theory, although existed earlier, mostly
advanced in the way as we know today during the first few decades of 20" century due to
various developments — Wright brothers made four flights with gentle landings on Flyer on
17t Dec 1903, guidance systems and electronics of World War II etc. Control theory has
been a discipline where many mathematical ideas and methods have melted to produce a new
body. Accordingly, it is nowadays a rich crossing point of Engineering and Mathematics [1].

Control Theory has come to play such an important role in modern life primarily because
it induces the desired behavior in systems. Well developed control systems offer significant
performance gains and improvements in efficiency which have prompted more and more indus-
tries to adopt control practices. As control becomes ubiquitous it is crucial that controllers
are designed and deployed in an efficient manner. Currently designing an efficient control
system in many applications requires an in-depth knowledge of the dynamics of the system
being controlled. Understanding, modeling and validating the dynamic model of complex real
world systems is a non trivial task, consuming vital human design time. Due to this, control
design is a significant resource sink. Circumventing this design effort leads to substandard
control design causing efficiency losses and may even pose safety issues.

In such a setting the idea of an adaptive controller is appealing. An adaptive controller is a
controller that can modify its behavior in response to changes in the dynamics of the process
and the character of the disturbances, by adjusting the controller parameters [2]. The field
was bubbling with plenty of research — dynamic programming, dual control, learning and
adaptation, certainty equivalence principle etc — and ample funding during 1950s and 1960s.
However, this drastically ended with the crash of a rocket powered using a self-oscillating
adaptive controller [2]. The field resurged in 1970s with the developments in the field of
system identification, among others.
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2 Introduction

The introduction of state-space representation of systems by Rudolf Kalman in 1960, not
only made the analysis of Multi Input Multi Output (MIMO) systems easier but also laid
the foundation for state-space model based controllers [3]. Formulation of such controllers
pushed the control community to address issues in the then non-classical fields like process
control, in which obtaining a model of the plant with physical modeling of the system was
not easy. System identification developed in order to address this need. From the early
days, System Identification branched into Prediction Error Methods (PEM) and Subspace
IDentification (SID) methods. Detailed history of the development of the field is in [4].

PEM methods, as the name suggests, have the error between the estimated model and the
“true” model as the identification criteria. One way to quantify this error is in terms of the
output of the estimated model and the output measured from the plant. This branch was
mainly developed by Ljung in [5], who changed the outlook towards the field by viewing
identification as a design problem, in the sense that search for the “closest” model instead of
the “true” model was performed. However, the main drawback of PEM is that they are not
easily extendable to MIMO systems, to which SID methods provided a solution. Detailed
developments of both the fields was reviewed in the literature survey [4]. Conclusions drawn
from the survey are:

In the literature survey, after probing into the recent developments of the field, nuclear norm
based subspace identification techniques were seen to be developing rapidly. Nuclear norm
was proven to be a heuristic for rank minimization problems and the guarantee of obtaining
low rank solutions was also shown. It was concluded in the literature survey that nuclear
norm based subspace identification methods will be used for performing system identification.
From further survey, the computational burden associated with this heuristic was revealed.
The solution of this problem — reduction of the computational burden — is recognized as the
direction for development.

1-1 Problem Statement

The combination of identification and control is attractive in the design and implementation
of an adaptive controller, most of which run in an online fashion. Performing system iden-
tification as a part of design in adaptive controller is attractive primarily because, through
identification, the system dynamics are accounted for in the computation of the control sig-
nal. This implies that the adaptive control algorithm must allow for real-time implementation
and hence, must be efficient and fast. However, as seen in the literature survey, nuclear norm
based identification techniques come with a heavy computational burden, which makes them
unsuitable for implementation in a fast real-time environment. Thus, the thesis aims to:

Formulate a recursive version of the nuclear norm based subspace technique and
combine it with a control law formulation using a MPC strategy.
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1-2 Structure of the thesis 3

To carry out the above defined task, it is broken down into the following smaller goals.

1. Reduce the computational time of the considered nuclear norm based subspace identi-
fication algorithm.

2. Devise a recursive subspace identification technique by tracking the underlying subspace
that describes the system.

3. Validate the technique with the chosen identification database repository.
4. Design a control law with the subspace available from identification.

5. Combine identification and control in one step so that an inherently adaptive controller
is in play at every time instant.

6. Test the entire methodology on suitable systems.

1-2 Structure of the thesis

Chapter 2 starts with an overview of N2SID, which is the system identification methodology
employed in the thesis. Different modifications that can be made in order to reduce its
computational time are suggested and their results are analyzed. A method to perform
recursive identification is developed.

Chapter 3 introduces the framework of MPC and presents how the control law can be formu-
lated using the information available from system identification.

The entire methodology is summarized into an algorithm and tested on various systems. The
corresponding results are presented in Chapter 4. The document concludes in Chapter 5 by
summarizing the current achievements, stating existing problems and accordingly setting the
future goals.
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Chapter 2

Recursive N2SID

Asreviewed in Chapter 1, the main drawback of using Prediction-Error methods is that, unlike
SISO systems, MIMO systems cannot be identified in a straightforward manner using these
methods. Subspace identification methods mainly emerged as a solution to this drawback.
Another drawback of PEM is that the minimization criterion in most of the prediction error
methods is non-convex, because of which a global solution is not guaranteed. A detailed
comparison between these two classes of system identification can be found in [4]. Most
subspace identification methods consist of the following steps [5]:

1 Regression or projection: Estimate high-order model
2 Model reduction: Reduce the high order model to a lower dimensional subspace

3 Parameter estimation: Estimate the system matrices

MOESP [6] and N4SID [7] are examples of algorithms that employ the above defined steps.
They require an estimate of the model order for parameter estimation. The model order
can be estimated by using an estimation criterion, for example Akaike Information Criterion
(AIC), or by a manual examination of the number of dominant singular values of the estimated
subspace. The latter can be automated by combining the identification with rank minimiza-
tion of the underlying subspace i.e., by combining the first two steps — Regression/projection
and Model reduction. In the process, the order of the system gets computed and utilized
accordingly. The obtained order is the result of a trade-off between model complexity (imply-
ing high order) and accuracy of identification. This can be mathematically included in the
identification problem statement by the use of a rank minimization term. However, in general
the rank minimization problem is known to be computationally intractable (NP - hard) [8].

This led to the development of heuristic techniques that solve the rank minimization problem
approximately but efficiently. It was proved in [9] that the nuclear norm can be used as a
heuristic for the rank of a matrix, hence translating a rank minimization problem (which is
based on the [y norm), to a nuclear norm minimization problem (which uses the /1 norm).
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6 Recursive N2SID

The nuclear norm of a matrix, also called as Ky Fan or trace norm, is defined as the sum of
its singular values. Since this is the {1 norm, translating the problem from rank minimization
to nuclear norm minimization eliminates the use of the [y norm and relaxes it to the higher
order I; norm. Another feature of the nuclear norm is that it forms a convex envelope on
the rank function; hence the nuclear norm minimization problem is a convex optimization
problem. These desirable properties of the nuclear norm led to the rise of nuclear norm based
subspace identification techniques, for example [10] and [11].

One such method, [11], which is employed in this thesis is presented in Section 2-1. However,
as we will see in Section 2-1-2, nuclear norm based minimization methods require high com-
putational time. In order to reduce the computational time, some modifications are looked
into in Section 2-2. For an identification method to be employed in adaptive control algo-
rithms, it needs to perform system identification recursively. Therefore it is necessary to have
a recursive nuclear norm based identification method which requires less computational time.
Section 2-3 presents a method to use the N2SID algorithm in a recursive manner. All the
modifications are evaluated in a combined manner and the corresponding results are presented
in Section 2-4.

2-1 Overview of N2SID

As described in [9], the use of nuclear norm for rank minimization is a heuristic method for
reducing the order of the model of the system which is to be identified. Reduction of the rank
or model complexity is a desirable feature as it is easier to handle low order models. But if
the reduced order is significantly smaller than the actual system order, then the estimated
model will deviate too much from the actual plant. A trade-off between the extent of rank
minimization and accuracy of the model can be obtained by adding a regularization term
to the minimization criterion. In other words, regularization retains the parameters of the
system that are significant (analogous to dominant singular values) while considering accuracy
[12]. Employing nuclear norm in rank minimization is an [y regularization. A brief study on
different types of regularization can be found in [4].

Generally, in most of the nuclear norm based subspace identification techniques, the rank
minimization term is included in the optimization criterion as given in Eq. (2-1.0.1). F(9) is
a function whose rank has to be minimized while keeping ¢ (estimated value of the output)
close to y (measured value of the output) based on the regularization parameter \.

min [[F(3)]l. + Mg - ol (2-10.1)

Different choices of F'() describe different subspaces pertaining to the underlying system,
whose dimensionality will be minimized. In this section, we discuss the N2SID algorithm [11]
in detail, and in the process, the description of F'({) as used in N2SID.

The mathematical model of the system to be identified is first expressed in innovation form
as:

z(k+1) = Agysx(k) + Bsysu(k) + Ke(k)

y(k) = Cx(k) + Du(k) + e(k) (2-1.0.2)
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2-1 Overview of N2SID 7

where u(k) € R™, z(k) € R",y(k) € RPv and e(k) is zero mean white noise. Here the state
x(k), the system matrices Agys, Bsys, Csys, Dsys and the Kalman gain K are unknown. System
from Eq. (2-1.0.2) is then expressed in observer form as:

y(k) = Cx(k) + Du(k) + e(k) (2-1.0.3)

where A = (Asys — KCsys), B = (Bgys — KDgys), C = Cgys and D = Dys.

Measured input-output data from the system is stored in block Hankel matrices. The two
parameters defining the size of the Hankel matrix are N (the number of measurements) and
s (defining the number of block rows) where s > n, N >> n given that n is the order of the
system. The hankel matrix of the input u(k) is defined as in Eq. (2-1.0.4). Since u(k) € R™«,
Us € R™*4 where m = sm,, and ¢ = (N — s+ 1). Similarly the Hankel matrix, Y, for the
output is defined, with Y, € RP*? where p = s * py.

w(l)  w(2) ... u(N-—-s+1)
U, = “(_2) u(3) . : (2-1.0.4)
u(s) u(s+1) ... u(N)

The equation for y(k) in the observer form, Eq. (2-1.0.3), can be extended to include N
measurement values at once using the Hankel matrix definition of the input and output.
Such an extended form, known as the data equation, can be expressed as given in Eq. (2-
1.0.5). Matrices Ty, s € RP*™ and T}, ; € RP*P contain the system matrices and are expressed
in Toeplitz form. Matrix Oy € RP*" is known as the extended observability matrix.

Yy =0, X +T,Us + T, Y + Es (2-1.0.5)
where
[ D 0 0] [0 0 0]
CB D CK 0
T.s= | CAB cB . | T,s=| CAK CK
cAs2B ... CB D] CA 2K ... CK 0
C
CA
0,=| CA? X=[z(1) 2(2) ... @(N-s+1)
CAs—l

Master of Science Thesis Bhagyashri Telsang



8 Recursive N2SID

Introducing the estimated value of the output as §(k) = y(k) — e(k), and constructing the
Hankel matrix Y; from ¢, Eq. (2-1.0.5) is expressed as,

Ve = 0sX + T, .Us + T, .Ys (2-1.0.6)

Since the term O;X is a subset of the range space, it defines a subspace of the system to
be identified, [13]. The system can therefore be identified by minimizing the rank of O,X.
Hence, the function F(3), from Eq. (2-1.0.1) is Oz X which is equal to Y, — TusUs — Ty sYs.
Including the rank minimization term and system output tracking, the optimization problem
is formulated as:

. A& ) )

_ min ~ 2 k) = (k)5 + IV = TosUs — Ty il (2-1.0.7)
YsyTu,&Ty,s k=1

Since both the terms in Eq. (2-1.0.7) are convex functions (the first being quadratic and
the second term being the nuclear norm, which is a convex envelope [9]), the identification

problem is a convex optimization problem.

There has been tremendous development in the field of convex optimization, giving rise to
numerous algorithms for solving it. In N2SID [11], and in this thesis, the algorithm used
to solve the convex optimization problem is ADMM; see [4] for details on other algorithms.
Having formulated the N2SID problem, which is a convex optimization problem, we now look
into the details of solving it using ADMM. The resulting optimization variables are denoted
as Y, 15, T¢..

u,S?

2-1-1 Solving the optimization problem using ADMM

The convex optimization problem given in Eq. (2-1.0.7), is formulated as a combination
of nuclear norm and summation of errors. It can be solved using readily available SDP
solvers, as was done in [14]. However, the computation time required by these solvers is
high. On the other hand, ADMM was formulated to solve large scale problems. Although
the convergence rate is poor in ADMM, [15], it results in modest accuracy within a few
iterations. This fact is further looked into in Section 2-1-2 and is used to speed up the overall
recursive identification. Another feature of ADMM is that it does not require the optimization
function to be differentiable; sub-differentials of the function can be readily used. This is a
major advantage in our case since the nuclear norm operator is not differentiable with respect
to its arguments. The solution of the optimization problem using ADMM is considered in
detail in this section since the theory to be developed in Section 2-3 is closely linked with the
working of ADMM.

The standard form of the minimization problem solved using ADMM [10], is given in Eq. (2-
1.0.8).

min (%) +9(X)

X,

subject to Ax)-X=8 (2-1.0.8)
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2-1 Overview of N2SID 9

The N2SID minimization problem can be expressed in the standard form by considering f(x)
to be the quadratic term in Eq. (2-1.0.7) and ¢g(X) to be the nuclear norm. The quadratic
term, which is the summation of errors between measured output and estimated output of
the system, can be expressed in the vector form as in Eq. (2-1.0.9). In the translation, x € R™
contains the estimated output 4§, a is the measured output y and C contains the regularization
parameter A.

f(x) = (1/2)(x —a)"C(x — a) (2-1.0.9)
The second function g(X) is the nuclear norm term ||X|[. where

X = }/}:9 - Tu7sUs - Ty,sYS

X € RP*? thus contains the optimization variables }Afs, Tu,s,Tys. In the constraint, the linear
mapping A is such that A : R™ — RP*9, where ny = py(N +m + (s — 1)py).

Since ADMM, which is a primal-dual algorithm [16], is a blend of dual ascent and method of
multipliers, it inherits the decomposability of dual ascent [15]. This property allows for the
separation of optimization variables into x and X along with the splitting of the objective
function into two functions f(x) and ¢g(X). The variables x and X are primal variables. Since
ADMM is a primal-dual algorithm, it maximizes a dual function, which can be constructed
using the Augmented Lagrangian L;, which is defined as:

Ly, = f(x) + g(X) + trace(Z7 (A(x) — X — B)) + %HA(X) X - B (2-1.0.10)

where Z is the Lagrange dual variable and ¢, is the penalty parameter. The dual function is
given by:

90,(2) = inf Ly, (x.X.2) (2-1.0.11)
The dual function is concave [17] and for any Z, we have,

9,(Z) < p"

where p* | which is the optimal value of the problem in Eq. (2-1.0.8), is given by

p" =inf(f(x) +9(X) | Ax) - X = B)

As the dual function yields lower bounds on the optimal value p*, our aim is to find the
greatest lower bound. Hence the problem to be solved now is:

maxgs, (Z) (2-1.0.12)
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10 Recursive N2SID

It can be noted that maximization of a concave function is equivalent to minimization of a
convex function. The problem Eq. (2-1.0.12) is solved by the dual ascent method which is a
gradient ascent technique. ADMM solves the problem by maximizing the dual function and
finding the minimum of the primal variables for each dual update Z. ADMM can now be
summarized as given in Algorithm 1, [10].

Algorithm 1 ADMM
Initializex=0,X =-B,Z2=0,t, =1
while stopping criteria is false do
Update x as x"*! = argminL, (x, X*, ZF)
X
Update X as X! =argminL, (x*™', X, Z")
X

Update Z as ZM! = ZF 4+ t,(A(xF1) — Xk — B)
Update primal and dual residuals
Check for stopping criteria

As the number of iterations £ — oo in the ADMM algorithm, we observe the following trends
[15],

1 Residual convergence: Primal and Dual residuals tend to zero.
2 Objective convergence: f(x*) + g(X*) approaches the optimal value p*

3 Dual variable convergence: Z* approaches the dual optimal point Z*

It is worth noting that the convergence of the primal variables to their respective optimal
points is not guaranteed. This is because ADMM inherently uses dual ascent method and
hence maximizes the concave dual function.

In this section, the theory and working of ADMM were studied since it is employed to solve
the N2SID problem formulated in Eq. (2-1.0.7). The convergence behavior of ADMM in
terms of the primal and dual residuals is analyzed in the next section, by performing system
identification of a CD-player arm system using N2SID and solving the optimization problem
using ADMM.

2-1-2 Convergence analysis of ADMM

In this section, the results of the N2SID algorithm, implemented as given in [11], are presented.
System identification is carried out for a CD-player arm system whose dataset is obtained
from [18]. Identification is performed using N = 200 measurements for a particular value
of regularization parameter A = 4.28. For a detailed analysis on varying N and )\, see [11].
These standard results, given in Table 2-1, will be used for direct comparison with the results
obtained in this thesis.

It can be seen from the results that the system is estimated with sufficient VAF but the time
taken is considerably high. From a comparison of N2SID with N4SID and PEM, it was seen
in [11] that N2SID resulted in higher VAF than the rest for N < 400, hence outperforming the
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2-1 Overview of N2SID 11
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Figure 2-1: Primal and Dual residuals

other methods. However, to perform system identification on the CD-player arm system once
takes almost 3 seconds on a standard desktop computer running Apple OS X and equipped
with a 2.2GHz processor and 8GB RAM. Hence, the system, with sampling time lesser than 3
seconds, cannot be identified at every sampling time instant. This is the primary motivation
to reduce the computational time taken to identify the system using N2SID. In order to
achieve this reduction in computation time, we first analyze the convergence behavior of the
ADMM algorithm which plays a vital role in the N2SID algorithm.

Table 2-1: Results of identification for a CD-player arm system

System Order 8
VAF 84.36
Total number of iterations 223
Total time taken 2.98 sec

The values of primal and dual residuals obtained in each iteration are shown in Figure 2-1
along with their respective tolerances. The iterations of ADMM stop once both the primal
and dual residuals are lesser than their tolerances.

We can observe that the residuals tend to 0 with increasing number of iterations, in accordance
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12 Recursive N2SID

with the theoretical results. However, it can also be noticed that the rate of convergence is
very slow after a few iterations. This is a typical characteristic of ADMM: slow convergence
to obtain high accuracy [15].

In Section 2-2-1 we will see how this behavior can be exploited to achieve faster computation
of N2SID. Along with this, other sections of Section 2-2 explore parts of ADMM which can
be modified to obtain a further speedup of the algorithm.

2-2 Improving the speed of N2SID

During the review of the N2SID algorithm, it was seen in Section 2-1-2 that the computational
time of N2SID is too high for it to be recursively implemented. This is a major drawback
since it cannot be employed to perform system identification at each sampling time instant
of the system, rendering it inapplicable when used as a part of an online adaptive control
framework. In this section, we address this problem by improving the speed of the overall
algorithm.

Since ADMM is used to solve the formulated N2SID problem, most of the computational
burden of N2SID lies within ADMM. Therefore, we focus our attention mainly on the ADMM
algorithm. In Section 2-2-1, we exploit the convergence behavior of ADMM to reduce the
computational time. Furthermore, in Section 2-2-2, the step of performing SVT in ADMM is
investigated and different alternatives that require lesser computation are looked into.

2-2-1 Early stopping of ADMM

In Section 2-1-2, it was suggested that the convergence behavior of ADMM can be exploited
to potentially speed up the algorithm. It was seen that the ADMM algorithm is character-
ized by very slow convergence rates and very high accuracy. Therefore, if the application
does not require extremely high accuracy, we can terminate the ADMM algorithm after a few
iterations. For the same CD player system, the ADMM algorithm is terminated at 30 itera-
tions. The corresponding results are compared with the results of N2SID when ADMM was
not terminated early. It is noticed that while terminating ADMM early leads to a negligible
reduction in VAF, the time taken is reduced by 36.57%.

Table 2-2: Early stopping of ADMM

Time taken in sec VAF

Baseline N2SID 2.98 84.36
Early stop ADMM 1.89 83.44

To summarize, the time taken to perform system identification of a CD-player arm system
using N2SID, with ADMM terminated early, is 1.89 seconds. As new measurements arrive,
the system identification process must be repeated at each sampling time. This implies that
successive iterations of N2SID must be completed within the sampling period of the system.
N2SID, as is now, can be used to recursively identify a slow system (system with slow sampling
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2-2 Improving the speed of N2SID 13

times). In order to maximize the applicability of this recursive approach, we try to further
reduce the computational time of the N2SID algorithm.

2-2-2 Alternative methods of Singular Value Thresholding

The minimization of the nuclear norm represents a major computational bottleneck in the
N2SID algorithm. As seen in Section 2-1-1, each iteration of ADMM involves the minimization
of the Augmented Lagrangian L;,, over the primal variables x and X and an update of the
dual variable Z. Due to the decomposable nature of ADMM, the objective function was split
into f(x) and g(X), hence allowing the primal variables to be contained in different functions.
As a result, the minimization of the nuclear norm term g(X) is reflected only in the minimizer
X, i.e., the minimization of Ly, over X, whose update formula for kth iteration is given in
Eq. (2-2.0.1). The minimizer X is obtained from the singular value thresholding operation
D, also known as soft thresholding, of the matrix A(x*) — B+ Zk~1/t,.

Xk = D (AGXY) — B+ ZF1t) (2-2.0.1)

As the name suggests, soft thresholding is imposing a soft threshold, 7, on the singular values
of the matrix whose nuclear norm has to be minimized. This is performed by first obtaining
the SVD of the matrix as:

USVT = A(xF) - B+ 2",

The singular values, contained in X, are then shrunk by the predefined threshold 7 as:

D (%) = diag({oi — 7}+)

Then the soft thresholding of the matrix is obtained as:

D (A(X*) — B+ z*1t,) =UD,(2)VT

In other words, each singular value that is greater than 7 is considered and the corresponding
difference (o; — 7) is utilized. This effectively shrinks the singular values towards zero and
hence reduces the nuclear norm. In our case, the soft threshold is 7 = 1/t,. Since this
operation involves SVD, it is computationally heavy and hence slows down the identification
process.

To speed up the N2SID algorithm, either an alternative method to the computation of SVD
or an alternative method to directly compute soft thresholding without SVD can be used.
In this section we take up three different approaches to compute the soft thresholding along
with their advantages and disadvantages with respect to their applicability to our problem
statement. Accordingly, a suitable method is chosen as the alternative and employed to solve
for the minimizer X in ADMM.

From the survey on literature of alternatives to SVD, [4], two of the methods that are con-
sidered in the thesis are from the papers [19] and [20]. As there are no particular names
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14 Recursive N2SID

specified for these two methods, we call the first method as "QR~updating with Jacobi-type
SVD", and the second method as "Fast SVT without SVD", which is the title of the paper.
The first method provides an alternative way of computing SVD whereas the second method
directly computes the soft thresholding without SVD. Due to the problems associated with
this method, which will be dealt soon, we later resort to the third method - Fast randomized
SVT.

For quick demonstrations, we consider the soft thresholding of a test matrix Y with the soft
threshold 7. At places where the results for soft thresholding of the matrix A(x*)—B+2%"1/t,
are presented, it will be accordingly specified.

QR-updating with Jacobi-type SVD

In order to perform SVT in a computationally favorable manner while tracking the subspace,
QR-updating with Jacobi-type SVD method, introduced in [19], is considered here. This
method computes the SVD of a matrix, which can then be used to compute the soft thresh-
olding of the matrix. Although this method does not directly result in the soft threshold
of a matrix, it is helpful, as we will see, in tracking the subspace when the input matrix Y
contains the system measurements. It focuses on updating the SVD of Y after appending a
new row of measurements y to it, without explicitly computing the SVD again.

Consider an initial matrix Y; € R**"™, where n = 4 and 7 is the sampling time instant. With
each new measurement, ¢ increases and a new set of measurements y; are appended to Y}, i.e.,

Yi

The method updates the SVD of Y; using the SVD of Y;_; instead of explicitly computing the
SVD with each new measurement. This method is compared with the conventional SVD, for
random measurements for 500 updates of measurements. Note that the size of Y is growing
with the increase in number of measurements. Figure 2-2 shows the singular values of Y; for
500 updates, obtained from conventional SVD and the considered method QR~updating with
Jacobi-type SVD. It can be seen that the results of the alternative method are fairly close
to those obtained from SVD. An important and attractive result is that the time taken for
computation of SVD for 500 updates is 0.3425 seconds, whereas time taken by the alternative
method was 0.2641 seconds, which represents a 22.89% reduction in computation time.

While this method is computationally favorable and rectangular matrix friendly, it is useful
when new measurements are appended with each update. In our case, in the i*" identification
cycle, which uses the set of measurements from (i — N + 1) to i, the ADMM iterates k
times. In other words, for each identification cycle, the measurements are the same over the
iterations of ADMM. The computation of the minimizer requires computing the SVD and
furthermore, X* does not involve new measurements with each iteration. Hence, this method
is not applicable to our case. Therefore, we move on to evaluating the usefulness of the other
alternative methods.
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Figure 2-2: Comparison of singular values computed from SVD and QR-updating with Jacobi-
type SVD

Fast SVT without SVD

This method, Fast Singular Value Thresholding without SVD, [20], directly computes the soft
thresholding of a matrix without explicitly making use of SVD. It does so by first computing
the Polar Decomposition of the input matrix Y € RP*? as:

Y = Wdepd, Wpd € RP*? and Zpd € R?7*4

W4, an orthogonal matrix, is the “signum” of Y and Z,4, a positive semi-definite matrix, is the
“absolute value” of Y containing information about the singular values of Y. W), is initialized
with Y and then iteratively computed. Z,4 is computed as Wg:iY and then subsequently used
to compute the soft threshold of Y. The detailed steps are given in Algorithm 2.

Algorithm 2 Fast SVT without SVD

Input matrix: Y
Compute the polar decomposition Y =WZ
Compute the projection Pr(Z) = argmin x,<-||Z — X||r
Set D,(Y)=Y —-WP.(Z)

Output matrix: SVT D,(Y)

This method is compared with the method of computing soft thresholding using SVD, by
performing system identification of the CD-player arm system for different values of regu-
larization parameter A, as in Eq. (2-1.0.7). VAF obtained and corresponding model orders,
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Figure 2-3: Comparison in terms of resulting VAF and model order

for different values of A for both the methods are shown in Figure 2-3. The total time and
iterations taken by the two methods are given in Table 2-3. It is noticed that the alternative
method results in VAF and model orders that are comparable with the case when SVD is
used for computation. However, the time taken by the alternative method is significantly
more than the method using SVD.

The main reason for the increased computational time is that the matrix Y is not square,
because of which the Polar Decomposition of Y cannot be computed directly. Complete
Orthogonal Decomposition (COD), which can be found in [21], of Y is first computed as:

Reoqg O

Algorithm 2 is then carried out for R.,q with the corresponding translations performed in
the end to trace back to Y. Since in our case Y = A(x*) — B + Z*¥~1/t, whose soft thresh-
olding has to be computed is not square, computation of COD is significantly increasing the
computational burden.
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Table 2-3: Comparison of total time and number of iterations

Total time taken Total number of iterations

With SVD 15.37 1442
Without SVD 117.55 1443

Another disadvantage of this method is its inability to track a subspace. For computing the
minimizer X* in the k™ iteration of ADMM, information from X*~! could be used since
there exists a relationship between X* and X*~!. However, this method does not provide a
framework in which we can utilize this information. To demonstrate this, we consider the
algorithm in a little more detail.

In the Polar Decomposition step in Algorithm 2, it is Z}’fd that contains the information about
singular values of Y*. Therefore, instead of initializing Wfd with Y* and then computing Z;fd,
the reverse could be tried, i.e, compute Z]]fd iteratively and then compute Wlfd as Yk(ZF)~1,

The idea behind this strategy is that ZI’fd could be initialized as Z;;d_ ! hence using the infor-
mation from the soft thresholding computed in the previous iteration. However, due to the
semi-definite nature of Z]’jd it is not invertible and thus this method cannot be used to track
the subspace.

As this method is neither favorably fast nor possesses the ability to track a subspace, the next
alternative to SVD is looked into.

FRSVT

Fast Randomized Singular Value Thresholding (FRSVT) is introduced in [22] primarily for
computing soft thresholding in nuclear norm minimization. As the name suggests, the method
directly computes the singular value thresholding of a matrix, without using SVD. The special
feature of this method is that it exploits the proximity of the range space over iterations (in
our case, the relationship between X* and X*~! in an identification cycle) and propagates the
estimated basis of the previous iteration to the next iteration thus accelerating the algorithm.

The method is summarized in Algorithm 3. Note that since the method does not compute
Polar Decomposition directly on the matrix Y, there is no need to compute Complete Orthog-
onal Decomposition (COD) of Y if it is not square. This renders the method to be rectangular
matrix friendly, which is a major advantage in our case.

The input matrix Y is randomized by multiplying it with a Gaussian random matrix 2. The
randomized matrix A is used to capture the range space of Y in (Q and to reduce the dimensions
of the SVT problem. Both are achieved by computing, on the randomized matrix A, the QR
decomposition with column pivoting (QR-CP), which estimates the rank and dominant bases
of Y through the randomized matrix A. Since this estimation of the orthonormal column
matrix @ is the only approximation step in Algorithm 3, the accuracy of the method depends
on this step. In order to better capture the range of Y in (), the FRSVT method uses power
iterations: repeating the last bit of the algorithm for 7 times.

It should be noted that the FRSVT algorithm uses only QR, Polar and Eigen decomposition
and at no place uses SVD. FRSVT method is compared with the method of singular value

Master of Science Thesis Bhagyashri Telsang



18 Recursive N2SID

Algorithm 3 FRSVT

Input matrix: Y € R™*™ and the orthogonal column matrix Q of the previous iteration
if not Range propagation then
Sample Gaussian random matrix ) € R™*!

A=YQ
Q@ = QRCP (A4)
else
Sample Gaussian random matrix () € R™*P
A=YQ
Qy = PartialOrthogonalization(Q, A)
Q=[Q Qy]
end if
repeat
Q=@ (YY'Q)

until 7 times
[H,C]= QR (YTQ)
[W, P] = PolarDecomposition(C')
[V, D] = EigenDecomposition(P)
Dr(Y) = (QV)D-(D)(HWV)"
OQutput: SVT D.(Y), Q=QV
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Figure 2-4: Evaluation of FRSVT terms of resulting VAF and model order
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2-2 Improving the speed of N2SID 19

thresholding using SVD, by performing one identification cycle of a CD-player arm system
for different values of regularization parameter A, see Figure 2-4. The evaluation is done for a
range of values of A in order to check if FRSVT adversely affects the performance of the host
algorithm (ADMM in our case). It can be recollected that similar evaluation was carried out
for analyzing the previously considered method - Fast SVT without SVD. Identification is
performed for different values of 7. It is noticed that increasing the number of power iterations
(n), does not have significant effect on the performance of identification. Like mentioned in
[22], n = 2 is enough and will be used in this thesis for further implementations.

For performing system identification of the CD-player arm system for a range of values of A,
the time taken by this method (FRSVT) is compared with the time taken by the other two
methods: SVT with SVD and Fast SVT without SVD. The time taken by each method is
listed in Table 2-4. Although using SVD for obtaining SVT is still computationally faster, this
method has the theoretical advantage of propagating the range space, of the matrix whose
soft threshold has to be computed, over ADMM iterations.

Table 2-4: Evaluation of SVT methods

SVT method Time taken in sec
SVT with SVD 15.37
Fast SVT without SVD 117.55
FRSVT 33.43

Since FRSVT offers range propagation over the iterations and since the time taken by FRSVT
is comparable to that of computing SVT using SVD, we will be employing FRSVT for the
computation of singular value thresholding to obtain the minimizer X¥ in the iterations of
ADMM in N2SID. For more analysis, further comparison of FRSVT and SVT using SVD
is carried out, in Chapter 4, for different systems which are being recursively identified and
controlled at each sampling time instant.

In this section, different parts of the N2SID algorithm were analyzed for potential improve-
ments in the computational time. It was seen in Section 2-2-1 that terminating the ADMM
algorithm early significantly reduced the computational time while not adversely affecting
the VAF of the identification. It was also noted that performing singular value threshold-
ing to obtain the minimizer X*¥ in ADMM was increasing the computational burden of the
overall algorithm, because of which different alternatives to perform the thresholding were
looked into. Out of the three alternative methods - QR-updating with Jacobi-type SVD,
Fast SVT without SVD and FRSVT - the first method turned out to be less applicable to
our problem. Out of the last two methods, which directly resulted in X*. the method Fast
SVT without SVD was computationally burdensome because of the rectangular size of the
matrix A(x*) — B+ Z*~1/t,, whose soft thresholding has to be computed. Evaluation of the
last method — FRSVT — revealed its suitability to our application and was finalized to be
employed in performing the SVT.

So far, the focus has been on reducing the computational time of N2SID so that each iden-
tification cycle is performed faster. Since our final goal is to identify a system recursively at
each time instant, we now focus our attention on analyzing the recursion in greater detail.
Furthermore, as elaborated in the next section, a method to recursively identify a system in
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20 Recursive N2SID

a fast manner is developed. The validity of this strategy and the conditions under which it
will reduce the computational time are also looked into.

2-3 Tracking the underlying subspace

In Section 2-1, the procedure and details of identifying a system using N2SID algorithm
was reviewed. This section deals with identifying the system, recursively, at each sampling
time instant. We call the system identification performed at the i*" time instant as the "
identification cycle. Each identification cycle is performed as described in Section 2-1.

For the " identification cycle, the N2SID problem, formulated as in Eq. (2-1.0.7), is denoted
by Q! as:

, _ A d , N o
Q:_ min = B ly'(k) = R+ 1YY — ToUs = T Y (2-3.0.1)
YslzTé,mT';,s k=i—N+1

The corresponding optimization problem that is solved using ADMM is denoted by P?, which
is defined in Eq. (2-3.0.2) as:

Pl omin fi(x)+g(X)

x,X

subject to Al(x)-X =B (2-3.0.2)

From Section 2-1-1, we know that ADMM results in the optimal value of P?, denoted as p*’,
and the optimal value of the dual function, denoted as Z*. Denote the corresponding values
of primal variables as x?, X*. Note that the primal variables need not be the optimal values.

Having completed the i identification cycle, the next step is to perform system identification
at the (i + 1) time instant - Q*!. There are two ways to do this:

1 Repeat all the steps exactly like the last identification cycle. In doing so, the parameters
are initialized with their default initial values as given Algorithm 1. This implies that
the system, although identified just one time instant before, is now treated like a new
System.

2 Utilize the system information obtained from the last identification cycle to initialize pa-
rameters in the algorithm. The underlying reason for using past information is the
assumption that it helps improve the convergence speed, which is desirable in an on-
line recursive algorithm.

Intuitively, the second approach promises to improve computation time by utilizing informa-
tion from the previous identification cycle. To this end, Section 2-3-1 outlines a mathematical
approach to utilize this information for generating initial conditions of the parameters. The-
oretical guarantees on the choice of the initial conditions are developed. The strategy is then
implemented and the results are analyzed in Section 2-3-2.
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2-3-1 Using information from the last identification cycle

From Section 2-1, since the functions fi(x) and ¢*(X) depend on U! and Y, the optimization
problem P?, given in (2-3.0.2), directly depends on the system measurements. The optimiza-
tion problems P? and P*! differ by one time instant measurement and the difference between
the problems is proportional to the difference between the measurement values. To see this
clearly, we analyze the difference term by term.

Consider the problem P? from Eq. (2-3.0.2) and denote the functions ¢*(X) by 7% and f(x)
by T3, i.e.,

T7 = ||A'(x) — Bl|«
T8 = (1/2)(x — ai)TC(x —a')

The difference between T in P? and P*! is given by:

Ty - T3 = (1/2)((@)" Ca’ — (a™ )T Ca'™ +xTC(a™" — ') + (@) — (a)T)Cx)

It can be recollected, from Section 2-1-1, that a’ is a column vector consisting of the system
output measurements from time instant (i — N + 1) to i. Therefore each entry in the column
vector ('t — a?) is the difference between y(k + 1) and y(k). Accordingly,

(@)’Ca’ — (a"H)TCa'™ = Z Me(y(R)? —y(k+1)%)
k=i—N+1

where Ay is the regularization parameter for the k" measurement value. Hence we can
conclude that (T4 — 7o) depends on (y(k)? — y(k +1)?) and (y(k) — y(k + 1)).

Let us now analyze the term Tj. The difference between T} in P and P*! is given by:

T -1 = [JA (%) = Bl — 4™ (x) - B|.

As the nuclear norm is a valid norm, it satisfies the reverse triangle inequality.

| [T (x) = Blls = [ A™F (%) = Bl | < [|A"(x) = A" ()]s (2-3.0.3)
The linear map A : R™ — RP*? is defined as given in Eq. (2-3.0.4), [11].

Al(x) = Hy + Ho V' + Hyy W (2-3.0.4)
where Hg, Hy, Hq correspond to the optimization variables Vs, Tus, Tys in Eq. (2-1.0.7) re-
spectively, and are defined from x. V? and W' are the Hankel matrices, as defined in Eq. (2-
1.0.4), of input and output measurements, respectively, from time instant (i — N + 1) to

1.
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Analyzing the right hand side of (2-3.0.3), we have,

A" (x) = AFL )| = [[Ho (V! = VD) + Hy (W= WL,

From Eq. (2-1.0.4) we have that each entry in (V¢ — V#*1) is the difference between u(k) and
u(k + 1). Similarly each term in (W? — Witl) is the difference between y(k) and y(k + 1).
Hence, (T} — Tli'H) depends on the difference between consecutive time instant measurements
of the system input and output.

We make the assumption that the system to be identified is BIBO stable. Hence, for bounded
inputs to the system, the outputs are bounded. From the analysis of the terms 77 and T> we
know that they depend on the difference between system measurements at consecutive time
instants, and therefore (77 — Ti™') and (7% — T&™') are bounded. From Eq. (2-1.0.10) and
Eq. (2-1.0.11), the Augmented Lagrangian and hence the dual function is composed of the
terms T; and Th. Hence, the difference between dual functions of P* and P**! is bounded.
Let this bound be denoted by €. In other words,

l9i(Z2) — gi,(2)] < e (2-3.0.5)

Having solved Q', we can now focus our attention on solving the system identification problem
QL. Given p** and Z* from the i** identification cycle Q?, the natural question that arises
is

What can we say about the Z'*' using the information that the dual functions of
P and P are less than € apart and using the knowledge of Z'?

Theorem 2-3.2 provides an answer to this question. However, before getting to the theorem,
we will state and prove a useful result.

Lemma 2-3.1. Consider two convex functions hy : RP*? — R and hsy : RP*Y — R such that

|hi(x) — ha(x)] < € Vo € RP*4 (2-3.1.1)
Let
x] = argmin hi(x)
rERPX4
x5 = argmin ha(z)
zeRPX4
Define
M :={z eRP*": hy(z) —e < hi(z] +€)}, M C RP*

Then we have the following:
1zieM
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2 z5e M
Proof. The first part of the lemma follows trivially from

hi(z]) —e < hi(z]) + €

We now proceed to prove z5 € M. From Eq. (2-3.1.1),

hQ(JJ) < hl(:c) +€

So,
ho(z7) < hi(z]) + € (2-3.1.2)

Consider Z € RP*Y such that

hg(i‘) > hl(‘TT)‘l—é

From Eq. (2-3.1.2),

ha () > ha(7)
=—> T is not z}
= x5 must satisfy the condition
ho(x3) < hi(z]) + € (2-3.1.3)

From Eq. (2-3.1.1) we have,

hi(z) — € < ha(x), Vo € RPX4 (2-3.1.4)
From Eq. (2-3.1.3) and Eq. (2-3.1.4),

x5 € M

O

Theorem 2-3.2. Consider the concave functions g%p :€ RP*? — R and gizrl :€ RPX? — R,
as defined in Eq. (2-1.0.11). We know from Eq. (2-3.0.5):

9:,(Z2) — g1t (Z)] < e

Define
P max 9:,(Z) (2-3.2.1)
Pg“:mgx 9:7(2) (2-3.2.2)
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Let

7' = arg max ggp(Z)

i+1 i+1
VAR = argmax gij (2)

Then we have:

AR My
Zi+1 c MZ

where,
My :={Z e RP*?: gfp(Z) —e< gzp(Zi) + €}

Proof. From [23] we know that minimization of a convex function is equivalent to maximiza-
tion of a concave function. So,

7 = argmin. (~gi, (7))

z™" =argmin (—g; ' (2))
From Lemma 2-3.1 it directly follows that:

ARS Mz
VAR My

Thus, it immediately follows that the solution of P} is an excellent choice of initial condition
for the problem 73?1.

We know, from Section 2-1-1, that ADMM proceeds by maximizing the dual function, and in
the process, finds the minimizers of the primal variables in each iteration. Since the problem
P from Eq. (2-3.0.2) is convex, x*, X’ are justified, by Theorem 2-3.2, to be used as the
initial condition for solving P*+1. Thus, with x’, X’ and Z* as the initial condition for solving
the problem P+, we start in the same set which contains Z*!.

In this section, the problem of recursive system identification was taken up. It was shown that
the information from the last identification cycle can be used to obtain a justified choice of
initial condition for the current identification. In this way, information regaring the subspace
describing the underlying system is passed on between consecutive identification cycles. So
far, we have performed a theoretical anaysis of recursive system identification using N2SID.
In the next section, N2SID is recursively implemented on a CD-player arm system by using
the results of Q' as the initial condition for Q**1.
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Figure 2-5: Number of iterations in ADMM for a CD player arm system

2-3-2 Results

In this section, system identification is recursively performed using N2SID to evaluate the
theory developed in Section 2-3. In order to have clear view of the effect of the developed
choice of initial condition, we implement N2SID as in [11], but for two different choices of
initial condition. The first choice being the default initial condition as given in Algorithm 1,
let us call it Case 1. The second choice is the result obtained from the identification Q% — x?,
X% and Z° — let us call it Case 2. It is worth emphasizing here that the ADMM algorithm is
not terminated early in this evaluation. This is to have a clear picture of how many iterations
Case 2 requires to converge. Also, in this evaluation, FRSVT is not used for the computation
of Singular Value Thresholding in the computation of the minimizer X in ADMM.

The evaluation, as described, is carried out on the same CD-player arm system for 100 time
instants, hence requiring 100 identification cycles. The total number of iterations required
for convergence of ADMM in each cycle are compared and shown in Figure 2-5. Along with
the number of iterations required, the corresponding VAF obtained in each cycle for both the
cases are shown in Figure 2-6.

It is seen from the results that using the system information obtained from last identification
cycle, noticeably decreased the number of iterations required to identify the system, while
resulting in roughly the same VAF. The average time taken to perform one identification
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Figure 2-6: VAF obtained for 1000 identification cycles for a CD player arm system

Table 2-5: Comparison of results for different choice of initial condition

Time, in sec  VAF  kapuyu

Case 1 2.37 83.23 197
Case 2 1.39 83.17 116

cycle, for both cases, is listed in Table 2-5. Along with the average time taken, the average
VAF obtained and the average number of ADMM iterations required, k4pasas, to perform one
identification cycle is tabulated for both the cases. With a justified choice of initial condition
for Q! (Case 2), the number of iterations required for ADMM to converge are significantly
lesser than Case 1. The same is reflected through the time taken in both the cases: there is
41.35% reduction in the time taken to converge with the choice of initial condition justified
in Section 2-3.

To summarize, using the results from Q' as the initial condition for Q*t! is an excellent choice
for performing recursive subspace identification using N2SID. Having made some changes
in N2SID algorithm in Section 2-2 to improve it’s speed, the choice of initial conditions
for its recursive implementation was justified and evaluated in this section. So far, all the
improvements have only been evaluated individually. In the next section, their combined
analysis is performed and the corresponding results are presented.
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2-4 Performance analysis of Recursive N2SID

During the review of N2SID, in Section 2-1, it was noted that the N2SID problem, Eq. (2-
1.0.7), is solved using the ADMM algorithm instead of SDP solvers mainly because of the
attractive feature of ADMM to handle sub-differentiable convex problems with modest accu-
racy within a few iterations. ADMM was taken up in detail in Section 2-1-1 and it’s conver-
gence analysis, through the primal and dual residual, was performed. This revealed the slow
convergence behavior of ADMM, as noted in [15]. From further analysis, it was concluded in
Section 2-2-1 that early stopping of ADMM resulted in a significant reduction in computation
time, while sacrificing minimally on accuracy. To further reduce the computational time of
N2SID, few modifications in the ADMM algorithm were suggested in Section 2-2-2 and it was
concluded that FRSVT will be employed to compute the singular value thresholding in the
ADMM algorithm.

84.5

N2SID
RN2SID

84 - |

83.5 |- Lq M i

w i

815 | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

Number of identification cycles

VAF obtained
&
T

Figure 2-7: VAF obtained from recursive identification

In Section 2-3, the recursive N2SID algorithm was taken up and potential improvements in
computation time were investigated. It was concluded that the information from the previous
identification cycle can be used to select the initial condition for the current identification
cycle. This resulted in a significant reduction in computation time.

As a summary, we list below all the modifications that we incorporate in the N2SID algorithm.
The modified version is recursive and we call it Recursive N2SID, or RN2SID.
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Modification 1: Early stopping of the ADMM algorithm.

Modification 2: Using the alternative method of Singular Value Thresholding - FRSVT,
instead of conventional computation through the use of SVD.

Modification 3: Using the results of the previous identification as an initial guess for the
current identification cycle.

RN2SID is now evaluated for the same CD-player arm system. Recursive identification using
N2SID, as in [11], and RN2SID is performed for 100 time instants, with the length of each
identification dataset being N = 200. The VAF obtained and the time taken, for both the
approaches, in each identification cycle are shown in Figure 2-7 and Figure 2-8 respectively.
The time taken by RN2SID is noticeably lesser than N2SID, with a VAF comparable to that
obtained by N2SID. The average time taken by RN2SID to perform one identification cycle
is 0.46 seconds.
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Figure 2-8: Time taken for recursive identification

The results obtained in this entire chapter are summarized in Table 2-6. In Section 2-1-2,
we had seen that the N2SID algorithm was too slow to be recursively implemented on sys-
tems with sampling time lesser than 3 seconds. With all the modifications, the identification
algorithm — RN2SID — demonstrated a significant reduction of computation time. All sys-
tems with a sampling time of higher than 0.5 seconds can now be identified using this novel
technique.
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Table 2-6: Evaluation of time taken for identification with each modification

Time taken in sec

N2SID
Modification 1
Modification 2
Modification 3

RN2SID

2.98
0.62
3.53
1.39
0.46

As seen in the beginning of this Chapter, most subspace identification techniques realize
the system matrices in the final step of the identification. However, this step of parameter
estimation, adds to the computation time. If there is no need to know the system matrices
explicitly, then this step can be skipped. In Chapter 3 we will formulate a control law that
will not require knowledge of the system matrices, thus allowing us to skip the parameter

estimation step.
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Chapter 3

Controller Formulation

System identification is a desirable first step in the functioning of an online adaptive controller
since it provides information about the dynamics of the system. Once the estimated model
of the system is obtained, it is then used to compute a control signal which is supplied to
the plant. In this chapter, we aim to design a controller which can utilize the system model
obtained from the previous step of system identification and generate a control signal.

In general, the knowledge of system matrices plays a crucial role in the design of most stan-
dard controllers. In Chapter 2, it was seen that, the third step in system identification,
namely Parameter Estimation, was responsible for explicitly extracting system matrices from
the computed subspace (in our case, Ty, s and T}, ;). However, Parameter Estimation is com-
putationally expensive since the model order has to be estimated first. Gaining knowledge
about the model order has to be done either through examination of dominant singular val-
ues or by using model order estimation criteria. These require operations like Singular Value
Decomposition (SVD) which are computationally heavy. It is therefore desirable to design
a controller directly in terms of the subspace obtained from identification, without ever ex-
plicitly extracting the system matrices. A Model Predictive Control (MPC) framework offers
exactly this feature: it allows for controller design even when the system matrices are not
explicitly known. Specifically, this is known as Subspace Predictive Control (SPC) [24].

In Section 3-1, we discuss how a MPC controller can be formulated directly in terms of the
subspace acquired from N2SID. As it turns out, such a design requires an estimate of the
initial state. Since we do not explicitly extract the system matrices, the initial state estimate
is not available in our case. Therefore, in Section 3-2 we present the formulation of a MPC
controller tailored for the requirements set by the N2SID algorithm.

3-1 Overview of MPC

When it was first deployed in the real world, MPC was mainly in process control industries
to handle constraints, for example to enforce quality and production rates. In the early years,
MPC used impulse and step response parameter based methods to model and control the

Master of Science Thesis Bhagyashri Telsang



32 Controller Formulation

system under consideration. However, MPC as we see today, heavily relies on the state-space
representation of the underlying system. A detailed review of the evolution of MPC was given
in [4].

The concepts of MPC are particularly useful in our case because the system matrices are
not explicitly computed in order to save computational time. An important concept that
we borrow from MPC and use in the design procedure is the Receding horizon principle -
computing the control action for the current time instant while taking into account future
behavior. As it is shown further, this is crucial in the design process. We now look into the
implementation details of Receding horizon principle along with the technique employed to
formulate the controller directly in terms of the acquired subspace. To keep the equations
simple, in order to understand the crux of the design technique, the explanation in this section
is done through a simple example system which is noiseless.

Consider a discrete time system as given in Eq. (3-1.0.1).

xz(k+1) = Az(k) + Bu(k)

3-1.0.1

y(k) = Cx(k) + Du(k) ( )
A typical method of designing a control law for such a system in the MPC framework involves
stacking the outputs and inputs from the current time instant £ until the Prediction horizon
N,. Stacked output Y can then be expressed as

Y = Osz(k) +T,,U (3-1.0.2)
where
u(k) y(k) C D 0 0
u(k+1) y(k+1) CA CB D
u(Np) y(Np) C AN cAM-lp ... OB D

For the ‘stacked’ system, the objective function is defined in terms of the requirements and
constraints. For an unconstrained system with the objective of reference tracking, a general
optimization function is defined as:

J= e = V) (Ve — V) + ANUTU (3-1.0.3)

where Y,..r is a stacked vector of desired output values. The control law is derived as the
argument U that minimizes the objective function given in Eq. (3-1.0.3). With an initial
estimate of the state, the minimizing control input vector is derived at each time instant and
only the current value is implemented. The process is repeated at each time instant and hence
this principle is called Receding Horizon.

The important point to notice here is that the control law is in terms of C' and D, not directly
in terms of system matrices A, B, C, D. This is precisely the feature of the controller that fits
the requirements of our problem statement. It saves computation time not only by avoiding
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the extraction of system matrices but also by avoiding the approximation of the model order.
This feature is the backbone of controller design in SPC which was first introduced in [24].

In this example design procedure, we see that an estimate of the initial state is required for the
derivation of the control value. However, since system matrices are not explicitly computed
due to constraints on computational time, an estimate of the initial state is not available. In
Section 3-2, a way to go around this problem is introduced and formulation of the controller
for our case is developed.

3-2 Formulation of control law for recursive N2SID

In the last section, a way to formulate the MPC controller directly in terms of the available
subspace was presented, which is appropriately called Subspace Predictive Control (SPC).
The principles and techniques of the design example in the last section are extended here
to derive a control law that uses the subspace resulting from the recursive N2SID method
as given in Chapter 2. Therefore, the equations defining the system to be identified are
reconsidered here and the control law is derived based on the same. The notations used in
this section are the same as used in Chapter 2.

Consider Eq. (2-1.0.6) and for simplicity assume noise to be zero, hence having Y, = Y.
From the solution of ADMM, and hence N2SID, we have the estimates of T, , and T .
From measurements of the system we have Y; and U, available for IV time instants. The
corresponding Oz X is obtained from Eq. (2-1.0.6). We now have the data equation,

Ys =0, X +7T,Us +T,:Ys (3-2.0.1)

However, we do not yet have an estimate for the initial state. Under the assumption that
the system under consideration is finite dimensional, it is noted that the current output is
influenced by finite number of past inputs. Hence it is reasonable to assume:

CA?

0 Vi>(s—1) (3-2.0.2)

This property is used to extend the observability matrix Oy and the acquired subspaces T, s
and Tj ; to a “Band form”. From identification, T}, s, T}, s of block-size s x s, and Oy of block-
size s x 1 are available. Under the assumption made in Eq. (3-2.0.2), T}, s, T);s and Oy are
extended to block-size N, x N, and N, x 1 respectively. Let the extended forms be called
Tupand> Typand and Os ep¢ which assume the band form as:
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BReEn D 0 0
CA CB D
: CB
Os,e:pt: cAs! Tu,band: CAS 2B 0
0 0 CA* 2B
L 0 0 0 ... CA?B D]
[0 0 0]
CK 0
CK
Typand = |CAS2K 0
0 CA 2K
.0 0 ... CAT?K 0]

The extended matrices are partitioned according to past and future time instants of the input-
output data. Ty pand is partitioned as in Eq. (3-2.0.3), where the block-size of T}, is s x s and
Tua is (Np —s) x (N, — s). Correspondingly, the sizes of T2 and T3 can be observed. T} pand
is also partitioned in the same way.

Tul Tu2

o (3-2.0.3)

Tu,band = [

Osl

O eqt 1s split as [052

] where Oy is of block-size s x 1. From observation, Oy is a zero vector.

Define a vector Y as Y = Bﬁp 1 where
!

y(N —s+1) y(N +1)
Y, = vi=| (3-2.0.4)

Similarly, define U as U = [Up ]
Uy

The system from Eq. (3-2.0.1) can be extended to the band form, which can be expressed as:
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Up

ue| T

Tul Tu2
TuS Tu4

Tn Ty?] lypl (3-2.0.5)

}/p _ Osl -
lYf] B l082‘| .’L'(N s+ 1) * TyS Ty4 Yf

From the expressions in the band form and Eq. (3-2.0.5), the following observations are made:

1 T, is the matrix T, s that is obtained from identification.

2 T,o is a zero matrix.

3 Vectors U, and Y}, contain the last s measurement values that were used for identification.
4 Vectors Uy and Yy denote the future input and output values.

5 As O, is a zero vector, Y} is independent of the initial state.

Writing the equation for future output values Yy Eq. (3-2.0.5), we have,

Yf = TugUp + Tu4Uf + Ty3Yp + Ty4Yf
— Y5 = (I — Tya) (TusUp + TualUy + T,3Y}) (3-2.0.6)

The aim is to compute the optimal future input signal Uy such that Y} tracks a reference
signal R. This is achieved by minimizing the objective function J, as in Eq. (3-2.0.7), over
the optimization variable Uy. Here, ), is the penalty on the control input. The argument
Uy that achieves the minimum of the objective function is denoted by U.. Y} from equation
Eq. (3-2.0.6) is substituted in Eq. (3-2.0.7). The minimum of the resulting objective function
with respect to Uy is analytically found and is given in equation Eq. (3-2.0.8).

J=(;—R)"(Ys—R)+ NU[ Uy (3-2.0.7)

Ue = (C3Cy +2,I) ' CT (R — Oy) (3-2.0.8)

where C1 = (I — Ty4)—1(Tu3Up + Ty3Yp) and Cy = (I — Ty4)_1Tu4.

U, is a vector containing the optimal control signal values from the current time instant
(N + 1) till N,. Adhering to the receding horizon concept of MPC, only the first value of
this vector is given as a control input to the system. The corresponding output measurement
y(N +1) is recorded. The tuning parameters in this design are the prediction horizon NN, and
the penalty parameter )\,. Depending on the requirement of the desired system response, A,
is tuned to result in an under-damped or damped response.

For the next time instant, u(/N + 1) and y(N + 1) are appended to the identification datasets
and the resulting Hankel matrices of input and output will correspond to the last N measure-
ments. This is done by discarding the oldest measurement and using the latest measurement.
Hence, as seen in Chapter 2, the (i+1)" system identification, Q*!, will contain the measure-
ments from (i — N +2) to (i +1). This ensures that the size of datasets used for identification
will be constant at V.

Master of Science Thesis Bhagyashri Telsang



36 Controller Formulation

Maintaining the recursive nature of the methodology, Q! identification is performed. Then
using the resulting subspaces, along with the measurements, the control law generation
method, as described in this section, is repeated. The corresponding control value is sup-
plied to the plant. This process of system identification and control is repeated at each
sampling time instant. Since the entire procedure is recursive, it results in an inherently
adaptive control framework.

To summarize, the methodology to formulate a control law in terms of the subspaces available
from identification performed using N2SID was presented. It was seen how, with the assump-
tion of the system being finite dimensional, the requirement of an estimate of the initial state
can be bypassed to generate the control value. During the presentation of the methodology,
it was also seen that the processes of system identification and control value computation
are combined and executed at each sampling time instant to adaptively control the system in
consideration. In the next chapter, the developed methodology is summarized and formulated
into an algorithm. It is then implemented on different systems and the corresponding results
are presented.
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Chapter 4

Algorithmization and results

The aim throughout this thesis has been to develop an algorithm that is able to identify and
control systems in the real world. To ensure appropriate and effective control, our framework
must be able to react quickly to changing system data. Due to this, it is necessary to have
an algorithm which has a low computational complexity. In a typical real world application,
measurements are periodically taken using sensors which provide information regarding the
current state of the system. In order to utilize this information efficiently, we must convert
our ideas into a set of coherent logical operations which can act on this measured data and
generate control signals.

The theory concerning the efficient identification of the system was developed in Chapter 2.
Following this, the control framework was developed in Chapter 3. In this Chapter, we compile
all the procedures outlined in the previous two chapters into an algorithm which can then be
deployed on various systems. To this effect, we implement this algorithm both in simulation
(in Section 4-2) and on a physical system (in Section 4-3).

4-1 Algorithm: Recursive N2SID with predictive control

In order to effectively identify and control, recursively, it is necessary to gain insight into
the system in consideration. Like in Section 2-1, the system is identified using N2SID for
a range of values of the regularization parameter A. This step is needed to compute the
value of A that results in an estimated model that best describes the system. Once the
estimated model is obtained, a simulation of the system under the effect of a MPC controller,
as described in Chapter 3, is carried out for a range of penalty parameters )\,. Depending on
the nature of desired system response - underdamped or damped - an appropriate value of
the penalty parameter is selected. Once the tuning parameters are fixed for the system under
consideration, the real-time process of recursively identifying and controlling starts. This is
carried out by implementing the algorithm - Recursive N2SID with predictive control - as
given in Algorithm 4.
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Algorithm 4 Recursive N2SID with predictive control

Input: wu,y, A\ R\,
Initialize: x"=0,X=-B,Z2°=0,i=0
while true do
t=1+1
> Identify the plant
[T¢,, TS, x', X", Z'] = RN2SID (u,y, A, x' 1, X'71, Zi-1)
> Compute control value using estimated subspaces
Ue = SPC (Ty; 5, Ty 5, u,y, Ry Ap)
ue = Uc(1)
> Execute control action on plant
Ym = Cx(i) + Du, + e(3)
(i + 1) = Asys(i) + Bsysuc + Ke(i)
> Acquire measurements from plant
Yi = Ym
U; = Uc
> Discard the oldest and append the latest measurement
uw=[u(2) u(3d) ... u(N) wu]
y=1[2) y3) ... y(N) i

Having presented the algorithm, we now move on to validating it. This is carried out by
implementing it on a range of systems - both in simulations and in real world.

4-2 Implementation in simulations

In Chapter 2, the recursive identification part of Algorithm 4 was tested on the CD-player
arm system. In this section, we implement the entire algorithm and evaluate the performance
of the controller on some systems in simulations. First and foremost, the entire algorithm is
tested on two LTT systems and then on a Flutter model, which is a linear parameter varying
System.

4-2-1 Simulations on LTI systems

The algorithm is first evaluated on the CD-player arm system, taken from [18], which has been
used to test various modifications made in Chapter 2. It is an LTT system with two inputs and
two outputs. As mentioned in Section 4-1, system identification using N2SID, in its original
form as in [11], is first carried out for a range of regularization parameters A. Then for the
estimated system, simulations are carried out to determine the penalty parameter A\, in the
control law. The recursive process of identification and control, as given in the Algorithm
4, is carried out for 80 sampling time instants and the response of the system, for both the
outputs, is given in Figure 4-1.

Similar testing is carried out on a system that is identified using data from a pH neutralization
process that is carried out in a stirring tank. This dataset is also taken from [18]. This
system has two inputs (one being the concentration of the acid solution and the other being
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Figure 4-1: Output response of the CD-player arm system

the concentration of the base solution) and one output. The output is the pH of the resulting
solution. The results of the implementation of Algorithm 4 for this system is shown in
Figure 4-2.

For both the systems, the algorithm is implemented once with the Singular Value Thresholding
in ADMM carried out using SVD and once with the alternative method FRSVT, given in
Section 2-2-2. This is done in order to additionally evaluate FRSVT by comparing it with
SVT using SVD, in terms of performance effects and the computational time taken. As can
be seen in Figure 4-1 and Figure 4-2, using FRSV'T does not negatively affect the performance
of the host algorithm, N2SID in our case.

Table 4-1: Results of implementation of Algorithm 4

‘ A ‘ VAF ‘ ‘ trFrSYT In sec ‘ tsvp in sec
CD-player arm system 4.28 | 84.36 | 190 0.7025 0.6513
pH neutralization process | 0.4833 | 41.85 | 1.45 0.3835 0.3011

Table 4-1 lists out the numerical results of the implementation of Algorithm 4 on both the
systems. The time taken per identification and control action, with FRSVT and SVD em-
ployed to compute singular value thresholding in ADMM in N2SID, are mentioned as tprsyT
and tgy p respectively. Furthermore, the time taken when FRSVT is used for Singular Value
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Figure 4-2: Qutput response of a pH neutralization process

Thresholding is comparable to that of using SVD.

It can be concluded that Algorithm 4 results in satisfactory control over LTT systems. How-
ever, in order to achieve control over an LTI system, there is not much usefulness in repeatedly
identifying it. Nevertheless, this test is useful in validating the coherency of all the steps in
the algorithm. We now move on from validating the algorithm on LTT systems to a parameter
varying system.

4-2-2 Simulation on an LPV system

In the methodology presented in this work, the system is identified at each sampling time
instant and the computed control value is such that it is based on the latest information
about the system. Therefore, the developed work, as concisely given in Algorithm 4, is more
meaningful when the system is changing and hence it is necessary to validate the method on
LPV or LTV systems. In this section, a flutter model from [25], which varies with the wind
speed is selected for testing the developed algorithm. It is a single input single output system;
the output being the rotational pitch angle of the flutter.

Algorithm 4 is implemented on the flutter model while continuously varying the wind speed
at each time instant. Recursive identification and control value computation is carried out
at each sampling time instant and the result of the controlled output response is shown in
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Figure 4-3: Output response of the LPV flutter model

Figure 4-3. The reference signal for the pitch angle is changed from —0.1 to 0.3 with the wind
speed varying at the same time. The entire implementation is carried out for two different
instances: one for Singular Value Thresholding carried out with FRSVT and the other for
Singular Value Thresholding carried out with the conventional SVD, just like the analysis
carried out for LTI systems. Time taken when FRSVT is used is 0.34 seconds whereas the
time taken when SVD is used is 0.27 seconds. The effect of using FRSVT is almost the same
as using SVD; FRSVT did not affect the performance of the host N2SID algorithm.

The performance of the SPC controller, which is designed as a part of the Algorithm 4, is
compared with a PID controller. In order to do so, a PID controller is designed for the flutter
model with a constant wind speed. The corresponding response of the system with under
the effect of PID control is shown in Figure 4-4. The reference that is to be tracked is varied
from —0.1 to 0.3. Note that this response is for the flutter model with a constant wind speed,
hence acting like an LTI system.

The output response of the model under the effect of PID control when the flutter model is
simulated with varying wind speed is shown in Figure 4-5. For comparison the response of
the system under the control of SPC is also shown. The wind speed varied for this evaluation
is the same as the wind speed varied for obtaining the results shown in Figure 4-3. While the
control of PID was mostly satisfactory when the wind speed was constant, it is not so when
the wind speed is varied. This implies that the PID controller is not able to account for the
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changes in the system dynamics, whereas due to recursive system identification the changes
in the system dynamics are well accounted for by the SPC.
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Figure 4-4: Output response of the flutter model when controlled using a PID controller

In this section, the results of implementation of Algorithm 4 on two LTI systems and one LPV
system were presented. It was seen that the computational time required for the algorithm
varied for systems, but it was always lesser than 0.7 seconds. Since the developed methodology
performs recursive system identification, the method is more useful for changing systems.
Hence it was validated on a flutter model, which is an LPV system that varies with the speed
of wind. It was noted that while SPC accounted for the changes in the system dynamics and
accordingly controlled the system, the PID control performed poorly when the system was
changing with the wind speed. This result emphasized the inherent adaptive nature of the
developed methodology. To further validate the work in this thesis, it is necessary to evaluate
it on a physical system, which is performed in the next section.

Bhagyashri Telsang Master of Science Thesis



4-3 Implementation on a physical system 43

0.8 T T T T T T T T T
— — Reference
—— With SPC
06 ———— With PID |

;r,',
——
—

0.2

Output response of the system

0.4 I I I I I I I I I
0 20 40 60 80 100 120 140 160 180 200

Sampling time instant

Figure 4-5: Comparison of PID and SPC controllers through output response of the flutter model

4-3 Implementation on a physical system

The developed methodology, having been tested on different LTI and LPV systems in simu-
lations, is now tested on a real physical system. The selected setup is a Cart-Beam system
- a cart that horizontally moves on a bar and a flexible beam that is fixed on the cart, see
Figure 4-6. The position of the cart on the bar can be measured and manipulated directly,
whereas the movement of the beam can only be indirectly controlled through the cart. The
system is a single input two output system and the aim here is to control the deviation of the
beam from the vertical position. Although the beam is flexible, it’s physical properties are
such that it can deviate only little from the vertical axis. Due to the physical construction of
the setup, the movements of the cart and the beam are in opposite directions.

When a constant sinusoidal wave is given as the input, the cart moves sinusoidally along the
bar. However, the system has an inherent drift causing the cart to slowly drift even with a
constant sine wave input; this is shown in Figure 4-7. As a result, there is drift in the beam
movements as well. Since our aim is to control the beam angle, it is necessary to compensate
for the drift. This is done by controlling the position of the cart using an external PID
controller, leaving the beam angle output free. The results of this technique are shown in
Figure 4-8. Since the control of the cart position is not the aim here, the lag in the cart
following the sinusoidal reference is not a problem. It is important to notice the absence of
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Figure 4-6: The Cart-Beam system

the drift in the system.
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Figure 4-7: Presence of drift in the output response of the Cart-beam system
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Figure 4-8: Output response of the Cart-beam system with the inner-loop controller

The system can then be treated as single input single output system with the input acting
as a reference for the cart position and the output being the beam angle. This is concisely
drawn in Figure 4-9. The resulting SISO system, let us call it an Inverted Beam System, is
then identified and controlled using the methodology developed in this thesis.

However, the methodology cannot be used as it is because the computational time required to
implement the method is still too high for the Inverted Beam system, whose sampling time is
0.01 seconds. If the system is run with sampling time higher than 0.01 seconds, the dynamics
of the system are not captured. Therefore, it is necessary to reduce the computational time
of the method to less than 0.01 seconds.

In order to go about this, we make use of the fact that the system is LTI. System identification
is first carried out for a range of regularization parameters, of which the value resulting in the
model best describing the system is chosen. Then using the estimated model, the controller
is recursively implemented on the physical setup.

A varying pulse signal is given as the reference for the beam angle. Intuitively, the SPC
controller (see Figure 4-9) should generate a signal (which acts as a reference for the cart
position) such that the cart position moves in the form of a square wave in the direction
opposite to that of the reference for the beam angle.

From the simulations that are carried out on the estimated model to select the penalty
parameter, A, for the controller, the value of penalty is chosen to be 5 x 1075, The signal
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Figure 4-9: Block diagram of the Inverted beam system
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Figure 4-10: Output of the SPC controller
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Figure 4-11: Controlled response of the beam angle

generated from the SPC controller is shown in Figure 4-10. It can be seen that just from the
offline estimated model, the SPC controller is able to generate a roughly square wave.

The resulting measured response of the Inverted beam system is shown in Figure 4-11. The
time taken to compute the control value for each sampling time instant is 3.22 x 10™% seconds,
which is well within our requirements.

To summarize, the methodology developed in this work was algorithmized in Section 4-1,
which was then tested through implementation on different systems - LTI, LPV and a physical
system. From the evaluated results, it can be concluded that the methodology proved to
provide effective control for all the systems that were considered.
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Chapter 5

Conclusion

The work presented in this thesis can be summarized with the conclusions drawn below.

e Nuclear norm based system identification methods are too slow to be implemented
online. It was concluded that significant reductions in the computational complexity
are required to allow implementations in adaptive control algorithms.

e [t was concluded that when the ADMM algorithm is terminated early, there is a signif-
icant reduction in computation time with negligible loss in accuracy of identification.

e For recursive identification, it was concluded that the system information from the pre-
vious identification can be directly used to compute the intial condition for the current
identification cycle. Such a choice is theoretically justified and results in significant
performance gains.

e With the algorithm RN2SID, the time taken per identification was reduced from 2.98
seconds to 0.46 seconds for a particular plant model. Similar performance gains have
been observed for other plants.

e The methodology to formulate a control law without explicit knowledge of system ma-
trices and initial state estimate was presented.

e The run time of the overall algorithm — recursive system identification and control value
computation — varied from a maximum of 0.7 seconds (CD-player arm) to a minimum
of 0.34 seconds (Flutter model).

e The developed algorithm was able to effectively account for the changing system dy-
namics in the LPV system — Flutter model — and supply the appropriate control value.
While the PID controller could satisfactorily control the Flutter model for constant
wind speed, it failed to achieve control when the system parameters were varied.

e Although the computational speed of RN2SID was reduced, it was still greater than 0.01
seconds. Due to this limitation, it could not be implemented as a whole on the physical
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system (Cart-Beam system). Instead, offline identification results of the Cart-Beam
system were used for online control. This demonstrates the flexibility of the proposed
algorithm for various circumstances.

Future work:

e Techniques to further reduce the computation time will be investigated in the future.
A further reduction in computation time will allow the proposed algorithm to be im-
plemented on a larger variety of systems.

e The penalty parameter A\, in the SPC will be adaptively tuned instead of being manually
tuned.

e Testing will be carried on real world LPV systems to test the capabilities of the proposed
algorithm and to gain further insights on potential improvements.

e The limitations of the algorithm will be mathematically derived. The proposed algo-
rithm will then be tested rigorously on Linear Time Varying systems and Non-Linear
systems.
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Glossary

List of Acronyms

SID
MIMO
PEM
SISO
BIBO
N4SID
MOESP
SVD
SVT
FRSVT
AIC
N2SID
RN2SID
COD
SDP
ADMM
MPC
LTI
LTV

Subspace IDentification

Multi Input Multi Output

Prediction Error Methods

Single Input Single Output

Bounded Input Bounded Output

Numerical algorithms for Subspace State Space System Identification
MIMO Output-Error State Space model identification
Singular Value Decomposition

Singular Value Thresholding

Fast Randomized Singular Value Thresholding

Akaike Information Criterion

Nuclear Norm based Subspace Identification

Recursive Nuclear Norm based Subspace Identification
Complete Orthogonal Decomposition

Semi-Definite Programming

Alternating Direction Method of Multipliers

Model Predictive Control

Linear Time-Invariant

Linear Time-Varying
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LPV Linear Parameter-Varying

PID Proportional Integral Derivative
VAF Variance Accounting For

SPC Subspace Predictive Control
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