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1. Introduction
The long-term or multidecadal evolution of estuaries and tidal basins is largely controlled by the interaction 
between hydrodynamic forcing and the sediment bed (De Swart & Zimmerman, 2009). This morphodynamic 
dependence on hydrodynamics allows for a quantitative investigation of the evolution of tidal environments using 
process-based numerical models. Contemporary studies often address the increasing impacts of anthropogenic 
activities (Syvitski et al., 2009) jeopardizing ecosystem services and potentially leading to morphological insta-
bility (Hoitink et  al.,  2020). Although numerical bed evolution models were originally developed to predict 
the short-term morphological response to engineering measures (De Vriend et al., 1993), their predictive skill 
appears to improve when the timescales related to the investigated changes (Tc) and the timescale at which the 
model attains dynamic equilibrium (Te) are longer (Dam et al., 2016). The developments from the initial condi-
tions toward the model's dynamic equilibrium may obscure the morphodynamic impact of the interventions 
where the model was originally designed for. As a consequence, process-based models are increasingly used 

Abstract Existing tidal input reduction approaches applied in accelerated morphodynamic simulations 
aim to capture the dominant tidal forces in a single or double representative tidal cycle, often referred to 
as a “morphological tide.” These strongly simplified tidal signals fail to represent the tidal extremes and 
hence poorly allow to represent hydrodynamics in the intertidal areas. Here, a generic method is developed 
to construct a synthetic spring-neap tidal cycle that (a) represents the original signal; (b) is exactly periodic; 
and (c) is derived directly from tidal time series or harmonic constituents. The starting point is a fortnightly 
modulation of the semidiurnal tide to represent spring-neap variations, while conserving periodicity. Diurnal 
tides and higher harmonics of the semidiurnal tide are included to represent the asymmetry of the tide. The 
amplitudes and phases of the synthetic signal are then fitted to histograms of water levels and water level 
gradients derived from the original sea surface elevation time series. A depth-averaged model of the Ems 
estuary (The Netherlands) demonstrates the effects of alternative tidal input reduction techniques. Adopting 
the new approach, the along-estuary variation in tidal wave shape is well-represented, leading to an improved 
representation of extreme tidal conditions. Especially the more realistic representation of intertidal dynamics 
improves the overall hydrodynamics and residual sand transport patterns, approaching nonschematized tidal 
dynamics.

Plain Language Summary The daily emerging and inundation of tidal flats occurs much faster 
than the emerging or drowning of tidal flats by sedimentation or erosion (hours vs. years, respectively). To 
efficiently simulate years of erosion and deposition, an acceleration factor is applied to models that simulate 
the long-term bed level developments. Tidal information used to force these models requires an input reduction 
technique that copes with the fact that successive spring-neap cycles are never identical. In this paper, a tidal 
input reduction method is developed that yields a synthetic, periodic tidal signal representing the amplitude 
and asymmetry variation present in a multiyear tidal signal. These variations are not captured well in existing, 
more limited, approaches for tidal input reduction, likely restricting their application for longer timescales, 
because neglecting these variations can cause errors to accumulate in the course of a simulation. Results from a 
numerical model forced with the synthetic signal shows that, compared to existing approaches, particularly the 
intertidal dynamics and residual sand transports better represent the multiscale tidal conditions. Therefore, the 
new tidal input reduction method should improve the channel-shoal exchange in long-term estuarine models, 
presumably allowing for a more realistic assessment of erosion and deposition in these areas.
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to investigate not only decadal but also centennial and even millennial morphological evolution of estuarine 
and tidal environments (e.g., Braat et al., 2017; Dastgheib et al., 2008; Nnafie et al., 2018; Van der Wegen & 
Roelvink, 2012).

Long-term morphodynamic modeling requires appropriate upscaling of the bed level adaptation associated with 
the dominant hydrodynamic processes (timescales of hours to days) to the time periods relevant for morpholog-
ical changes (years to decades). Various techniques exist to accelerate bed level evolution in the model simula-
tions, while accounting for this short-term hydrodynamic variability. These techniques range from postponed 
morphological updating, based on gradients in the tide-averaged residual transport, to constructing simplified 
sediment balances that express bottom change in terms of sediment transport gradients depending only on the 
local water depth (De Vriend et al., 1993; Latteux, 1995; Roelvink, 2006; Roelvink & Reniers, 2011). The most 
commonly used morphological updating technique is the fully coupled approach (Roelvink, 2006), where the 
bed level is updated every hydrodynamic time step. Such continuous updating includes short-term interactions 
between flow, sediment transport, and morphology, resulting in a stable bed evolution, also in intertidal areas 
which are inundated during high water conditions only. From a physical point of view, the hydrodynamics should 
be resolved as detailed as possible. For reasons of computational efficiency, long-term morphodynamic evolution 
is often modeled with the additional use of a so-called morphological timescale factor (or MorFac, MF), essen-
tially a multiplication factor for the depth change (Roelvink & Reniers, 2011). Multiplication of the bed level 
change with MF at each computational time step leads to a reduction in computational time equal to MF. This 
accelerated approach resolves morphodynamic processes operating at intratidal timescales, while maintaining the 
speed, stability, and accuracy of tidally averaged updating approaches (Van der Wegen et al., 2008). A prerequi-
site for stability is that the bed level changes are small compared to water depth, so that no irreversible changes 
develop within a phase of the tidal cycle (Van der Wegen & Roelvink, 2008).

The upscaling of the hydrodynamic conditions (with MF) implies that the hydrodynamic period should be suffi-
ciently short to ensure that the sequence of hydrodynamic conditions also governs the morphodynamic develop-
ment (for instance, upscaling a spring-neap cycle with MF = 50 implies that spring tide occurs 1 year after neap 
tide) in the model. The time series of boundary conditions therefore need to be represented by a reduced number 
of hydrodynamic conditions consisting of a repetitive pattern that includes the dominant forcing conditions (but 
excludes stochastic events such as storms that strongly impact the bed evolution). The goal of input reduction is 
therefore to derive a representative subset of forcing conditions that is sufficiently short to be used for morphody-
namic upscaling while approaching the residual transport and associated morphological changes resulting from a 
simulation forced with the full time series over the period of interest (i.e., a “brute-force” simulation).

Existing methods for tidal input reduction aim at capturing the dominant tidal dynamics in a single tide (e.g., 
Dastgheib et al., 2008; Van Maanen et al., 2013) or with two representative tidal cycles (e.g., Latteux, 1995; 
Lesser,  2009). Such simplified tidal signals have been shown to phenomenologically reproduce observed 
morphological changes of tidal channels (Dastgheib et al., 2008; Dissanayake et al., 2009; Van der Wegen & 
Roelvink, 2012; Van Der Wegen et al., 2011). However, strongly simplified tidal signals insufficiently capture 
tidal extremes (the tidal elevation above Mean High Water and below Mean Low Water) because they neglect 
these variations. The range of tidal water level variations influences the development of the intertidal areas. The 
intertidal areas, in turn, influence tidal dynamics in the channels (Friedrichs & Aubrey,  1988) and therefore 
simplified tidal boundary conditions influence the development of tidal asymmetry. Although a semidiurnal 
tide with its overtides may approximate the tide-averaged residual noncohesive bedload transport in the main 
estuarine channels (Van de Kreeke & Robaczewska, 1993), the long-term morphodynamic development of tidal 
basins is much more subtle and driven by tidal asymmetries resulting from the combination of multiple tidal 
constituents (Guo et al., 2016). Therefore, preserving asymmetries present in the original observed tidal signal, 
as well as providing the hydrodynamic conditions necessary for the development of intertidal areas, is considered 
a key requirement for the tidal input reduction approach. Despite its importance for long-term morphodynamic 
modeling, the impact of tidal input reduction methods has rarely been systematically investigated.

A systematic investigation of tidal input reduction techniques preferably correlates such techniques to morpho-
logical output. However, such a comparison is not straightforward. First, morphodynamic models are sensitive to 
parameterizations (e.g., the sediment transport formula) and settings (grid size and bed slope effect) used in the 
morphodynamic model (Baar et al., 2019; Van Maanen et al., 2011). Second, morphodynamic simulations are 
the result of various feedback mechanisms, diffusing the effect of the boundary schematization. In this paper, we 
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therefore refrain from morphodynamic simulations and focus on the effect of the tidal input reduction approach 
on the simulated hydrodynamic and sediment transport parameters relevant for morphodynamics.

The aim of this paper is twofold. First, a tidal input reduction technique is introduced that yields a synthetic, 
periodic spring-neap tidal signal representing the tidal extremes as well as tidal asymmetry. Second, the effects of 
both existing and the new tidal input reduction approaches are systematically investigated, since such an evalua-
tion is missing in the literature. Simulations forced with the original tidal signal (as a reference) and simulations 
forced with schematized tides are evaluated in terms of tidal asymmetry, bed shear stress, inundation of intertidal 
flats, and residual sand transports. For this latter purpose, we develop and apply a morphostatic (i.e., no bed level 
updating) model of the Ems estuary (The Netherlands).

The structure of the remainder of this paper is as follows. We first review existing tidal input reduction techniques 
and explain the new methodology (Section 2). We then develop a numerical model of a real-world estuary (The 
Ems estuary, Section 3) and apply this to examine the effect of various types of tidal input reduction techniques 
on simulated hydrodynamics and sand transport (Section 4). The implications of simplifying tidal signals are 
discussed in Section 5, and conclusions are drawn in Section 6.

2. Tidal Input Reduction
2.1. The Morphological Tide

The goal of tidal input reduction is to create simplified representative tidal boundary conditions for upscaling 
bed level changes in process-based morphodynamic models. The aim is to represent the original tidal series 
in a simplified signal in a sense that it produces the same residual transport or initial morphological change 
patterns for a defined period and region of interest. The simplified tide is constructed as a periodic signal, so 
that a sequence of the same synthetic tidal signals is continuous. Such a simplified tide is often referred to as the 
“morphological tide” (Latteux, 1995).

The most common method to derive a morphological tide can be summarized as follows (Roelvink & 
Reniers, 2011). The morphological development over a sufficiently long time period (e.g., several spring-neap 
cycles) is executed with both full hydrodynamic forcing and with several accelerated simulations, each forced with 
a single tidal cycle, selected from the time series. The simulated patterns of residual transport or bed level adap-
tations resulting from reduced input simulations and from the full forcing simulations are subsequently compared 
based on a correlation coefficient and the slope of the regression. The tidal cycle that produces simulated results 
that best resemble the results from a full forcing simulation is then considered to be most representative.

Lesser (2009) demonstrated that such a simplified tide fails to correctly represent residual transport in some cases 
because it neglects the asymmetry resulting from interaction between the main semidiurnal constituent (M2) and 
the main diurnal constituents (O1 and K1). Hoitink et al. (2003) demonstrated that in diurnal or mixed mainly 
diurnal regimes a residual transport can develop resulting from the tidal asymmetry that arises from these primary 
constituents because they have angular frequencies that consist of sums and differences of two of the basic astro-
nomical frequencies (see Pugh, 1987), leading to substantial residual transport and morphological changes (Van 
Maren & Gerritsen, 2012; Van Maren et al., 2004). In these regimes, the residual transport that arises from the 
triad interaction of K1, O1, and M2 can be more important than the residual transport caused by the nonlinear 
interaction of the main semidiurnal component (M2) with its first overtide (M4) (Song et al., 2011), often consid-
ered to be the dominant mechanism for shallow water tides (e.g., Friedrichs & Aubrey, 1988; Van de Kreeke & 
Robaczewska, 1993). Lesser (2009) therefore included this triad interaction by defining an artificial constituent 
C1 with half the frequency of the M2 tidal constituent. The resulting double tide consists of C1, M2, and its over-
tides and may include an additional scaling factor for the amplitude of M2 and/or C1 to account for the presence 
of a residual flow.

A literature review on publications that apply fully coupled accelerated process-based morphodynamic models in 
tide-dominated settings was performed to provide an overview of current tidal forcing approaches (Table 1). The 
40 publications reviewed reveal that tidal forcing is often reduced to the M2 tidal constituent (17 publications). 
All of these studies comprise idealized model configurations. In modeling studies that give a representation of 
a real-world estuarine environment, the tide is usually represented by M2 and its overtides (4 publications), the 
empirically derived morphological tide (2 publications), or the morphological double tide (4 publications). These 
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studies aim at capturing the dominant tidal forces in a single or double representative tidal cycle. However, the 
(1D) simulated long-term morphodynamic development of estuarine environments is governed by the combined 
effects of asymmetries resulting from the interaction of multiple tidal constituents and river-tide interaction (Guo 
et  al.,  2016). Particularly, the omission of the S2 constituent reduces the effects of river-tide interaction and 
tidal asymmetry, leading to an underestimation of tide-induced residual transport. Yet, the effects of ignoring 
significant constituents in simplified tides are not well studied for 2D morphodynamics. Presumably because of 
the unknown effects of oversimplifying tides in 2D morphodynamic simulations, the authors of 13 publications 
chose to overcome the considerations for tidal input reduction by forcing the full tide (Table 1). However, forcing 
accelerated morphodynamic simulations with a noncyclic tidal signal is not preferred. Incomplete tidal cycles in 
a representative signal have an unknown, erroneous contribution to the residual transport patterns. The unwanted 
effect of incomplete tidal cycles within the reduced tidal period, which are to be upscaled, can affect the subtle 
effects of tidal asymmetry that are the cause of residual transport in real-world conditions where tidal cycles are 
always completed. Although it is unknown under which conditions the error caused by incomplete tidal cycles is 
significant in the sediment balance for simulations of many tidal periods, a simplified cyclic tide that represents 
all significant tidal constituents (and therefore their interactions) would be an important advance over earlier 
simplified tides. The interaction between each significant tidal constituent plays a role in driving tidal residual 
transport and therefore in morphodynamic development (Guo et al., 2016).

2.2. A Synthetic Representative Signal

We aim to develop a generic method to construct a representative tidal signal that incorporates tidal extremes in 
a synthetic spring-neap cycle, while remaining periodic. The target synthetic spring-neap cycle (a) sufficiently 
represents the original signal to preserve asymmetries; (b) is periodic, to ensure consistency in the start and end 
of consecutive cycles and to control the relative phasing with other types of forcings (e.g., wind, waves, river 
discharge, and ecology); and (c) is derived directly from the boundary information to avoid the empirical proce-
dure required for the morphological tide, which introduces a dependency on the parameters and the locations 
chosen for the analysis. The aim for the procedure is to provide a synthetic signal that resembles the original tidal 
signal, excluding variations resulting from nontidal processes.

The construction of the synthetic signal starts with a fortnightly modulation of the amplitude of the semidiurnal 
tide to represent spring-neap variations. A synthetic signal with the duration of a fortnight resembles more accu-
rately the real-world amplitude and phase variation than a single or double tide. Higher harmonics of the semidi-
urnal tide are included to represent the asymmetry of the tide. Diurnal tides are included, following the method of 
Lesser (2009) to account for the O1-K1-M2 interaction while maintaining periodicity of the signal. The  synthetic 
signal is given by the following equation:

Table 1 
Tidal Forcing Approaches Used in Online-Updated Accelerated Morphodynamic Simulations

Tidal forcing Literature

M2 Bolla Pittaluga et al. (2015), Braat et al. (2017), Elmilady et al. (2022), Elmilady 
et al. (2020), Geleynse et al. (2011), Guo et al. (2015), Hibma et al. (2003), 
Leonardi et al. (2013), Marciano et al. (2005), Nahon et al. (2012), Van der Wegen 
et al. (2010), Van der Wegen and Roelvink (2008), Van der Wegen et al. (2008), 
Van Maanen et al. (2013), Xie et al. (2017), Yu et al. (2014), and Zhou et al. (2014)

M2 + M2 overtides Dissanayake et al. (2009), Dastgheib et al. (2008), Nnafie et al. (2018), and Nnafie 
et al. (2019)

Morphological tide Chen et al. (2022) and He et al. (2022)

Morphological double tide Elmilady et al. (2019), Van Der Wegen et al. (2011), Van der Wegen and 
Roelvink (2012), and Van der Wegen and Jaffe (2014)

Full tidal forcing Dam et al. (2008), Dam et al. (2016), Ganju and Schoellhamer (2010), Ganju 
et al. (2011), Ganju et al. (2009), George et al. (2012), Luan et al. (2017), Styles 
et al. (2016), Van der Wegen and Jaffe (2013), Van der Wegen et al. (2017), 
Weisscher et al. (2022), Zhang and Mao (2015), and Zheng et al. (2021)
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𝜁𝜁 (𝑡𝑡) =
(

𝐴𝐴𝐷𝐷2
+ 𝐴𝐴𝐷𝐷sn

cos(𝜔𝜔sn𝑡𝑡)

)

cos
(

𝜔𝜔𝐷𝐷2
𝑡𝑡 − 𝜙𝜙𝐷𝐷2

)

+𝐴𝐴𝐷𝐷4
cos

(

𝜔𝜔𝐷𝐷4
𝑡𝑡 − 𝜙𝜙𝐷𝐷4

)

+𝐴𝐴𝐷𝐷6
cos

(

𝜔𝜔𝐷𝐷6
𝑡𝑡 − 𝜙𝜙𝐷𝐷6

)

+𝐴𝐴𝐷𝐷8
cos

(

𝜔𝜔𝐷𝐷8
𝑡𝑡 − 𝜙𝜙𝐷𝐷8

)

+𝐴𝐴𝐶𝐶1
cos

(

𝜔𝜔𝐶𝐶1
𝑡𝑡 − 𝜙𝜙𝐶𝐶1

)

 (1)

where AD,n is the amplitude, ωD,n is the angular frequency, and ϕD,n is the phase of the nth tidal constituent. 
The angular frequency 𝐴𝐴 𝐴𝐴𝐷𝐷2

 is taken equal to 𝐴𝐴 𝐴𝐴𝑀𝑀2
 , and all other angular frequencies are an integer product or 

one over an integer product of this primary forcing frequency. The diurnal C1 constituent has an amplitude of 
𝐴𝐴

√

2𝐴𝐴𝑂𝑂1
𝐴𝐴𝐾𝐾1

  and the phase average of 𝐴𝐴 𝐴𝐴𝑂𝑂1
 and 𝐴𝐴 𝐴𝐴𝐾𝐾1

 . The overbar denotes time-averaging and t is time. The ampli-

tude of Dsn modulates 𝐴𝐴 𝐴𝐴𝐷𝐷2
 and is equal to the amplitude of the second largest peak in the semidiurnal frequency 

band, which corresponds to S2 or N2. The length of the “morphological spring-neap cycle” we introduce is given 
by the closest even number of D2 cycles that fit into the length of the spring-neap period induced by M2-S2 inter-
action; exactly 28 semidiurnal cycles. The angular frequency of the fortnightly modulation is then given by the 
following equation:

𝜔𝜔sn =
2𝜋𝜋

28𝑇𝑇𝐷𝐷2

 (2)

where 𝐴𝐴 𝐴𝐴𝐷𝐷2
 is the period of the D2 constituent.

The stepwise construction of the morphological spring-neap cycle is illustrated in Figure  1, using a 19-year 
record of water level observations collected in the Dutch North Sea (monitoring station Wierumergronden). 
The synthetic signal is compared with the full tidal signal using histograms of the free surface elevation (ζ) 
and its time derivative (dζ/dt). The histogram of ζ indicates asymmetry in tidal peaks, that is, tidal peak asym-
metry, and the histogram of dζ/dt indicates asymmetry in the duration of the rising and falling limbs of the 
surface eleva tion  time series. The latter is also referred to as tidal duration asymmetry and is highly relevant 
for the direction and magnitude of residual bed-load transport of noncohesive sediment (Van de Kreeke & 
Robaczewska, 1993). This approach based on histograms concisely characterizes tidal asymmetry resulting from 
the interaction of all constituents, in contrast to the harmonic method that characterizes the asymmetry resulting 
from two or more interacting constituents. The histograms in Figure 1 illustrate how the addition of the indi-
vidual terms of Equation 1 provide a signal that progressively better resembles the nearly complete tidal signal 
(reconstructed with 68 significant constituents resolved through harmonic analysis, see Pawlowicz et al. (2002)).

Applying basic trigonometry, the synthetic signal is rewritten as a linear combination of sines and cosines with 
zero phases, which facilitates the optimization. This equation is fitted to the full astronomical tidal signal using 
scale factors to the amplitudes of the sines and cosines of D2, Dsn, C1, and D4 (higher harmonics of D2 are not 
scaled because of time efficiency in the algorithm). A combined Root-Mean-Squared-Error (RMSE) for the 
histogram of ζ and dζ/dt is computed for each individual scaling factor. The error values are stored in a matrix to 
optimize the combination of scaling factors for the amplitudes of each tidal constituent. The procedure described 
to construct the synthetic spring-neap tidal cycle is written in MATLAB code and made available for download 
in a toolbox called morfacTide (Schrijvershof, 2022).

Histograms of (a) the observed water levels at monitoring station Wierumergronden, (b) water levels from a 
full tidal reconstruction, and (c) water levels from the synthetic spring-neap cycle and other simplified tidal 
signals are shown in Figure  2. Representing the full tide with a single M2 constituent clearly oversimplifies 
the signal as this M2 tide is completely symmetric. Although this is slightly improved by adding an M4 constit-
uent, tidal extremes are not yet captured. These extremes are better represented when spring-neap variations 
(M2 + M4 + S2 + MS4) are included, but the asymmetry of ζ is reversed. The morphological double tide repre-
sents the asymmetry of dζ/dt well, but does not capture the extremes and asymmetry of ζ. The synthetic spring-
neap cycle better approximates the extremes and asymmetries in the full tidal signal than the other simplified 
tides do. The synthetic signal does include, however, a third peak in the histogram of dζ/dt, which is not present 
in the full tide. Apparently, this peak is suppressed by tidal constituents other than included in the simplified tide.
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3. Numerical Model
3.1. Model Set-Up

A numerical model is developed to quantify how various tidal reduction techniques influence the spatial vari-
ation of hydrodynamics and sediment transport. The model is set up to represent a real-world estuary rather 
than an idealized case, because the complex topography of a real environment introduces tidal asymmetries to 
be represented appropriately. For this purpose we have selected the Ems estuary, a meso-tidal system on the 
Dutch-German border that is part the Wadden Sea. The tidal prism is predominantly accommodated by a single 
channel that aligns with the incoming tidal wave propagation direction, as the tidal wave travels from west to 
east along the North Sea coast. The discharge of the main river draining into the estuary (the Ems river) varies 
between 30 and 300 m 3/s and is small compared to the flood tidal prism (10 9 m 3) (De Jonge et al., 2014). Other 
rivers discharging in the Ems estuary have a mean annual discharge that is smaller than 10 m 3/s.

The model is developed in the Delft3D Flexible Mesh model suite (Kernkamp et al., 2011). The numerical domain 
covers the offshore coastal part in the Wadden Sea, the estuary, and the river up to an up-estuary weir, with a 

Figure 1. Step-wise construction of the synthetic spring-neap cycle, adding constituents in panel (a–d) and scaling in panel 
(e). For each step the resulting time series (subscripted by 1) are shown in black and the added tidal constituent in red. The 
panels subscripted by 2 and 3 show the histograms of the synthetic signal (continuous line) and the full tidal signal (gray 
patch) for ζ and dζ/dt, respectively.
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grid cell size ranging from 1 km (offshore) to 30 m (Figure 3). The model is 
set-up in 2D depth-averaged (2Dh) mode, with corrections for spiral motion 
(secondary flow) applied to the depth-averaged momentum equations. Water 
level boundary conditions are derived from a validated hydrodynamic model 
that covers the Northwest European Shelf (Zijl & Groenenboom,  2019) 
for the years 2018–2019. Tidal constituents at the boundaries are adjusted 
according a comparison between modeled and observed amplitudes and 
phases, derived through harmonic analysis (Pawlowicz et  al.,  2002) at 
station Wierumergronden (close to the western boundary of the model—
see Figure 3). A time-varying observed river discharge is prescribed at the 
upstream end of the Ems river for model calibration and validation, whereas 
a constant value (80 for the Ems river and less than 10 m 3/s) for the smaller 
rivers) is prescribed for various scenario simulations. The bathymetry of 
the model is based on echosounding observations collected in 2014, which 
are made freely available by the Dutch Directorate-General for Public 
Works and Water Management (https://www.rijkswaterstaat.nl/formulieren/
contactformulier-servicedesk-data).

Sediment transport is computed with the Van Rijn (1993) formula for medium 
fine sand (180 μm). The model is executed in morphostatic mode (i.e., no 
bed update) because the feedback loops initiated by bed level adaptation 
complicates the analysis on the direct effects of the boundary schematization 
on hydrodynamics and residual transport. An equilibrium sand concentra-
tion is prescribed at the marine model boundaries but no sand enters the 
model domain through the fluvial boundaries. There is interaction with the 
bed, which has an unlimited sand supply potential. The simulated sediment 
transports in the model can deviate significantly from the natural conditions. 
However, the settings for the sand transport model have a limited effect on the 
results because the simulations are used for a relative comparison between 
simulations with various boundary conditions.

3.2. Hydrodynamic Calibration and Validation

Water level observations for the years 2018–2019 collected throughout the 
estuary are used to calibrate and validate the model (see Figure  3). The 
time series are decomposed into tidal constituent amplitudes and phases 
using harmonic analysis (Pawlowicz et al., 2002). In the calibration phase, 

the model simulates the year 2018, using a spatially uniform roughness coefficient, Mannings' n, amounting 
to 0.017, 0.019, and 0.021 m 1/3 s −1 (Figure 4). Tidal propagation is best represented by a Manning's n value of 
0.019 m 1/3 s −1. Such a bed roughness, however, overestimates dampening of the tide in the Ems river. In reality, 
the tides amplify as a result of extensive fluid mud deposits in the Ems river, resulting in an apparent bed rough-
ness around 0.10 m 1/3 s −1 (Van Maren, Winterwerp, & Vroom, 2015). A linear decrease in bed roughness (from 
0.019 at the entrance of the river toward 0.011 m 1/3 s −1 at the upstream end at the weir) is therefore employed, 
which better represents the tidal dynamics.

The model was validated against water level observations over the first five months of 2019. The modeled ampli-
tudes of the four primary tidal constituents (M2, S2, O1, and K1) and M4 are typically within 15% of the observed 
amplitudes (Figure 5a). The errors are larger (up to 28%) for the S2 and M4 tidal constituents in the landward 
part of the Ems river (Figure 5b). Modeled phases are typically within 10° of observations (Figure 5c), but the 
modeled phases of O1 and especially K1 differ more than 20° in the tidal river part (Figure 5d).

The calibrated model introduced herein serves to evaluate alternative tidal input reduction approaches for morpho-
dynamic modeling. The nonschematized tidal boundary conditions (full tidal, providing a reference condition) 
and alternative simplified tidal representations (as in Figure 2) are detailed in Table 2. The boundary forcing 
with the morphological double tide includes an analytically derived scaling factor for M2 (see Lesser (2009) for 
the derivation) to incorporate the total energy of the full tide (the sum of squares of the amplitudes of all tidal 
constituents) in the semidiurnal frequency band. Applying the scaling factor, residual transports resulting from 

Figure 2. Histograms of (a) ζ and (b) dζ/dt for the observed signal (dashed 
line), a tidal prediction including 68 resolvable tidal constituents (gray patch), 
and the simplified tidal signals (colored) previously used for long-term 
morphodynamic modeling. Histograms are constructed using a bin width of 
0.2 m and 𝐴𝐴

1

6
  m/hr for the histogram of ζ and dζ/dt, respectively.
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a mean (residual) flow is conserved in the simplified tide. All simulations (Table 2) are preceded by a 2-week 
period that is excluded from the analysis to arrive at equilibrium conditions for the hydrodynamics and suspended 
sediment concentrations at the start of the analysis. The next sections compare the various tidal input reduction 
scenarios to the reference simulation in terms of tidal wave shape, bed shear stress, inundation, and sand trans-
port. The hydrodynamically verified full tidal simulation is regarded in this comparison as the best representation 
of reality for tidal dynamics on the scale of this particular estuary as a whole. Therefore, the tidal input reduction 
scenario that yields outcomes that most closely approximate those of the full tidal simulation is regarded as the 
best input reduction approach for tidal dynamics. Residual sand transports generated by the full tidal simulation 
are, however, not evaluated against observations and should not be interpreted as an attempt to calculate the 
fluxes of residual sediment in the real world. Many variables outside the scope of the current model setup, such as 
fine sediment dynamics (Van de Kreeke et al., 1997; Winterwerp, 2011), anthropogenic activity (van Maren, van 
Kessel, et al., 2015; Van Maren et al., 2016), and nontidal processes (Ridderinkhof et al., 2000), affect residual 
sediment transport in the Ems estuary. The obtained residual transport is primarily a result of the simulated tidal 
hydrodynamics because of the sediment model's simplified setup. The most effective input reduction approach 
for sediment transport is selected based on the degree in which residual transport in an alternative tidal reduction 

Figure 3. The Ems estuary and numerical model domain (gray lines), with the locations of water level observations (red 
dots) and a line that follows the main route of tidal propagation (red line) from the western boundary of the model through the 
thalweg of the estuary and river, with estuary kilometers defined with respect to the point of maximal tidal intrusion at the weir.
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Figure 4. Observed and modeled (a) amplitudes and (b) phases of the M2 and M4 tidal constituents, based on the 2018 
simulation. Model results (colored lines) show the effect of different values for a spatially uniform Mannings' n (m 1/3 s −1) and 
the best calibrated model with a spatially varying roughness in the Ems river.

Figure 5. Observed (light colored bars) and modeled (dark colored bars) tidal constituent (a) amplitudes and (c) phases, 
based on the 2019 simulation. The difference (observed − modeled) of the amplitudes and phases are shown in panels (b and 
d), respectively.
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approach mimics the full tidal residual transport. This strategy is frequently 
applied in the setup of morphodynamic models (Roelvink & Reniers, 2011).

4. Results
4.1. Tidal Wave Shape

The representation of tidal wave shape is a primary indicator for the error 
made in the simulations forced with simplified tidal conditions. Figure  6 
quantifies the adequacy of the tidal wave shape representation based on the 
RMSE between the tidal reduction scenario and the full tidal signal, for histo-
grams of both ζ and dζ/dt. The figure clearly shows that only using an M2 
boundary forcing leads to the largest error. Including more tidal constituents 
in the boundary information decreases the error and introducing spring-neap 
variations (M2M4S2MS4) leads to a markedly better representation of tidal 

wave shape. The morphological spring-neap tide shows the smallest error, both for ζ and for dζ/dt. The improve-
ment established by introducing spring-neap variations is largest in the coastal and central parts of the estuary 
(70–160 km) because error estimates for all tidal reduction techniques converge to the same value in the upper 
reaches of the estuary.

4.2. Bed Shear Stress

The estuary's thalweg maximum bed shear stress magnitudes are most properly represented when spring-neap 
variations are taken into consideration (Figure 7a, Table 2). The tidal wave shape is better retained and therefore 
asymmetries are better preserved leading to higher maximum tidal velocities. Despite accounting for spring-neap 
variations, the maximum bed shear stress is still underpredicted by 30%–40% because the Full tidal simulation 
includes maxima that happen when several tidal constituents amplify each other, and not all of these constituents 
are represented in the synthetic spring-neap cycle. The estuary thalweg's mean bed shear stresses (Figure 7b), 
on the other hand, are represented well by all simplified tides (although they are slightly overpredicted using 
the morphological double tide.). Maximum shear stresses are largest in the main tidal channels (Figure 8a) and, 
consequently, absolute improvements are largest in the tidal channels when accounting for spring-neap variations 
(compare in Figures 8d and 8f to Figures 8b, 8c, and 8e). However, maximum shear stresses on the intertidal 
areas are also underpredicted, in all simulated scenarios. A quantification of the error made in representing bed 
shear stress magnitudes over the complete model domain (presented in Figure 8) indicates that both the maximum 

(Figure 9a) and the mean (Figure 9b) shear stress magnitudes improve by 
incorporating tidal extremes. A reduction in RMSE is found in the subtidal 
(channels) and intertidal parts of the model domain. The consistent over-
prediction of mean bed shear stress magnitudes with the morphological 
double tide in the thalweg (Figure 7b) is reflected by larger RMSE values 
in the subtidal domain (Figure 9b). Possibly, the overprediction is due to the 
implementation of a scaling factor for the M2 tidal amplitude to account for 
nontidal energy in the spectral tidal frequency band.

4.3. Inundation

The intertidal areas, represented by computational cells that experience regu-
lar flooding and drying, make up ≈ 20% of the model domain. In those areas, 
the duration of inundation strongly controls sediment dynamics and there-
fore, the residence time of water over the tidal flats (Figure 10) is an impor-
tant property to capture in morphodynamic simulations of tidal environments 
with tidal flats. Particularly the high littoral zone (Figures 10a and 10b) is not 
captured by the simulations that exclude spring-neap variations, evidenced 
by too many computational cells that are permanently dry. Sediment cannot 
settle or erode in the higher intertidal parts when those areas never inundate. 
The bed level height of tidal flats will not be able to adjust to a height that 

Table 2 
Duration of the Simulations Forced With Simplified Tidal Signals and the 
Full Tidal Simulation That Serves as the Reference

Simulation name Duration

Full tidal 1 year

M2 24 hr, 50 min

M2M4 24 hr, 50 min

M2M4S2MS4 14.77 days

Morphological double tide 24 hr, 50 min

Morphological spring-neap 14.48 days

Note. Simulation names are used in the legends of the figures in the results.

Figure 6. Root-Mean-Squared-Error for the histogram of (a) ζ and (b) dζ/
dt between the simulations forced with simplified tides and the full tidal 
simulation, calculated at points in the thalweg along the estuary kilometers 
defined in Figure 3.
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resembles reality. Similarly, in the low littoral zone (Figures 10e and 10f), the 
simplified signals without spring-neap variations result in too many compu-
tational cells that are permanently inundated such that the lower intertidal 
zone becomes a subtidal area. Average conditions in the midlittoral zone are 
well-represented by all simplified tides.

4.4. Sediment Transport

The gross, cross-section integrated sand transport fluxes vary with each 
tidal cycle in the full tidal simulation. The mean of the range in gross trans-
port flood fluxes (Figure 11a) is well-captured by the M2M4S2MS4 tide, the 
morphological double tide, and the morphological spring-neap simulations. 
The M2 tide, the morphological double tide, and the morphological spring-
neap simulations all reproduce the mean gross ebb transports reasonably 
well. For the full tidal simulation, the residual transport (Figure  11b) is 
flood-dominant at the mouth (85–108 km), ebb-dominant in the central part 
(45–85 km) of the estuary, and neither flood nor ebb dominant in the tidal 
river (0–45 km). This large-scale behavior is captured well by each of the 
alternative simplified tides, except for the M2 simulation, which prescribes 
a perfectly symmetric tide at the sea boundaries and therefore leads to an 
underestimation of the flood directed residual transport (Figure  11a). The 

morphological spring-neap tidal boundary conditions lead to residual transport best representing full tidal resid-
ual transport (Figure 11b). The M2M4 and M2M4S2MS4 tidal boundary conditions lead to an underestimation 
of the magnitude of the residual transport fluxes, and the morphological double tide generates slightly more 
ebb-dominant transport in the entire estuary.

The representation of the full tidal residual sand transport magnitudes and directions at each individual computa-
tional cell (Figure 12) indicates a general pattern in the results. The M2 simulation does not capture the residual 
sand transport accurately. The M2M4 and morphological double tide represent the patterns in the channels fairly 
well (Figure 12d) and, to some degree, this also holds for the magnitudes in the lower littoral zone (Figure 12c1). 

Figure 7. (a) Maximum and (b) mean bed shear stress magnitudes simulated 
with the full tidal forcing and simplified tides, calculated at points in the 
thalweg along the estuary kilometers defined in Figure 3.

Figure 8. Maximum bed shear stress magnitude during the reference simulation (a) and difference in maximum bed shear 
stress magnitude between the scenarios and the reference (b–f).
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However, inclusion of spring-neap variations is required for a more accurate 
representation of sand transport magnitudes and directions in the midlittoral 
and higher littoral zone (Figures 12a and 12b). Summarizing this informa-
tion, an analysis on the error (RMSE) made in the direction and magnitude of 
residual transports averaged over all computational cells (Figure 13) reveals 
that particularly the error in direction is smaller for the simulations that 
include spring-neap variations. The RMSE for the magnitude of the resid-
ual transport shows less scatter, except for the M2 simulations, which clearly 
deviates in the channels. In general, including spring-neap variations reduces 
the error in magnitude and direction of residual transports in the channels and 
over the intertidal areas.

5. Discussion
A new tidal input reduction method was developed which includes periodic 
spring-neap variation in a simplified tide. Prescribing this new method as 
boundary conditions in an estuarine setting improves the representation of 
tidal wave shape, maximum and mean bed shear stress magnitudes, inunda-
tion times, and residual sand transport patterns, compared to existing tidal 
input reduction methods to represent the nonschematized tidal dynamics. 
The strong and weak points of the new methodology and existing tidal input 
reduction techniques are summarized in Figure 14 for a number of metrics 
using a normalized score defined as follows:

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =
𝑧𝑧

max(𝑧𝑧)
, 𝑧𝑧 = 1 −

𝑥𝑥

max(𝑥𝑥)
 (3)

The x-values are binary (metrics Periodic and Deterministic), proceed 
directly from Table 2 (Cycle length), or they are continuous (model scenario 
metrics from Chapter 4). The continuous x-values are computed per scenario 
and defined as an averaged RMSE between the output for that particular 
metric computed with a simplified and a full tidal signal. The most accurate 
scenario scores a value of 1, the least accurate scenario a value of 0. The new 
method scores maximal for 10 out of 12 metrics, with lower scores only for 
the duration of the cycle and the duration of inundation (second-best score). 

Figure 9. Root-Mean-Squared-Error (RMSE) for the (a) maximum and (b) mean bed shear stress magnitudes between the 
simulations forced with simplified tides and the full tidal simulation. RMSE values are calculated as mean values for all the 
computational cells within the specified subregions estuary, river, subtidal channels, and intertidal areas.

Figure 10. Cumulative distributions of the fraction of time of the total 
simulation length (in %) that a computational cell is dry (emerged), as a 
function of the fraction of the total intertidal area in the modeling domain. The 
distributions are shown for defined subregions; (a, c, and e) the estuary and (b, 
d, and f) the river, and subdivided in the (a and b) high, (c and d) mid, and (e 
and f) lower littoral zone.
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Also, the new method scores considerably better than all other tidal input reduction techniques for metrics that 
determine the morphodynamic evolution of a model (bed shear stress parameters, sand transport, inundation, 
and tidal asymmetry). The hydrodynamic forcing of any morphodynamic model using the new tidal input reduc-
tion technique is therefore physically more realistic than conventional techniques, although at this point we do 
not verify our technique with morphodynamic simulations because of dependencies on parameter settings and 
complex morphodynamic feedbacks.

The main drawback of the synthetic spring-neap cycle, following directly from Figure 14, is the duration of the 
simulation. The required 28 M2 cycles (≈14.48 days) is a 14 times longer period than that of a morphological 
double tide (Lesser, 2009). This does not lead to longer simulations, however, since shorter hydrodynamic peri-
ods (as in the conventional techniques) are simply repeated more frequently (e.g., Dastgheib et al., 2008). Single 
tides may only lead to faster simulations when combined with a higher value for MF, but a higher MF also ampli-
fies errors and therefore morphologic instabilities.

Our methodology does require more careful considerations on the forcing of nontidal boundary conditions. 
Numerical morphological models may also be driven by nontidal processes, such as a seasonally varying river 
discharge (e.g., He et al., 2022; Van Der Wegen et al., 2011) or wave- and wind-driven resuspension (e.g., Van 
der Wegen et al., 2017). Such nontidal forcings need to be adjusted for upscaling (with annual events recurring 
MF times per year). For these conditions, the relative phases of the tidal and the nontidal forcing need careful 
examination to prevent, for instance, seasonal river flooding to persistently coincide with spring tides. But where 
the phase difference of successive M2-S2 spring-neap tidal cycles differ, they are identical for successive synthetic 
spring-neap cycles. This entails the risk of a more systematic correlation with nontidal forcing.

A tide-averaged transport for coarse sediment may be generated by a representative tide consisting of a tide-induced 
Eulerian mean current (M0), M2 and any of its even overtides (Van de Kreeke & Robaczewska, 1993). When 
diurnal components are important, a similar net residual transport arises from the triad interaction of M2-K1-O1 
(Hoitink et al., 2003), which can be captured in a periodic double tide through an artificial diurnal component 
with half the frequency of M2 (Lesser, 2009). Spring-neap variations are so far mainly ignored in representative 
tides (Dastgheib et al., 2008; Roelvink & Reniers, 2011). This paper demonstrates that simplified tides consisting 
of a single or a double tide (which are most frequently used for long-term morphodynamic modeling) do perform 
well in representing mean bed shear stress and residual sand transports inside the estuarine channels. However, 
they fail to reproduce the full range of asymmetries in the tide, leading to an underestimation of maximum bed 
shear stresses (controlling the timescales of bed level adaptation) and full tidal range, which in turn controls the 
development of intertidal flats (Friedrichs, 2011). Our methodology also better represents residual sand trans-
port over the intertidal flats, probably because the velocity skew (flood vs. ebb dominance) over tidal flats is 
modulated during the spring-neap cycle (Nidzieko & Ralston, 2012). For environments where intertidal areas 
are small or low-dynamic, the spring-neap variations in a representative tide may be ignored. But whenever the 

Figure 11. Mean of the total (bed + suspended) load gross transport fluxes (a) and residual transport per tidal cycle (b) in the 
thalweg (see the cross-sections in Figure 3 for locations).
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intertidal areas in the modeling domain are important for the estuary-scale morphodynamic development, a single 
or double tide oversimplifies the hydrodynamic forcing.

Applying the synthetic spring-neap cycle in a fully coupled morphodynamic model (including bed level adap-
tations) leads to much more realistic tidal dynamics. Including the tidal extremes and asymmetries resulting 
from the spring-neap modulations will lead to an improved representation of the nonschematized residual sand 
transport, presumably promoting a more realistic channel transport and channel-shoal exchange. The inclusion 
of tidal extremes, however, may also have negative effects. The resulting higher maximum bed shear stresses 
possibly further restrict the upper limit for the morphological acceleration factor because the higher sediment 

Figure 12. Histograms (in % of all computational cells) of the ratio of the time-averaged residual sand transport magnitudes 
in the Full tidal simulation and simplified tidal input reduction scenarios (left column, subscripted by 1). A value qs,Fulltidal/
qs,scenario < 1(>1) indicates that transport magnitudes in the Full tidal simulation are smaller (larger) (overprediction and 
underprediction by the scenarios, respectively). Circular representations of histograms of the time-averaged residual sand 
transport directions (clockwise from geographic north) for all simulations, binned by 30° classes (right column, subscripted 
by 2). Radial axes indicate the percentage of cells within a class. The rows in the figure (a–d) separate the distributions for the 
(a) high, (b) mid, and (c) low littoral zone, and (d) the subtidal part of the modeling domain.
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transport rates can lead to an overexaggeration of the upscaled morphological response (Ranasinghe et al., 2011). 
Such a potential shortcoming depends on various model settings (Reyns et al., 2014) and requires a case-specific 
analysis. Furthermore, the gross and net sand transport presented in this paper was computed using a single sand 
fraction and the Van Rijn (1993) formula. Multiple fraction sediment beds, including cohesive sediments, may 
develop unexpected interactions in conjunction with the synthetic spring-neap cycle which needs to be explored 
as part of future work. Planned long-term morphodynamic modeling will reveal the advantages and the chal-
lenges of the more realistic representation of tidal dynamics advocated in this paper.

6. Conclusions
Spring-neap variations can be included in simplified tidal signals as boundary conditions in long-term morphody-
namic models. Compared to a single or a double tide, often used in morphodynamic simulations, the tidal variation 
in a synthetic spring-neap cycle is more realistically represented through a fortnightly modulation of the amplitude 
of the semidiurnal tide. The tidal input reduction method developed in this paper yields a signal that (a) resembles 
the amplitude variation of the full tidal signal and sufficiently preserves asymmetries to approach nonschematized 
tidal dynamics and residual sand transports; (b) is strictly periodic; and (c) can readily be derived from the original 
tidal signal or harmonic constituents. It does not require a fitting procedure based on modeling results.

Figure 13. Error (Root Mean Square Error) in the direction (horizontal axis) and magnitude (vertical axis) of the residual 
total (bed + suspended) load sand transport in the channels (circles) and on the intertidal areas (triangles).

Figure 14. Normalized scores (0–1) for simplified tides to represent (simulated) nonschematized tidal conditions. The 
calculation of the score values is explained in the main text.
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When the tidal extremes caused by spring-neap variation are included in the boundary conditions, the shape of the 
tidal wave through the tidal basin is more realistically reproduced, which is demonstrated using a process-based 
numerical model of a meso-tidal estuary with multiple channels and tidal flats. Simulations with simplified tidal 
signals that neglect the tidal extremes underestimate maximum bed shear stresses in the channels and simulate 
a too limited extent of the tidal flats. Although simulations forced with these simplified signals approximate the 
tidally averaged residual sand transport patterns in the channels simulated with nonschematized tidal series, an 
appropriate representation of the extremes is required to reproduce the magnitudes and directions both in the 
channels and on the intertidal areas. Hence, the newly developed tidal input reduction method provides a signal 
that resolves the simulated full tidal noncohesive residual sediment transport within the estuary more accurately 
compared to the existing tidal input reduction approaches used in the past.

Data Availability Statement
A toolbox is developed that allows to construct a synthetic spring-neap tidal cycle from a time series of tidal 
elevations. The toolbox is developed in MATLAB code and available for download at https://github.com/Rschri-
jvershof/morfacTide.git (Schrijvershof,  2022). There are no restrictions on the data used in this study. The 
bathymetry data used for model setup was requested through the servicedesk data of Rijkswaterstaat (https://
www.rijkswaterstaat.nl/formulieren/contactformulier-servicedesk-data). Observed water level data from Dutch 
monitoring stations are available at https://waterinfo.rws.nl and the data from the German monitoring stations 
were requested at WSA Ems-Norsee (https://www.wsa-ems-nordsee.wsv.de/). The numerical model simula-
tions used in this article are performed with the Delft3D Flexible Mesh suite, release 2021.05 (https://www.
deltares.nl/en/software/delft3d-flexible-mesh-suite/). The configurations for all simulations used for the article 
(Schrijvershof et al., 2022) are stored and available at 4TU.ResearchData (https://doi.org/10.4121/19845262.v1).
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