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Abstract

In this work, an efficient compositional framework is developed to simulate CO2 storage in
saline aquifers with complex geological geometries during a lifelong injection and migration
process. The novelty of the development is that essential physics for CO2 trapping are
considered by a parametrization method.

The numerical framework considers essential hydrodynamic physics, including hysteresis,
dissolution and capillarity, by means of parameterized space to improve the computation
efficiency. Those essential trapping physics are translated into parameterized spaces during
an offline stage before simulation starts. Among them, the hysteresis behavior of constitu-
tive relations is captured by the surfaces created from bounding and scanning curves, on
which relative permeability and capillarity pressure are determined directly with a pair of
saturation and turning point values.

On the other hand, the new development allows for simulation of realistic reservoir models
with complex geological features by implementing in corner point gird. The extension to
corner point grid is validated by comparing simulation results obtained from the cartesian-
box and the converted corner-point grid of the same geometry, and it is applied to a field-
scale reservoir eventually.

A set of sensitivity analysis reveals the roles of various physical effects and their interactions
in CO2 trapping in a realistic reservoir model, apart from the investigation on the impact of
migration path, linear trapping coefficient and depth. The results show the proposed com-
positional framework casts a promising approach to predict the migration of CO2 plume,
and to assess the amount of CO2 trapped by different trapping mechanisms in realistic
field-scale reservoirs.

v





Acknowledgements

At the time preparing the thesis, it comes to an end of my master study period at Delft
University of Technology. When looking back to this fulfilling journey, I would like to
express my thanks to some people who make it happen.

Firstly, I would like to express the deepest appreciation to my supervisor, Dr. Hadi Ha-
jibeygi, for the motivation and support. I still can remember a lot of inspiring moments
from your lectures, never to mention your patience and willingness to help during project
meetings. Your enthusiasms towards the project would always remind me how meaningful
and interesting the research work is.

Next, words cannot express my gratitude to Dr. Yuhang Wang who guided me throughout
this project. I would never forget that you have always been there when I want to discuss
with you, or share the exciting moments while having breakthrough. Meetings are always
not long enough to learn the expertise of knowledge from you.

I appreciate, Prof. Kees Vuik and Dr. Maartje Boon, being my exam committee member
and sharing your knowledge with me. I would like to acknowledge my classmates in Msc
track Geo-Energy Engineering for teaching me and motivating me to step out of my comfort
zone.

Finally, I am also thankful to my former employer and tutors who encouraged me to start
the journey. A special thanks should be given to my friends, parents, and girlfriend, Jing
Zhang, for their support and beliefs in me.

Ziliang Zhang
Delft, August 2022

vii





Contents

1 Introduction 1
1.1 The candidates of CCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Trapping mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Reservoir grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Research goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Governing equations 7
2.1 Compositional formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Mass conservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Thermodynamic equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Overall-composition formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Solution strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3 Physical models 11
3.1 Dissolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.1 Stability test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1.2 Two-phase state cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.3 Single-phase state cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.2 Capillarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.3.1 Scanning curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.2 Scanning curve surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4 Corner point grid 17
4.1 Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Corner point gird in Eclipse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 Corner point grid geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.4 Two-Point Flux Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5 Simulation results 21
5.1 Layered sand-shale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.2 2D Cartesian VS CPG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.3 3D Cartesian VS CPG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.4 Johansen field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.4.1 Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4.2 Linear trapping model coefficient . . . . . . . . . . . . . . . . . . . . . . 37
5.4.3 Injection location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.4.4 Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

ix



Contents

6 Conclusions 51
6.1 Roles of different physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.2 Dynamic change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.3 Trapping amount of different mechanisms . . . . . . . . . . . . . . . . . . . . . 52

7 Future work 53
7.1 Thermal effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.2 Molecular diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.3 pEDFM implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

x



List of Figures

1.1 Targets of geological CO2 storage. . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Trapping of injected CO2 by different mechanisms [10]. . . . . . . . . . . . . . . 3

3.1 The predication of CO2 solubility in brine at 60◦C [24] [33]. . . . . . . . . . . . 12
3.2 Illustration of hysteretic model of relative permeability curves. (A) Primary

drainage and imbibition curves for liquid and gas phases. (B) Hysteresis be-
havior modelled by the scanning curves that generated at the turning points
at Sgt=0.2, 0.4, and 0.6 [21] [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.3 Illustration of hysteretic model of capillarity pressure curves (A) Primary
drainage and imbibition curves. (B) Hysteresis behavior modelled by the scan-
ning curves that generated at the turning points at Sgt=0.2, 0.4, and 0.6 [33]. . 14

3.4 Illustration of hysteretic relative permeability models. (A) Determination pro-
cess based on scanning curves. (B) Determination process based on the pro-
posed scanning curve surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.5 Scanning curve surfaces to model the hysteretic behaviors of relative perme-
ability and capillary pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.1 Computation of geometry information of a corner point grid cell in MRST. . . 18
4.2 Computation of the flux between two neighboring cartesian grid cells. . . . . . 19
4.3 Computation of the flux between two neighboring corner point grid cells. . . . 20

5.1 CO2 injection into an idealized layered sand-shale formation. . . . . . . . . . . 21
5.2 Relative permeability and capillary pressure models for sand and shale layers.

(A) Relative permeability for both sand and shale layers. (B) Capillary pressure. 22
5.3 Predicted gas saturation profile after 2 year by DARSim (top), ACGSS (mid-

dle) and TOUGH2 (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.4 Predicted gas saturation profile along a vertical line at 500 m distance from

the injection well by DARSim (red) and other benchmark groups (black). . . . 24
5.5 Setup of the 2D cartesian box model. . . . . . . . . . . . . . . . . . . . . . . . . 25
5.6 Comparison of predicted gas saturation profiles on cartesian and corner point

grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.7 Comparison of predicted solution CO2-brine profiles on cartesian and corner

point grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.8 Fraction of injected CO2 trapped by different mechanisms on cartesian and

corner point grid of the 2D cartesian box model. . . . . . . . . . . . . . . . . . . 28
5.9 Scanning curve surfaces to model the hysteretic behaviors of relative perme-

ability and capillary pressure in field scale test cases. . . . . . . . . . . . . . . . 29
5.10 Setup of the 3D cartesian box model. . . . . . . . . . . . . . . . . . . . . . . . . 29
5.11 Comparison of predicted gas saturation and solution CO2-brine profiles on

cartesian and corner point grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.12 Fraction of injected CO2 trapped by different mechanisms on cartesian and

corner point grid of the 3D cartesian box model. . . . . . . . . . . . . . . . . . . 31

xi



List of Figures

5.13 Location of Johansen field. (A) Geographic location. (B) Sector model location. 31
5.14 Distribution of porosity (left) and permeability (right) in Johansen formation,

with sector model outlined by wireframe. . . . . . . . . . . . . . . . . . . . . . . 32
5.15 Well pattern in the base case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.16 Gas saturation profiles for various scenarios in the Johansen field (Base case

includes all physical effects). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.17 Solution CO2-brine ratio profiles for various scenarios in the Johansen field

(No dissolution test case is missing because the solution ratio is always zeros). 35
5.18 Fraction of injected CO2 trapped by different mechanisms for various scenar-

ios in the Johansen test case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.19 Gas saturation profiles in the top layer of Johansen field with different linear

trapping coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.20 Solution CO2-brine ratio profiles in the top layer of Johansen field with differ-

ent linear trapping coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.21 Residual gas saturation profiles in the top layer of Johansen field with different

linear trapping coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.22 Fraction of injected CO2 trapped by different mechanisms with different linear

trapping coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.23 Well patterns in the sensitivity study on injection location. . . . . . . . . . . . . 42
5.24 Gas saturation profiles in the top layer of Johansen field with different well

patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.25 Solution CO2-brine ratio profiles in the top layer of Johansen field with differ-

ent well patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.26 Fraction of injected CO2 trapped by different mechanisms with different well

patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.27 Residual gas saturation and gas saturation in the bottom layer of Johansen

field after 2000 years. Solid cells represent the location of low-permeability
wedge in the west of the field, while wireframe represents the outline of the
field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.28 Gas saturation profiles in the top layer of Johansen field in different aquifer
depth scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.29 Solution CO2-brine ratio profiles in the top layer of Johansen field in different
aquifer depth scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.30 CO2 density under the average reservoir pressure in different aquifer depth
scenarios [30] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.31 Fraction of injected CO2 trapped by different trapping mechanisms in differ-
ent aquifer depth scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

xii



List of Tables

5.1 Petrophysical parameters of sand and shale layers. . . . . . . . . . . . . . . . . 22
5.2 Physical parameters and simulation settings of the 2D cartesian box test case. 25
5.3 Physical parameters and simulation scheme of the Johansen test case. . . . . . 32
5.4 Coordinates of injection and production wells. . . . . . . . . . . . . . . . . . . . 41
5.5 Physical parameters of fluids in the sensitivity study on aquifer depth. . . . . 46

xiii





1 Introduction

Greenhouse gas emissions from human activities, such as consumption of fossil fuels, pose a
threat to the stabilization of atmospheric greenhouse gas concentration. The goal of prevent-
ing dangerous anthropogenic interference on climate system and reaching net zero emission
are widely accepted to mitigate climate change challenge. Apart from switching to renew-
able energy sources and reduce energy consumption, capturing and storing CO2 chemically
or physically is also proposed as a technology option to reduce net CO2 emissions [20].

Carbon dioxide capture and storage (CCS) has been widely recognized as a straightforward
solution to reduce greenhouse gas emissions, because of its promising capacity and technical
feasibility. In this approach, the CO2 emissions from large-point source emitters, such as
power plants and factories, can be efficiently collected and transported to storage sites.
The storage operation normally refers to the process injecting and storing CO2 in a secure
geological container, which requires an impermeable unit above as caprock and a porous
unit as reservoir to store CO2 successfully [4].

1.1 The candidates of CCS

To meet the prerequisites of geological sequestration, such as capacity, containment and in-
jectivity, there are mainly four types of storage sites under investigation. The characteristics
of different geological formations are given below.

• Depleted oil and gas reservoirs: Storage in previously producible oil and gas fields
are the most tangible solution since the reservoirs are well recognized and adequate
infrastructure already exists. In addition, the sealing properties of caprock are proved
by storing oil and gas securely over millennia.

• Saline aquifer formations: Saline aquifers are good potential targets because of their
prevalence in sedimentary basins and enormous storage capacity. It provides an al-
ternative solution in the areas where depleted oil and gas reservoirs are not available.
However, this storage option generally requires data acquisition at initial development
stage comparing with storage in oil and gas reservoirs.

• CO2 storage during enhanced coal bed methane recovery: Methane can be desorbed
from coal surface as CO2 flow through large fracture networks in coal beds, during
which methane recovery is raised significantly. Depending on the CO2 adsorption
capacity, CO2 storage can happen in coal beds that are shallower than other storage
site types [27].

• CO2 storage during enhanced oil recovery: During the widely applied tertiary recov-
ery process, CO2 can also be injected in mature fields to remove trapped oil in rocks,
and CO2 storage becomes the added benefit of the EOR process.

1



1 Introduction

Figure 1.1: Targets of geological CO2 storage.

The different storage options are illustrated in Figure 1.1. This research will mainly focus
on CO2 storage in saline aquifers, because of its high storage capacity and availability in the
areas near larger emitters.

1.2 Trapping mechanisms

The trapping mechanisms, by which the injected supercritical CO2 is securely trapped in
saline aquifers, have been well recognized, including:

• Structural and stratigraphic trapping: After CO2 is injected into the reservoirs, CO2
tends to migrate upward because of buoyant forces, and ends up in some topographical
features, such as under impermeable caprock and sealed faults. It can also be trapped
as a mobile phase in stratigraphic traps, which are formed by changes in rock type.

• Residual trapping: also called as capillary trapping. After injection stops, brine tends
to reinvade the pore space saturated by CO2, because of the wettability of reservoir
rocks to brine. The imbibition process occurs mostly to areas near wellbore and the
thin plume that spreads under caprock. As some CO2 is left behind and loses its spatial
continuity, those individual droplets of CO2 surrounded by brine would be residually
trapped.

• Solubility trapping: A small amount of CO2 can dissolve in brine when these two
phases are contact with each other during injection and migration. Over time, brine
dissolved with CO2 descends to the reservoir bottom in the form of convective fin-
gers because it is heavier than pure brine. The amount of CO2 can be dissolved into

2



1.3 Reservoir grids

Figure 1.2: Trapping of injected CO2 by different mechanisms [10].

brine relies on pressure, temperature, and salinity of brine, and their effects on CO2
dissolubility have been extensively studied in literature [7] [25].

• Mineral trapping: Dissolution of CO2 in brine may be precipitated as carbonate min-
erals and trapped in this more permanent form. However, this trapping happens on a
much larger time scale because of the slow rate of chemical reaction [33].

Although the trapping mechanisms are clearly classified as shown in Figure 1.2, it should
be noted that the time scales on which different mechanisms act are not separated and
might overlap with each other. Thus, it is necessary to investigate those mechanisms in a
unified framework so that the interconnection and their influence on each other can be well
understood.

1.3 Reservoir grids

To simulate fluid flow in porous media, the continuous reservoir in the real world needs to
be subdivided into finite number of discrete elements. In addition, temporal development
also needs to be discretized, so that the properties within an element at any time can be
regarded as constant. It is believed that more reliable simulation results can be reached if
the reservoir grid can approximate the real reservoir better, which however requires a larger
number of cells to represent the complex geometries. Thus, how to discretize a reservoir is
always a tradeoff between computation efficiency and numerical accuracy.

The simplest reservoir grid is the cartesian grid, which consists of a set of cube-shaped
cells. This type of grid can be uniquely defined, only knowing the size of each cell and the

3



1 Introduction

number of cells at three directions. Although the cartesian grid has the defect that approx-
imating complex geometries poorly, it is the most widely applied reservoir grid because of
its numerical stability.

However, cartesian grid sometimes can not offer a good representation of reservoir because
of complex geological features, such as faults, erosion and irregular reservoir boundaries
(erosion and pinch-out). Meanwhile, corner point grid (CPG) has become the industry-
standard approach because it can represent complex reservoir geometries in a more realistic
way and improve the accuracy. Corner point gird is a type of structured grid, which has a
set of cells that are six-sided with eight nodes. All cells are logically organized in a regular
scheme, which means that the position of each cell is uniquely defined by its index. In
addition, the nodes at the top and bottom surface of each cell in one column are restricted
on a straight line. Since each cell in corner point grid is defined individually with its eight
nodes and the restriction on the lines, it is possible to model complex geological features,
such as faults or pinch-outs, with degenerate cells. Thus, corner point grid has the advantage
of modelling complex geological features more accurately, which plays important roles in
fluid flow pattern in field-scale reservoirs [6].

1.4 Research goals

In this study, a simulation method is employed to investigate the complex displacement
process between CO2 and brine during a lifelong process of injection and migration. To
better understand the dynamic CO2 flow behaviors and the interplay of different trapping
mechanisms, one of the research goals is to model different underlying complex physics,
such as hysteresis behavior, dissolution, and capillarity, in a unified compositional frame-
work. However, efficient numerical simulation of such complex coupled fluid physics in a
large domain is challenging. Thus, a parameterized method for essential trapping physics
is proposed to improve computation efficiency.

Another research goal is to extend compositional simulation of CO2 storage to corner-point
grid with complex geometries. The existing compositional simulator in DARSim is mainly
for the structured cartesian grids, which is challenging to provide an accurate representation
of the field-scale reservoir, as subsurface media often include complex geological features,
such as faults, erosion, and irregular reservoir boundaries (erosion and pinch-out). On the
other hand, corner point grid (CPG) has become the industry-standard approach because it
has the flexibility to handle its eight corner points individually and can represent complex
reservoir geometries in a more realistic way. Thus, this is a significant step towards applying
the proposed compositional framework to industry applications.

1.5 Thesis layout

This work is structured as follows: Firstly, the governing equations describing the compo-
sitional flow in the CO2-brine system and Overall-composition formulation are introduced
in Chapter 2. Following that, the mathematical description of discretization and solution
strategy are briefly explained.

In Chapter 3, different physical models considered in this work and their parameteriza-
tion results are presented. We then present a basic introduction of corner point grid along

4



1.5 Thesis layout

with the different treatment for transmissibility calculation for this type of reservoir gird in
Chapter 4.

In Chapter 5, the physics considered in the composition framework are benchmarked by
a problem of CO2 injection into layered sand-shale model. After that, the simulation on
cartesian gird and corner point gird are compared in terms of quantitative and qualitative
results. At the end, simulations on a field-scale reservoir model during a lifelong period are
presented to show the impact of various physics, migration path, linear trapping coefficient
and aquifer depth.

In Chapter 6, roles of different physics playing in the full cycle of CO2 injection and migra-
tion are summarized, and their impact on trapping amount are concluded. In Chapter 7,
possible future work based on this research is briefly explained.

5





2 Governing equations

2.1 Compositional formulation

2.1.1 Mass conservation

To mathematically describe the compositional flow and transport in porous media, mass
conservation law states:

∂

∂t

(
ϕ

nph

∑
α=1

xc,αραSα

)
+∇ •

( nph

∑
α=1

xc,αραuα

)
−

nph

∑
α=1

xc,αραqα = 0, ∀c ∈ 1, . . . , nc (2.1)

In Equation 2.1, α is the fluid phases and can be liquid or vapor in our case. ρα and Sα in
the accumulation term are the molar density and saturation of phase α, while qα in source
term is the flow rate of same phase. Most importantly, xc,α in all the three terms is the molar
fraction of components in phase α, and it distinguishes compositional flow from two-phase
flow because components are allowed to be split into different phases. uα in convective term
is the phase velocity and Darcy’s law describes the flow of fluid phases as:

uα =
kkr,α

µα
∇ (pα − ρ̃αgh) , α = 1, . . . , nph (2.2)

in which k is the rock permeability, and krα, µα and ρ̃α are phase relative permeability, phase
viscosity and phase mass density respectively. The pressure difference between different
phases is described by capillary pressure function in Equation 2.3:

pα − pβ = pcα,β, ∀α ̸= β ∈ 1, .., nph (2.3)

In addition, the saturation constraint reads:
nph

∑
α=1

Sα = 1 (2.4)

2.1.2 Thermodynamic equilibrium

When multiple phases present, it is usually assumed all phases reach thermodynamic equi-
librium [5], which can be described as:

fc,α (p, xc,α)− fc,β
(

p, xc,β
)
= 0, ∀α ̸= β ∈

{
1, .., nph

}
(2.5)

The phase constraint based on molar fraction term reads:

nc

∑
c=1

xc,α = 1, α = 1, . . . , nph (2.6)
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2 Governing equations

The overall mole friction of component c, zc, can be defined as:

zc −
nph

∑
α=1

ναxc,α = 0, ∀c ∈ 1, .., nc (2.7)

In which να is the mole friction of phase α, and it can be expressed as a function of saturation:

να =
Sαρα

∑
nph
α=1 Sαρα

(2.8)

2.2 Overall-composition formulation

To solve the isothermal compositional problem, different formulations that use different vari-
able set have been studied in literature [32]. Overall composition variable set sometimes is
preferred because no variable substitution is needed. In other words, equation and variables
are the same for every cell comparing with natural variable set, although phase equilibrium
computation cannot be avoided for every grid cell.

In our two-component and two-phase system, overall composition variable set is chosen,
and primary variables include one phase pressure and one overall molar fraction. With
the defined overall molar composition, the mass conservation equation for each component
states,

∂

∂t
(ϕρTzc) +∇ •

( nph

∑
α=1

xc,αραuα

)
−

nph

∑
α=1

xc,αραqα = 0, ∀c ∈ CO2, brine (2.9)

In which ρT is total density, and it can be expressed with phase density and saturation as:

ρT =

nph

∑
α=1

Sαρα (2.10)

2.3 Discretization

The nonlinear system of equations is solved using finite volume discretization in space and
implicit time discretization scheme, in which all properties are evaluated on next time step.
The discretized equation for component c in cell i in residual form is given by:

rc,i =
V
∆t

(
(ϕρTzc)

n+1 − (ϕρTzc)
n
)
+

nb

∑
j=1

Tc,ij
(

pi − pj
)
+ Tc,ijρ̃αg

(
hi − hj

)
+ Tw

c,i (pi − pw)

(2.11)

In which Tc,ij is the transmissibility between grid cell i and one of its neighboring cells j:

Tc,ij =
kH

ij Aij

dij
(xc,gρg

krg

µg
+ xc,lρl

krl
µl

)
ij

(2.12)
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2.4 Solution strategy

It can be used to formulate the flux between these two cells with pressure difference as
shown in Equation 2.11. Similarly, the connectivity between the well and the cells where it
perforates, Tw

c,i, can be expressed with well index WI as:

Tw
c,i = WIki(xc,gρg

krg

µg
+ xc,lρl

krl
µl

)
w

(2.13)

2.4 Solution strategy

The residual equations of the two components are nonlinearly dependent on the primary
variables (pl and zCO2). Newton-Raphson method is used to linearize the system of nonlin-
ear equations as:

rν+1
c,i ≈ rν

c,{i} +
∂rν

c,{i}
∂pl

|νδpν+1
l +

∂rν
c,{i}

∂zCO2
|νδzν+1

CO2 = 0 (2.14)

In which ν and ν + 1 are the current and next iteration step respectively. Then the linearized
equations can be solved iteratively:

Jvδxv+1 = −rv (2.15)

In which Jv and rv are Jacobian and Residual matrix, while δxv+1 is the primary variable
update. The same function in matrix multiplication form is given as below:

∂rCO2
∂pl

∂rCO2
∂zCO2

∂rb
∂pl

∂rb
∂zCO2


 δpl

δzCO2

 = −

rCO2

rb

 (2.16)

The process is repeated until it reaches non-linear convergence, which mathematically means
the infinite norm of the residual and variable update are less than a certain tolerance. In
addition, an adaptive time stepping strategy is employed to reduce the number of itera-
tions needed to reach convergence. In this work, the time step size is dynamically changed
between user defined maximum and minimum time step size, based on the number of iter-
ations needed to converge.
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3 Physical models

Behind the general trapping mechanisms listed in Chapter 1, various physical effects are
happening in pore spaces during CO2 sequestration. In this work, three essential physics,
including dissolution, capillarity and hysteresis, are considered in a unified compositional
framework. The implementation and the proposed parameterized spaces for different trap-
ping physics are given in this chapter.

3.1 Dissolution

The solubility of CO2 in brine depends on several physical parameters, including pressure,
temperature and water salinity [25]. In this work, at given temperature and salinity, the
volume of CO2 that can be dissolved into unit volume of brine, Rs or the solution CO2-brine
ratio gives the amount of CO2 dissolved into brine at different pressure.

3.1.1 Stability test

However, the amount of CO2 present in brine for each reservoir grid also depends on avail-
able CO2 in that cell [12]. Thus, a stability test is preformed to check the number of phases
existing in each cell after the primary variables are updated at each iteration. There is only
liquid phase existing in the cell if the following rule is satisfied:

nc

∑
c=1

zckc < 1 (3.1)

In which kc is the k values of component c, which is the ratio between mole frictions in gas
and liquid phase:

kc =
xc,g

xc,l
(3.2)

k value is a function of pressure and temperature and it governs how one component is split
into phases. In this isothermal system, assuming brine only present in liquid phase, the k
values for CO2 and brine are given by:

kCO2 =
ρSTC

CO2Rs + ρSTC
b

ρSTC
CO2Rs

, kb = 0 (3.3)

11



3 Physical models

3.1.2 Two-phase state cells

In two-phase state cells, CO2 exists in both liquid and gas phase. To determine the amount
of CO2 in liquid phase, CO2 solubility at given temperature and salinity is predicted by
a thermodynamic model that equates chemical potential [25] [13]. The solution CO2-brine
ratios can be predicted by using the mole fraction of CO2 in liquid phase obtained from the
CO2 molality in brine as:

Rs =
ρSTC

b xCO2,l

ρSTC
CO2(1 − xCO2,l)

(3.4)

In which STC is standard condition. In our isothermal system, assuming the salinity of brine
is constant, the solubility of CO2 is only function of pressure. Thus, a direct relationship
between Rs and pressure can be generated and stored in a lookup table during an offline
stage before simulation starts. The Rs value can be directly read from the table with known
pressure, as shown in Figure 3.1.

Figure 3.1: The predication of CO2 solubility in brine at 60◦C [24] [33].

3.1.3 Single-phase state cells

For a single-phase cell, the amount of CO2 that can be dissolved in brine is not enough to
reach dissolution limit. Thus, if only liquid exits in a cell, the solution CO2-brine ratio is
computed based on the overall molar fraction of CO2 as:

Rs =
ρSTC

b zCO2

ρSTC
CO2(1 − zCO2)

(3.5)

3.2 Capillarity

Capillary pressure is defined as pressure difference across the curved interface between
non-wetting and wetting phases. Mathematically, capillary pressure can be expressed as:

Pc =
2σ cos (θ)

r
(3.6)
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3.3 Hysteresis

In which σ is the interfacial tension between the two fluids, and θ is the contact angle be-
tween rock and fluid, and r is the pore radius. As indicated by Equation 3.6, capillary
pressure depends on fluid, rock-fluid interaction parameters and rock property. For exam-
ple, capillary pressure in low permeability rock with smaller pore radius is larger than rock
with high permeability rock containing the same fluids [11].

CO2 can be collected under or even outside structural and stratigraphic traps at high satu-
ration, when the buoyancy force cannot overcome the capillary forces caused by narrower
pore throat of caprock, such that CO2 cannot enter the overlying pore space [14]. In addition,
a portion of non-wetting phase is left as discontinuous ganglia and becomes immobilized
because of capillary forces, which depend on pore structure, wettability and fluid and flow
properties, during non-wetting phase displacement by wetting-phase. The residual satura-
tion of non-wetting phase is nonzero even if capillary pressure approaches zero.

3.3 Hysteresis

The constitutive relationship, such as relative permeability and capillary pressure, are not
only functions of saturation [17], but also depend on the history of saturation, i.e., the
drainage or imbibition process. As given by Figure 3.2, the hysteretic effect in relative
permeability experiment data of strongly water-wet Berea sandstone is represented by the
difference between drainage and imbibition curves. Another example of the hysteresis be-
havior can be observed in capillary pressure curves modelled by the Leverett J-function, as
given by Figure 3.3.

Figure 3.2: Illustration of hysteretic model of relative permeability curves. (A) Primary
drainage and imbibition curves for liquid and gas phases. (B) Hysteresis behavior mod-
elled by the scanning curves that generated at the turning points at Sgt=0.2, 0.4, and 0.6
[21] [33].

When it comes to CO2 storage field operation, the hysteresis effect mainly refers to the
behavior that different relative permeability or capillary pressure curves are followed during
drainage and imbibition process. Mainly drainage process is happening in the pore space
during CO2 injection. During this process, CO2 saturation keeps increasing following the
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3 Physical models

Figure 3.3: Illustration of hysteretic model of capillarity pressure curves (A) Primary
drainage and imbibition curves. (B) Hysteresis behavior modelled by the scanning curves
that generated at the turning points at Sgt=0.2, 0.4, and 0.6 [33].

primary drainage curve, while brine saturation decreases until its residual saturation. After
injection stops, the process turns to imbibition and its relative permeability changes along
the primary imbibition curve.

3.3.1 Scanning curve

However, the transition from drainage to imbibition process does not always happen at the
maximum gas saturation. The drainage process is often interrupted before SCO2 reaches
its maximum, and changes to imbibition process. To ensure the transition is continuous,
a series of scanning curves based on primary bounding curves are constructed as shown
in Figure 3.4 [18]. The point where transition happens is called as turning point, Sgt, and
the gas relative permeability decreases to 0 when gas saturation reaches residual saturation.
It needs to be noted that both drainage and imbibition can happen along scanning curve.
In other words, no new scanning curve would be generated on old scanning curves for
alternation of flow process to maintain simulation stability.

3.3.2 Scanning curve surface

In the previous simulation work [33], the scanning curve for each cell is constructed after
the flow process is determined cell by cell. The determination of the process is based on
comparing gas saturation from the previous two time steps, or n and n-1. For example, if
Sn

g < Sn−1
g on primary drainage curve, it indicates the process is already transitioned to the

scanning curve corresponding to Sn−1
g (Sgt).

The disadvantage of this workflow is scanning curves are constructed repetitively. Moreover,
its negative impact on computation efficiency is more obvious for larger amount of grid cells.
For example, the scanning curve needs to be constructed again even though different cells
share a same turning point. Another example is when a cell stays on the same scanning
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3.3 Hysteresis

Figure 3.4: Illustration of hysteretic relative permeability models. (A) Determination process
based on scanning curves. (B) Determination process based on the proposed scanning
curve surface.

Figure 3.5: Scanning curve surfaces to model the hysteretic behaviors of relative permeability
and capillary pressure.

curves for several time steps, the scanning curve needs to be constructed for every time step
since the information is not stored.

Here we propose a new workflow, in which a scanning curve surface for the constitutive
relations can be generated at an offline stage as given by the right plot of Figure 3.4 and
Figure 3.5. After the process for each cell is determined, the gas relative permeability or
capillary pressure can be read directly from the surface, knowing the pair of gas saturation
and turning point. In this way, we avoid constructing the scanning curves repetitively, and
improve simulation efficiency.
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4 Corner point grid

4.1 Components

A structured grid has a set of six-sided cells with eight nodes, which are also logically
organized with its (I, J, K) index. Instead of being defined arbitrarily, the eight corner nodes
of corner point grid are restricted on a set of straight non-horizontal lines, which are referred
to as coordinate lines. Those coordinate lines are defined by coordinates (x, y, z)Top and
(x, y, z)Btm. Uniquely defined by (I, J) index, the set of coordinate lines forms the skeleton
of corner point grid.

Each cell in corner point grid is defined by four neighboring coordinate lines and eight
corner depth. In other words, exactly two corner nodes are located on one coordinate line
for top and bottom faces respectively. The cell has a topological cube shape when all the
eight nodes are different. However, the two nodes on one or up to four coordinated lines of
that cell can coincide. In this case, the cell is a degenerate cell, which has one or more edges
thickness that equal to zero. Degenerate cells provide the flexibility to model cells that do
not have a normal appearance, such as wedge cells in a pinch-out zone or zero-thickness cell,
because the number of layers can remain the same and the logical index scheme of corner
point gird is maintained.

4.2 Corner point gird in Eclipse

In Eclipse, the two important components of corner point grid, including coordinate lines
and corner depths, are defined by keywords COORD and ZCORN respectively. Uniquely
defined by (I, J) index, each coordinate line is formed by two coordinates. For example, if
the corner point grid has Nx and Ny of cell in x and y directions, the number of coordinate
lines in the two directions would be Nx + 1 and Ny + 1. All coordinate lines are stored in
book page format, in which I runs from 1 to Nx + 1 for each J between 1 and Ny + 1. The
intersection between coordinate lines and corner depths defined by ZCORN, can uniquely
determine the coordinates of each grid cell. ZCRON is also input in book page format, with
I running from 1 to Nx firstly, and then J from 1 to Ny and K from 1 to Nz.

4.3 Corner point grid geometry

The tetrahedral subdivision method implemented in MRST simulator [19] is employed to
acquire a variety of cell geometry information, including face centroids, face areas, face nor-
mal, cell centroids and cell volumes, based on the known points forming a face: p⃗(α1), ..., p⃗(αm).
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4 Corner point grid

Figure 4.1: Computation of geometry information of a corner point grid cell in MRST.

In MRST, hinge point, defined as the center point of the m points forming a face, can be
obtained as:

p⃗h =
∑m

k=1 p⃗(αk)

m
(4.1)

Then, the surface is tessellated into m triangles, which are specified by p⃗ (αk), p⃗ (αk+1)
and p⃗h. Based on the three vertexes, the normal vector n⃗k, area Ak and center point p⃗k

c
corresponding to each of the triangles can be obtained. Furthermore, the area A f , centroid
c⃗ f and normal vector n⃗ f related to the face are computed using the geometry information of
triangles. To obtain the geometry of cells, the center points of cells, defined as the average
of the face centroids, are computed as:

c⃗c =
∑

m f
f=1 c⃗ f

m f
(4.2)

Then, tetrahedral subdivision, in which the center point is connected to the mt face triangles,
is conducted as given by the lower right plot in Figure 4.1. The vector, defined as c⃗k

r = p⃗k
c − c⃗c,

and volume Vk related to each tetrahedral are computed. Finally, the cell volume V, and
centroid c⃗ are acquired based on the geometry information of tetrahedral.

4.4 Two-Point Flux Approximation

To illustrate the finite volume discretization of different types of grids, the convective term
in incompressible single-phase system can be used as an example for simplicity, because
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4.4 Two-Point Flux Approximation

Figure 4.2: Computation of the flux between two neighboring cartesian grid cells.

only convective term in mass conservation equation is realted to neighboring cells [15].

∇ • (u⃗) = q (4.3)

The finite volume method with two-point flux approximation is usually used to discretize
the convective term. Considering a single cell Ωi in the discrete grid as control volume,
the integral over volume equal to the flux across the closed surface according to Divergence
theorem:∫

Ωi

∇ • (u⃗) dV =
∫

∂Ωi

u⃗ • n⃗ dS (4.4)

Thus, the next step is to use Darcy’s law to compute the flux across each face of the cell. For
cartesian grids in Figure 4.2, the flux can simply be derived based on Darcy’s law,

uij =
kH

ij Aij

dij

(
pi − pj

)
= Tij(pi − pj) (4.5)

In which Tij is usually referred to as transmissibility term, and it indicates the connectivity
between the two cells.

For corner point grid, the derivation of flux between two cells is more complicated because
the distance between every two cells is not known as shown in Figure 4.3. The flux between
two neighboring grid cells i and j is given by:

ui, j =
∫

Γi, j

u⃗ • n⃗ dS (4.6)

In which Γi, j is the half interface between cell i and j that associated with control volume
Ωi. It has a twin half interface Γj, i that has identical area and opposite normal vector. At
this step, the pressure at the face centroid, πi, j, is newly introduced to express one-sided
pressure difference. Assuming the reconstructed pressure at cell center equals to average
pressure within the cell, pi, the one-sided finite difference between the pressure at the face
centroid and the pressure at some point inside the cell reads:

ui, j ≈ Ai, jKi

(
pi − πi, j

)
c⃗i, j∣∣⃗ci, j

∣∣2 n⃗i, j (4.7)

where c⃗i, j is the vector from cell centroid to face centroid, and it is not necessarily parallel
to the face normal vector, n⃗i, j. Together with face area, Ti, j the one-sided transmissibilities
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4 Corner point grid

Figure 4.3: Computation of the flux between two neighboring corner point grid cells.

or half transmissibilities that associated with cell i is given by:

Ti, j = Ai, jKi
c⃗i, j • n⃗i, j∣∣⃗ci, j

∣∣2 (4.8)

It gives a two-point relation between the flux across a cell face and the the pressure difference
between the cell and face centroids.

ui, j = Ti, j(pi − πi, j) (4.9)

Thus, it is possible to express the one-sided pressure difference between the two cells as:

Ti, j
−1ui, j = (pi − πi, j) (4.10)

Imposing continuity of fluxes and face pressure, it would lead to:

ui, j = −uj, i = uij, πi, j = πj, i = πij (4.11)

Then the introduced interface pressure is eliminated by combining the two equations above:

uij =
(

Ti, j
−1+ T j, i

−1
)−1

(pi − pj) (4.12)

And the transmissibility, Tij, that associated with the connection between two cells, is derived
from half transmissibilities:

Tij =
(

Ti, j
−1+ T j, i

−1
)−1

(4.13)

Thus, the derivation of flux across each face for corner point grid provides more generality
because the vector from cell to face centroid is not necessarily parallel to normal vector. The
transmissibility for cartesian grid can be calculated in the same manner and end up in the
same form that is derived from Darcy’s law. After transmissibility is calculated, the TPFA
scheme approximates the flux across each interface between two cells with two cell average
pressure as:

uij = Tij(pi − pj) (4.14)
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5 Simulation results

In this chapter, the results of a series of numerical simulations of CO2 injection and mi-
gration in 2D and 3D test cases are presented. They demonstrate the capability of the
developed compositional framework modelling the essential physics, such as dissolution,
capillarity, and hysteresis. In addition, the simulations on cartesian and corner point grids
are compared to show the reliability of the extension work to corner point grid. At the end,
a full-cycle CO2 injection and migration in a realistic reservoir model is simulated and the
roles of different physics are investigated. The geometry information of synthetic and re-
alistic corner point grid is generated based on the open-source simulator MRST, which can
process the ECLIPSE format input file.

5.1 Layered sand-shale model

The first test case is a benchmark study on CO2 injection into a layered sand-shale aquifer,
as shown in Figure 5.1. Based on the Sleipner Vest CO2 injection project, the 2D test prob-
lem is designed to investigate the key physical processes occurring to CO2 injection in lay-
ered formation, such as the viscous to buoyancy-driven flow and CO2 accumulation under
capillarity barrier [22] [23] [1]. With this benchmark study, the physical effects, including
dissolution and capillarity, incorporated into our compositional framework are validated.

Figure 5.1: CO2 injection into an idealized layered sand-shale formation.
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Properties Symbols Units Sand Shale

Porosity ϕ - 0.35 0.1025
Permeability k mD 3000 10
Residual gas saturation Srg - 0.05 0.05
Residual water saturation Srw - 0.20 0.20
Capillary entry pressure pce kPa 3.58 62.00

Table 5.1: Petrophysical parameters of sand and shale layers.

Figure 5.2: Relative permeability and capillary pressure models for sand and shale layers.
(A) Relative permeability for both sand and shale layers. (B) Capillary pressure.

The 2D domain is a vertical plane with a length of 6000 meters and height of 184 meters,
and only 1-m-thick cross section perpendicular to the horizontal well is modelled. The
geometry of the formation is idealized to consist of 5 sand layers that interbedded with 4
low permeability shale layers. The injection well is 30 meters below the lowest shale layer
and there is another 22-m-thick sand unit below the well. The reservoir properties for the
sand and shale layers are summarized in Table 5.1. The relative permeability and capillary
pressure curve for both sand and shale layers are given by Figure 5.2.

The initial formation temperature is 37◦C and an isothermal condition is assumed. Fluid
flow is only allowed at the right boundary, while no heat or mass flux is allowed to across
the other three boundaries. The right boundary is fixed at hydrostatic pressure to allow
fluid to flow in or out and to avoid over pressurizing the system. The initial pressure at the
height where injection well is perforated is about 110 bars.

The gas and water saturation as functions of space and time are obtained to benchmark
against results in literature. Figure 5.3 shows the distribution of gas saturation after 2 years
of injection. As CO2 is injected into the aquifer, it tends to flow upward when migrating in
sand layers because CO2 is less dense than the brine. When injected CO2 reaches the shale
layers, CO2 is accumulated below those capillary barriers and a gas column is formed, be-
cause a higher capillary entry pressure needs to be exceeded before CO2 can break through.
Because CO2 cannot migrate upward freely, CO2 plumes in sand layers below tend to spread
and migrate into the aquifer further. The comparison between our simulation results and
former research shows good agreement on the distance and the height CO2 plume migrates.

Figure 5.4 shows the CO2 saturation profile at 500 meters from injection well after 2 years.
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5.1 Layered sand-shale model

Figure 5.3: Predicted gas saturation profile after 2 year by DARSim (top), ACGSS (middle)
and TOUGH2 (bottom).
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5 Simulation results

Figure 5.4: Predicted gas saturation profile along a vertical line at 500 m distance from the
injection well by DARSim (red) and other benchmark groups (black).

The DARSim simulation result agrees well with results of the benchmark study in literature.
High gas saturation intervals in the profile plot represent the CO2 plume under each shale
layer. in addition, CO2 saturation gradually increases along the elevation within a CO2
plume. However, there is an abrupt decrease of CO2 saturation to around 0.1 at the interfaces
of sand and shale layers. CO2 at the bottom of sand layers has a similar saturation as in shale
layers. The highest CO2 plume in Figure 5.3 is missing in the profile plot of the vertical line
because the plume did not migrate to 500 meters after 2 years.

5.2 2D Cartesian VS CPG

This test case is designed to evaluate the reliability of the extension of compositional frame-
work to corner point gird. Firstly, the geometry information of a 2D cartesian box is com-
puted and stored as corner point grid, knowing the grid resolution and dimension. Then
the simulation results on cartesian grid and converted corner point grid are compared to
validate the extension work.
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5.2 2D Cartesian VS CPG

Figure 5.5: Setup of the 2D cartesian box model.

Properties Symbols Values Units

Reservoir length L 100 m
Reservoir height H 50 m
Porosity ϕ 0.2 -
Permeability k 40 mD
Initial reservoir pressure p0 2.5e7 Pa
Bottom hole pressure pw 2.5e7 Pa
Reservoir temperature T 338.15 K
CO2 density at STC ρSTC

CO2
1.98 kg/m3

Brine density at STC ρSTC
b 1060 kg/m3

Brine salinity − 1.0e5 ppm
Injection rate q 8.0e-5 PV/day
Injection time tinj 600 day
Simulation time ttot 36000 day

Table 5.2: Physical parameters and simulation settings of the 2D cartesian box test case.

The aquifer is modelled by a two-dimensional vertical cross section as in Figure 5.5, which
has a length of 200 meters and height of 50 meters. The aquifer is discretized by 200 x 50 cells
to have a grid resolution of 1 meter by 1 meter. An injection well is placed at the bottom
10 meters of left boundary, and the whole 50 meters at the right boundary is perforated
for a production well to allow fluids to flow. CO2 is injected into the aquifer at a rate of
8 × 10−5 pore volume per day for 600 days, and total time of 36000 days are simulated.
The depth of the aquifer is set to be deeper than 2500 meters to represent the typical CO2
sequestration targets. Several physical parameters used in the simulation, such as initial
pressure and temperature, are summarized in Table 5.2 [16] [33]. The relative permeability
and capillary pressure curves presented in Chapter 3 are used during simulation. At the
end of simulation, the evolution of CO2 plume at different times and quantitative trapping
amount by different storage mechanisms are obtained.

In this work, the simulation results focus on demonstrating the dynamic interaction between
CO2 and brine in a lifelong process, including injection and migration periods. The amount
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of CO2 trapped by dissolution and residual storage mechanisms are recorded to evaluate the
trapping performance quantitatively. The dissolution and residual trapping are quantified
by the solution CO-brine ratio and saturation map respectively. An overall trapping amount
is determined because it is normally regarded as securely trapped part in hydrodynamic
trapping, which is the collective term for structural, dissolution and residual trapping. All
those trapping amounts are expressed in scaled total injected amount of CO2 in the reservoir,
or the fraction of injected CO2.

In the discussion below, a nondimensionalized elapsed time, tN , defined as the ratio between
the real elapsed time and the duration of injection period, is used because the focus is on
how the distribution and trapping amount dynamically change through time, instead of
the exact prediction at a specific time step. This treatment indicates that injection period
starts from 0 and ends at 1, after which the CO2 injection ceases. In the present results,
the distribution of Sg and Rs are visualized at different moments during injection and post-
injection periods to provide an insight into the dynamics of interaction between CO2 and
brine in the full-cycle process.

The gas saturation at several nondimensional time steps for cartesian grid are given by the
left plot of Figure 5.6. During injection period, CO2 rises upward as soon as it is injected
into the aquifer because of the strong buoyancy force. After CO2 reaches the top of the
aquifer, the upward migration is prevented by the impermeable caprock. CO2 plume starts
spreading out under the caprock and flattening away from the injection well. Once CO2
injection ceases, imbibition process occurs to some regions saturated with CO2 before, such
as the interface between CO2 plume and pure brine. During this process, water will reinvade
into the pore space filled with CO2, and a fraction of CO2 is left behind and trapped as
discontinuous phase.

The solution CO2-brine ratio maps that indicate CO2 dissolution in brine are presented in
Figure 5.7. During injection period, dissolution happens in regions that are invaded by
CO2. During post-injection process, the CO2-rich brine near the well region collapses to
the bottom of the aquifer and propagates along it afterwards. Another region that has a
very distinctive developing feature is the top CO2 saturated layer. In this region, CO2 leaves
the top layer in the form of convective fingers because brine dissolved with CO2 is slightly
heavier than pure brine underneath it. As time goes by, those small descending fingerings
seem to aggregate and develop into larger fingerings.

The simulation results of converted corner point grid are given by the right plots and com-
pared with the cartesian one. The evolution of gas saturation on cartesian and corner point
grid is very similar, while the solution CO2-brine ratio maps show some small differences
in fingering behaviors during post-injection period. However, it is mainly resulted from
the sensitivity of fingering behavior to the perturbation at the interface, instead of wrong
treatment during extension to corner point grid.

The time-lapsed behaviors of different trapping mechanisms on two types of reservoir grid
are also compared quantitively in terms of trapping amount. Figure 22 shows the predicted
trapping amount due to dissolution, residual trapping and their combination, on corner
point grid agree well with the prediction from cartesian grid. Specifically, the dissolution
trapping undergoes a substantial growth during injection period. After that, the growth
of dissolution slows down and then shows an even larger increase rate at the end of post-
injection. On the contrary, only small amount of CO2 is trapped in the residual form during
injection period, and there is an abrupt increase after injection stops. However, residual
trapping amount starts to decrease after it reaches its maximum during post-injection.
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Figure 5.6: Comparison of predicted gas saturation profiles on cartesian and corner point
grid.

5.3 3D Cartesian VS CPG

Because dynamic models that are upscaled from geological models normally have a high
aspect ratio, another 3D test case is conceived to validate the extended compositional frame-
work to corner-point-grid with such large aspect ratio. Similar to the test case before, the
synthetic 3D cartesian box is stored in corner-point format, and simulation on the converted
corner-point-grid of the same geometry is conducted afterwards.

The 3D domain consists of 20 x 20 x 10 grid cells, with a grid resolution of 100 m by 100
m by 10 m. As shown in Figure 5.10, the bottom 50 meters of left boundary is perforated
to inject CO2, and a production well is placed at the right boundary to allow fluid to flow.
CO2 is injected with a rate of 0.05 m3/s for 1200 days. The total simulation time is 252000
days, at which tN equals to 210. The same physical parameters as before are used. However,
it needs to be noted that the relative permeability curves are constructed based on brooks-
corey model for better converging properties, while capillarity curves are the same as the
2D case. The only difference from the one used for synthetic 2D case is the curvature of the
drainage and imbibition curves for gas phase. The corresponding scanning curve surface is
presented in Figure 5.9.
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5 Simulation results

Figure 5.7: Comparison of predicted solution CO2-brine profiles on cartesian and corner
point grid.

Figure 5.8: Fraction of injected CO2 trapped by different mechanisms on cartesian and corner
point grid of the 2D cartesian box model.
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5.3 3D Cartesian VS CPG

Figure 5.9: Scanning curve surfaces to model the hysteretic behaviors of relative permeability
and capillary pressure in field scale test cases.

Figure 5.10: Setup of the 3D cartesian box model.

Figure 5.11 shows the injection and migration of CO2 plume in the 3D cartesian box. The
simulation results on cartesian and corner-point-gird agree each other very well. The gas
saturation at different time steps exhibits a similar displacement trend as the 2D case. CO2
starts migrating upward soon after it enters the pore space. Hindered by the impermeable
top boundary, CO2 plume spreads in the top layer as a thin layer afterwards. As given by the
solution ratio maps, the dissolution happens as CO2 invading into the pore space. During
the post-injection period, the region saturated with CO2-rich brine near well bore slumps
away and propagates along the bottom layer, while convective fingers are generated at the
interface between the top thin layer filled with saturated brine and pure brine below it.

Figure 5.12 presents the associated dynamic change of trapped amount by various mecha-
nisms, with no obvious difference between the two types of reservoir grid observed. The
dissolution trapping shows a relative constant increase rate through the whole process. On
the other hand, residual trapping amount remains around zero during injection, while an
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Figure 5.11: Comparison of predicted gas saturation and solution CO2-brine profiles on
cartesian and corner point grid.

abrupt increase happens immediately after injection stops. After reaching more than 0.4,
the amount of CO2 in residual form starts decrease with a constant rate. The mechanisms
behind these dynamic change patterns would be explained later.

5.4 Johansen field

The Johansen formation is a deep saline aquifer of the Sognefjord delta, located about 60 km
west of Mongstad area at the south-western coast of Norway, as shown by the geographic
map in Figure 5.13. It sits more than 500 meters below the Sognefjord formation, which is
the uppermost part of the Sognefjord delta and the main reservoir of the Troll field. The
Johansen formation belongs to the lower Jurassic Dunlin Gp and it is located at depth from
2200 to 3100 m below sea level. The formation spreads 60 to 100 km in lateral direction,
with an average thickness of 100 meters. As for neighboring geological layers, the Johansen
formation is overlaid by thick Dunlin shale in most investigating areas, and it immediately
lies above the Amundsen shale [8] [3].

The Johansen formation is regarded as a potential large-scale CO2 storage site due to its
sufficient storage capacity, proximity to large point sources and sealing properties. Firstly,
the thick deltaic sandstone and wide lateral extension of Johansen formation, confirmed
by seismic and well data, provide promising capacity for CO2 storage. In addition, it is
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Figure 5.12: Fraction of injected CO2 trapped by different mechanisms on cartesian and
corner point grid of the 3D cartesian box model.

found feasible to store CO2 emission from planned power plants at Mongstad and Karsto
areas, as indicated by the red dots in Figure 5.13, with pipeline or combined wessel and
pipeline solutions. Finally, the neighboring shale layers as aforementioned, particularly the
overlying Dunlin shale, ensure the containment of injected CO2. The large capacity of the
Sognefjord Delta aquifer above the storage formation also reduces the risk of CO2 leakage
to the surface.

Figure 5.13: Location of Johansen field. (A) Geographic location. (B) Sector model location.

The Johansen dataset, based on available seismic and more than 12 well logs in the MatMoRA
project [8], provides an excellent calibration tool for modelling CO2 flow and transport in
field scale. The full field model covers all zones and the entire lateral domain mentioned
above, consisting of 149x189x16 grid cell. In this study, the sector model focusing on the
southwestern part of the geological domain, as shown by Figure 5.13, is used. The sec-
tor model has heterogeneous rock properties and is discretized by 100x100x11 grid cells in
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NPD5 dataset. However, it needs to be noted that the pinch-out shales in full field model
are missing in the sector model because rock properties are interpolated from the geological
model and represents a combination of shale and sand properties. Assuming the neighbor-
ing shale layers are impermeable, the uppermost five and the bottom layer are not consid-
ered, and only the five layers corresponding to the Johansen formation are investigated.

The porosity of Johansen formation is populated with a porosity-depth trend obtained from
a neighboring field at equivalent depth level. As shown by the left plot of Figure 5.14, the
porosity values range from 0.1 to 0.3. The permeability values are modelled on a basis of
porosity-permeability trend from the Sognerfjord formation analogue. The permeabilities in
x and y direction are assumed to be the same, while the vertical permeability is ten times
smaller than horizontal permeability. The permeability values for the sandstone are mostly
larger than 100 mD, as shown by the right plot.

Figure 5.14: Distribution of porosity (left) and permeability (right) in Johansen formation,
with sector model outlined by wireframe.

In the proposed compositional framework, thermal effect is neglected, assuming the reser-
voir is at isothermal condition. The fluid properties at surface condition are same as in the
2D and 3D synthetic cases. CO2 is allowed to be dissolved into the liquid phase, and the
density change induced by dissolution and pressure is considered. The dependency of vis-
cosities of different phases on pressure is neglected for simplicity, while an average pressure
that the CO2 plume would encounter is used for the constant viscosity values. The fluid
properties together with some physical parameters used in the following simulations are
summarized in Table 5.3.

Properties Symbols Values Units

Reservoir temperature T 367.15 K
Initial reservoir pressure @3100m p0 310 bar
CO2 viscosity @ 280 bar µCO2 5.65e-5 Pa.s
Brine viscosity @ 280 bar µb 3.88e-4 Pa.s
Injection rate q 4 Mt/year
Injection time tinj 100 year
Simulation time ttot 2000 year

Table 5.3: Physical parameters and simulation scheme of the Johansen test case.
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Figure 5.15: Well pattern in the base case.

We assume a No-flow boundary condition, in which the top and bottom boundaries are
set impermeable to represent the bounding shale layers above and below. There is no flow
happening across lateral boundaries, so the injected CO2 stays in the domain if it reaches
the boundaries. A production well is perforated at north-eastern corner to avoid overpres-
surizing the domain. The injection well is placed at the south-west direction to the major
north-south trending fault, which is the deeper part of the domain [2]. The well pattern
used in the simulation cases below is given by Figure 5.15.

Assuming a geothermal gradient of 3◦C per 100m, the reservoir temperature is assumed to
be constant at 94◦C with a surface temperature of 10◦C. The initial pressure in the reservoir
is determined by hydrostatic distribution, with a pressure value of 310 bar at reference depth
3100 m. It is suggested that CO2 can be injected at a rate of 4 Mt per year to demonstrate
the storage capacity of Johansen formation [8]. In this work, 400 Mt of CO2 is injected into
the reservoir over 100 years, after which both injection and production well are shut down.
After injection ceases, the simulation continues until 2000 years to predict the migration of
CO2 plume and trapping amount during post-injection period.

5.4.1 Physics

The proposed compositional framework incorporates dissolution, hysteresis and capillarity,
which are believed to be important for CO2 trapping in saline aquifers. However, to evaluate
the relative importance of those physics and better understand the roles they are playing in
trapping CO2, a set of simulations in the absence of different physics are compared against
the base case, which includes all physics.

The CO2 saturation profiles at different time steps are given in Figure 5.16. Firstly, the
base case results are used here to illustrate the evolution of saturation distribution. Since
the injection well is placed in the most deep-seated region, CO2 starts to flow upward and
does not migrate very far in the lateral direction because of the strong buoyancy force, thus
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5 Simulation results

Figure 5.16: Gas saturation profiles for various scenarios in the Johansen field (Base case
includes all physical effects).

forming a cone-shape near wellbore region. The upward CO2 plume soon is hindered by the
top boundary and spread out in the top layers. At the end of CO2 injection, the plume front
reaches the east part of domain and readily migrate to north-east direction further due to the
structure dip trend. Dominated by the advective force during injection, the saturation behind
the front is relative constant no matter how the depth varies in the top layer. However, only
some local domes are filled with high saturation of CO2 after injection stops. This is resulting
from the dominating buoyancy force, which drives part of the CO2 at low regions migrate
further to northeast direction. At some point before 2000 years, the CO2 plume reaches the
eastern boundaries of the domain and is accumulated at those locations.

By neglecting the hysteresis behavior, the same primary drainage curves are used to evaluate
the constitutive relations during drainage and imbibition process. It indicates the residual
gas saturation is zero, or gas saturation can decrease to zero during imbibition. During
injection period, the saturation profiles do not show much difference from the base case
because mostly drainage process occurs to the reservoir. The largest difference during post-
injection period is gas saturation in most low regions decreases to zero, only leaving some
local peak in the migration path filled with CO2. Because more CO2 is free to migrate to the
east half from deep regions, the CO2 plume sweeps more areas and even reaches the fault
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5.4 Johansen field

boundary. In addition, the maximum CO2 saturation occurring to the accumulation areas is
larger due to the same behavior.

Following that, we exclude the capillary pressure by equating the pressure in different
phases. During injection period, the only obvious difference is the maximum saturation
within the plume is slightly larger. Similar to sharpened CO2-brine interfaces due to ex-
cluding capillarity in previous study, a sharper interface between local domes that is fully
saturated with CO2 and other regions is observed during post-injection.

When neglecting dissolution, we assume that CO2 only exists in gas phase and the compo-
sitional flow is simplified to immiscible two-phase flow. In consequence, the solution ratio
maps are missing in Figure 5.17, because the amount of dissolution trapping remains zero.
As shown by the outline of CO2 plume, the plume front without dissolution propagates
further than its counterpart in base case, due to the increase of free CO2 in the absence of
dissolution.

Figure 5.17: Solution CO2-brine ratio profiles for various scenarios in the Johansen field (No
dissolution test case is missing because the solution ratio is always zeros).

35



5 Simulation results

Figure 5.18: Fraction of injected CO2 trapped by different mechanisms for various scenarios
in the Johansen test case.

Figure 5.17 shows the dissolution ratio maps at five moments in the absence of different
physics. It is clearly revealed that the dissolution happens along the invasion of CO2 plume
by the base case results, while the dissolution front is slightly ahead than the plume front in
the saturation plot. In addition, it is noted that the solution ratio value gradually decreases
towards the eastern boundary since the dissolution limit has a dependency on pressure. In
the absence of hysteresis, more cells, particularly cells along the fault boundary, are swept by
dissolved CO2 because more CO2 is in mobile state, instead of in residual form. However,
neglecting capillarity does not have a big impact on the distribution of solution ratio.

Figure 5.18 shows the fraction curves of trapping amount, and it clearly reveals the different
time scales on which various trapping mechanisms act. During the injection period, the
rate of the amount of CO2 dissolved in brine gradually increases, while it slows down
immediately after injection stops and increases again after some time. However, it is obvious
the dissolution plays an equally important role during injection and post-injection periods.
On the other hand, the residual trapping amount starts rising rapidly after the cease of
injection, until a majority of CO2 is in residual form before the decrease around 1000 years.
The fraction curves of overall trapping indicate the structural trapping plays a decreasing
role while the residual and solubility trapping become more important along time.

As for the case neglecting dissolution, the amount of residual trapping also has the feature
of rapid increase after injection stops. Another important difference is the maximum fraction
it reaches is even larger than that of the base case, and it remains constant afterwards. The
larger fraction value is resulted from the further front position of CO2 plume at same time
and a larger swept area due to the absence of dissolution. In addition, the unchanged
residual trapping amount after its maximum is because the convective transport, driven by
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density difference between brine dissolved with CO2 and pure brine below it, is missing.
Those descending fingers observed in base case can cause a shift of constitutive relations,
such as from scanning curve back to primary drainage curve. In the case without dissolution,
the residually trapped gas can no longer be released as in base case, and the amount remains
the same.

When removing capillarity, the amount of dissolution trapping agrees well with base case
during injection, except a minor deviation of starting from tN = 0.2. This deviation causes
a slightly smaller fraction of CO2 dissolved in brine at the end. It is because the higher
saturation in invading zone leads to a smaller swept area. The dynamic change of residual
trapping amount shows a similar pattern as base case, which can prove that an interplay
between hysteresis and dissolution trapping exists. However, a slower decreasing rate is
observed at the end. It can be inferred that the convective transport during post-injection is
impacted by the balance between capillary and buoyancy force. The existence of capillary
pressure can help brine be imbibed into top gas cap, and CO2 can leave the top layer in the
form of descending fingers.

In the absence of hysteresis, the amount of CO2 in residual form is zero all the time because
residual gas saturation decreases to zero. The amount of dissolved CO2 during injection
does not show much difference from the base case, while a significant larger fraction of CO2
is trapped in dissolution form during post-injection period. This difference is resulted from
larger swept areas without residual trapped CO2.

5.4.2 Linear trapping model coefficient

A scanning curve starts from the turning point (Sgt), from which the transition between
drainage and scanning curve happens, and it ends at corresponding residual gas saturation
(Sgr

(
Sgt
)
). The residual gas saturation point is corresponding to a specific scanning curve,

and it is determined with a linear trapping model as [26]:

Sgr = frSgt (5.1)

In which fr is a linear coefficient to decide how much fraction of CO2 would be in residual
form if a cell is transitioned to imbibition process with a saturation Sgt.

However, the impact of this linear coefficient on residual trapping and its indirect impact on
dissolution trapping are not clear. In this study, three different linear coefficients are used
to investigate how the evolution of saturation and solution ratio are impacted. Figure 5.19
shows the difference in saturation profiles caused by different linear coefficients. During
post-injection, less CO2 is in residual form as shown by the low saturation value in the same
migration path as the coefficient decreases. In consequence, more mobile CO2 can migrate
along the topology of the top layer to shallower regions, which can be seen from the swept
cells near the fault. In addition, the solution ratio maps in Figure 5.20 also indicate that an
increasing number of cells are invaded by CO2, as fr decreases from 0.5 to 0.1.

As given by Figure 5.22, the extra dissolved CO2 with smaller fr is due to a larger swept
area. Although a similar pattern is observed by the three fraction curves of residual trapping,
the amount of CO2 in residual form at the end heavily depends on the investigated linear
coefficient. The residual saturation profiles given in Figure 5.21 clearly reveal that the largest
residual saturation values are scaled by the linear trapping coefficients. In other words, less
CO2 would be eventually trapped in residual form with a smaller fr, if the process turns to
imbibition at a same saturation value.
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Figure 5.19: Gas saturation profiles in the top layer of Johansen field with different linear
trapping coefficients.
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Figure 5.20: Solution CO2-brine ratio profiles in the top layer of Johansen field with different
linear trapping coefficients.
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Figure 5.21: Residual gas saturation profiles in the top layer of Johansen field with different
linear trapping coefficients.
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Figure 5.22: Fraction of injected CO2 trapped by different mechanisms with different linear
trapping coefficients.

Well index x [m] y [m] i-index j-index k-index

INJ1 524276 6692948 57 47 6-10
INJ2 520847 6693306 64 47 6, 7, 10
INJ3 521139 6696877 64 40 6, 7, 10
PROD 555553 6714358 1 1 6-10

Table 5.4: Coordinates of injection and production wells.

5.4.3 Injection location

In this work, three injection scenarios are simulated to examine the change of migration
path and how trapping amounts differ from each other if different migration path is taken.
Furthermore, an optimized location for the injection well can be proposed based on pre-
dicted trapping amount. The coordinates for proposed injection wells and the producer are
summarized in Table 5.4. The location of well INJ1 is same as the base case before, and all
5 layers are perforated for injection. The well INJ2 is 3km west to the proposed INJ1, while
the well INJ3 is 3km north to INJ2, as shown in Figure 5.23. It needs to be noted that only
layer 6, 7 and 10 are perforated around INJ2 and INJ3 to ensure injectivity because there is
a low-permeability wedge existing in the other two layers.

The distribution of gas saturation and solution ratio in the top layer are given in Figure 5.24
and Figure 5.25 respectively. It is noticed that slightly more CO2 migrates to north in the
well INJ2 scenario, while a small fraction of CO2 still reaches the east boundary after 2000
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Figure 5.23: Well patterns in the sensitivity study on injection location.

year. In comparison, most CO2 migrates and stays in the west half at the end of simulation
when CO2 is injected through well INJ3.

Figure 5.26 shows the increase rate of dissolution trapping amount in the well INJ1 case is
slightly slower than that of the other two cases. It is inferred that the pressure in the regions
around the well INJ2 and INJ3 increases faster because a larger injection rate is imposed
when same amount of CO2 is injected through only three sources. Because the dissolution
limit is proportional to pressure at given temperature, slightly more CO2 can be dissolved
into brine in these two cases.

However, the residual trapping amount reduces by more than 0.1 in both well INJ2 and
INJ3 cases, following a similar development pattern as the well INJ1 case. This difference is
partially because less CO2 is in gas phase while more dissolution occurs. Moreover, as given
by Figure 5.27, the distribution of gas and residual gas saturation reveals that significant
amount of free CO2 still exists in the bottom layer of the two cases, due to the bounding low
permeability wedge and impermeable bottom boundary. These two effects reinforce each
other and cause the reduction of residual trapping in the INJ2 and INJ3 cases. Moreover,
overall trapping plays a less important role in the last two cases, as indicated by the reduction
by around 0.2 at the end of simulation.

5.4.4 Depth

The density of CO2 changes abruptly at around 800 meters depth because of the change
from gaseous to supercritical CO2. This sensitivity study is designed to investigate the
trapping potential of aquifers at different depth and how the various trapping mechanisms
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Figure 5.24: Gas saturation profiles in the top layer of Johansen field with different well
patterns.
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Figure 5.25: Solution CO2-brine ratio profiles in the top layer of Johansen field with different
well patterns.
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Figure 5.26: Fraction of injected CO2 trapped by different mechanisms with different well
patterns.

Figure 5.27: Residual gas saturation and gas saturation in the bottom layer of Johansen field
after 2000 years. Solid cells represent the location of low-permeability wedge in the west
of the field, while wireframe represents the outline of the field.
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Depth [m] Temperature [◦C] CO2 viscosity [Pa.s] Brine viscosity [Pa.s]

2800 94 5.65e-5 3.88e-4
2000 70 5.39e-5 5.13e-4
1200 46 4.99e-5 7.41e-4

Table 5.5: Physical parameters of fluids in the sensitivity study on aquifer depth.

act differently. An average depths can be obtained from the interval in which CO2 plume
migrates. We conceive two other scenarios at different average depths, based on which
the temperature and viscosity of fluids are determined. In other words, the same reservoir
grid is used, while the reservoir as whole is assumed to be at shallower depth. Table 5.5
summarizes the parameters used in different simulation cases.

Figure 5.28 and Figure 5.29 show the saturation and solution ratio maps respectively. The
first two cases do not show much difference, which is resulted from the small density differ-
ence between the two cases as shown in Figure 5.30. However, the plume front in the case
with the shallowest depth propagates less further during post-injection period, comparing
with the first two cases. It is inferred that the buoyancy force in the third is not as large as
the first two cases, which means that the density of CO2 is slightly larger than that of the
first two cases during the later stage of migration.

Figure 5.31 shows the fraction curve of trapping mechanisms in different cases. The third
case has slightly more CO2 dissolved in brine because the solubility limit is larger as shown
in Figure 5.29. However, the dissolution in the other two cases exceeds it during post-
injection because of larger swept area. The same reason also causes less CO2 in the residual
form at the end, although a similar growth pattern is observed.
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Figure 5.28: Gas saturation profiles in the top layer of Johansen field in different aquifer
depth scenarios.
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Figure 5.29: Solution CO2-brine ratio profiles in the top layer of Johansen field in different
aquifer depth scenarios.
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Figure 5.30: CO2 density under the average reservoir pressure in different aquifer depth
scenarios [30]

Figure 5.31: Fraction of injected CO2 trapped by different trapping mechanisms in different
aquifer depth scenarios.
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6 Conclusions

In this work, we present a compositional framework that is developed to simulate CO2
storage during lifelong process in saline aquifers with complex geological features based on
corner point gird geometry. The general framework that considers various physical effects,
improves computation efficiency by a parameterization method.

The proposed compositional framework is evaluated by several test cases focusing on its dif-
ferent capabilities. The benchmark problem, in which CO2 is injected in a layered formation,
demonstrates the ability of the simulator to describe the key processes happening in viscous
to gravity driven flow. The well captured phenomena, such as CO2 accumulation under
capillarity barriers, gas breakthrough and dissolution, validates that these physical effects
are reliably considered. In the followed 2D and 3D test cases, the reliability of the extension
work to corner point grid is examined. Following that, the roles of various physical effects
are playing in trapping CO2 are investigated in a realistic reservoir model. Moreover, the
sensitivity of the migration of CO2 plume and trapping amount on well patterns and other
physical parameters are studied. Here below are the main findings from the field study.

6.1 Roles of different physics

The dissolution of CO2 in brine occurs when CO2 and brine are in contact. As CO2 mi-
grates and spreads in top layer, the brine dissolved with CO2 tends to sit on the top of pure
brine, which leads to gravitational instability. Eventually, this would trigger the convective
transport from plume above to the bottom of aquifer. It is found that an interplay between
dissolution and hysteresis exists as the convective displacement may shift constitutive rela-
tions and release residually trapped CO2 furthermore.

The hysteresis behavior of constitutive relations means that they do not only depend on the
current saturation value, but also the saturation history or the process that is taking place.
In our framework, a scanning curve surface, or a parameterized space, can be constructed
based on primary bounding curves. Knowing a pair of saturation value and turn point
corresponding to that specific cell, constitutive relations can be determined directly from
the obtained space. Moreover, the unique residual saturation corresponding to every cell on
different scanning curves can also be modelled. In this way, the effect of residual saturation,
one of the most important trapping mechanisms, is captured in a robust way.

Capillary force can help imbibe brine into the part of aquifer occupied by CO2, by which a
transition zone from the plume to pure brine below is formed. In the transition zone, gas
saturation value decreases from CO2 endpoint saturation to zero. Thus, the existence of
capillarity would have an impact on saturation values in the plume and total swept area,
through which the dissolution and residual trapping amount are affected. Moreover, it
is inferred that the convective transport during post-injection period is accelerated while
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capillarity exists, indicated by the larger decrease rate of residual trapping at the end in base
case.

6.2 Dynamic change

The fraction curves of trapping amount by various mechanisms indicate that the identified
trapping mechanisms operate on a variety of time scales. In particular, the increase rate of
dissolution trapping amount often changes after injection stops, but the trapping contribu-
tion is found equally important during injection and post-injection period. On the contrary,
residual trapping often starts playing a role after injection stops, while its contribution can
surpass that of dissolution trapping in a short time. At the late stage, obvious evidence
shows that the two trapping mechanisms interact with each other and cause a decrease of
the trapped amount in residual form.

6.3 Trapping amount of different mechanisms

In the field scale study, around 10% of trapped CO2 is attributed to dissolution trapping
with a constant rate during injection. At the end of simulation, the amount of dissolution
trapping increases to around 30%. However, the increase rate during post-injection period
tends to slow down and increase again after some time. On the other hand, the amount
of CO2 in residual form almost remains zero during injection because drainage process is
dominating in the invaded pore space. Immediately after the cease of injection, an abrupt
increase in residual trapping amount is observed, which can be attributed to the invaded
regions around injection well. The trapped amount starts to decrease with a relatively slow
rate after it reaches the maximum values. The decrease is resulted from the release of
residually trapped CO2 by the descending fingers.

The sensitivity study on well pattern reveals that the amount of dissolution trapping is
sensitive to pressure change, while residual trapping amount can be impacted by the rock
heterogeneity. The existence of low-permeability wedge increases the contributions of struc-
tural or stratigraphic trapping since a significant amount of free CO2 is trapped below some
local structural features. However, the residual trapping amount is reduced because less
CO2 can migrate and get residually trapped along the migration path. On the other hand,
the amount of residually trapped CO2 heavily depends on the linear coefficient that is used
to model residual gas saturation effect. The trapping potential of aquifers at different depths
do not show much difference in these conducted scenarios. However, it is partially due to
the limitation of assumed isothermal condition and constant viscosities, without which the
different behaviors of CO2 plume caused by depth change are expected to be better cap-
tured.
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The developed compositional framework demonstrated its predictability on plume migra-
tion and trapping amount in the application to a field-scale reservoir grid. In this section,
some topics for further improvements are suggested.

7.1 Thermal effect

In this study, thermal effect is neglected by assuming an isothermal condition. However,
CO2 is normally expected to migrate over large distances, which normally corresponds
large elevation and temperature difference in realistic reservoir. Non-isothermal effects play
a significant role in CO2 injection and plume migration due to thermodynamic equilibrium
and fluid properties [31]. Moreover, it is found that mechnical risks, such as casing failure,
may increase due to thermal stresses caused by temperature difference between the wellbore
and the surrounding rock [29]. Thus, to capture the migration of plume and assess trapped
amount more accurately, energy balance equation needs to be introduced to address the
coupled thermo-hydro-mechanical-chemical problem.

7.2 Molecular diffusion

Molecular diffusion is suggested to be considered by some research because CO2 storage
in saline aquifer normally happens on a century-long time scale, on which it can be an
important factor [13]. For example, dissolved CO2 in brine is transported away from the
interface of the two phases driven by diffusion, although it is believed to be an extremely
slow process. To incorporate the physical effect of diffusion, a non-advective flux of one
component within a given phase needs to be introduced into the mass conservation as [9]:

∂

∂t
(ϕρTzc)+∇•

( nph

∑
α=1

xc,αραuα

)
+∇•

( nph

∑
α=1

Sαρα Jα

)
−

nph

∑
α=1

xc,αραqα = 0, ∀c ∈ 1, .., nc (7.1)

in which Jα is the diffusion flux of component c in phase α. According to Fick’s law, it is
proportional to its concentration gradient as:

Jα = −ϕDc,α∇xc,α (7.2)

where Dc,α represents the diffusion coefficient for component c in phase α.

53



7 Future work

7.3 pEDFM implementation

The widespread fractures in subsurface geological formations, which are naturally and arti-
ficially induced, can have significant impact on flow patterns, because of the large contrast
in conductivity between fractures and their neighboring host rock. The projection-based
embedded discrete fracture model (pEDFM) can be implemented to represent fractures ex-
plicitly and investigate the role of fractures in CO2 storage mechanisms [28] [34]. In this
way, it is possible to assess CO2 storage in real field process scenarios.
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