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Abstract

Sequestration of carbon dioxide (CO2) in depleted gas reservoirs is an attractive choice, especially in The
Netherlands, to reduce CO2 emissions into the atmosphere. Injection of CO2 in the subsurface geological
formations can distort local thermal, chemical and geomechanical equilibria. As such, it results in highly
coupled (thermo)physical effects in the near wellbore region, referred to as “near wellbore effects”. In this
work, qualitative and quantitative descriptions of the near wellbore effects in depleted gas fields on macro-
scopic scale are provided. The primary focus is on the thermal effects (i.e., Joule-Thomson effect, water va-
porization and CO2 dissolution) and specific chemical effects (i.e., salt precipitation and hydrate formation).
Occurrence and the corresponding magnitude of certain near wellbore effects influence the injectivity of CO2

both positively and negatively. In several occasions these effects can lead to severe reduction of the injectivity.
To accurately model these effects, thermal multi-component multi-phase simulations are conducted using
both TOUGH2-ECO2MG and CMG-GEM commercial-grade simulators. Important is that these simulations
include precipitation of salt and phase changes of CO2 during repressurization of the reservoir. Extensive
sensitivity study on numerous 1D, 2D and 3D reservoirs with various injection parameters and degrees of
heterogeneity is carried out. A comprehensive 3D geological model of the nearly depleted P18-4 gas field (lo-
cated in the Dutch North sea) is also investigated, in order to examine the near wellbore effects in a real-field
application. Moreover, the potential control of the near wellbore thermal effects by interplay of controllable
operational parameters (e.g. rate, temperature or composition) and the local reservoir pressure and temper-
ature conditions is presented. Results reveal that the high injection rates targeted for real CO2 injection (i.e.,
1.1 Mt/yr) in combination with low initial reservoir pressures (> 40 bar) and a large reservoir volume provide
favorable conditions for development of predominantly excessive cooling effects (15oC) near the wellbore.
Injection of CO2 in gaseous conditions at low temperatures can cause such strong cooling that hydrate can
form, which can potentially jeopardize the injection process due to clogging of the reservoir. However, as for
its specific geometry and well location, the thermal effects are significantly less pronounced in the P18-4 field
model. Besides, heterogeneity of the formations plays a key role in the distribution of the appearing effects
along the wellbore. Overall, for the considered cases, the injectivity is found to be enhanced rather than de-
creased by the studied near wellbore effects, with the proviso that the conditions in the near wellbore region
remain outside the hydrate formation window.
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1
Introduction

In the last decades the concentration of carbon dioxide (CO2) in the atmosphere significantly increased (see
figure 1.1), as a result of anthropocentric emission by combustion of excessive amounts of fossil fuels [1].
CO2 is recognized as a greenhouse gas (GHG) responsible for absorption and emission of thermal radiation.
Hence, the concentration of CO2 has a significant impact on the atmosphere’s energy balance and intensifies
the greenhouse effect leading to global warming [2]. Global warming is one of the most complex issues of
today’s society. Based on the continuously increasing global energy demand, which can at the current stage
of development only be partly covered by sustainable energy sources, the CO2 emission is forecasted to rise
in the upcoming decades at vexatious rates [3].

Mitigation of supplementary accumulation of CO2 in the atmosphere is necessary to prevent the occurrence
of irreversible climate issues. A feasible solution is storage of CO2 in geological formations, eliminating emis-
sion into the atmosphere. Depleted gas fields proved to have suitable characteristics for safe and permanent
storage of CO2 [4]. To ensure long term integrity of the storage, it is necessary that the combination of reser-
voir and fluid behavior during and after the injection phase is properly understood, modeled and monitored.

Geological storage forms the final stage in the Carbon dioxide Capture and Storage (CCS) chain. CCS com-
prises the entire process from the CO2 source to geological storage. In Europe, application of geological stor-
age of CO2 would obviate roughly 47% of the yearly emissions into the atmosphere [5].

Figure 1.1: Carbon dioxide concentration in the atmosphere over the last decades [6].
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1.1. Subsurface CO2 storage
The subsurface has significant potential to permanently store substantial volumes of captured CO2 in a safe
manner. Geological formations considered as targets for CO2 sequestration are characterized by large stor-
age capacities, reasonable formation properties and excellent trapping features, minimizing the chances of
leakage to the surface [7]. Different geological settings eligible for CO2 storage are (see figure 1.2) [4]:

• Saline aquifers
• Oil and gas reservoirs
• Coal beds (ECBM)
• Salt structures

Figure 1.2: Overview of subsurface storage options [4].

Various storage mechanisms have been identified for CO2 sequestration in geological formations [4]. These
are: (1) Structural and stratigraphic trapping, where CO2 migration is obstructed by structural and strati-
graphic features as faults, folds or pinched-out formations; (2) Capillary trapping, where CO2 is immobilized
at residual saturation by capillary forces; (3) Solubility trapping, where the CO2 gets trapped by dissolving into
the formation brine; (4) Mineral trapping, where the dissolved CO2 is fixated in minerals after reacting with
rock minerals and formation fluids. Figure 1.3 provides an overview of the trapping mechanisms including
their corresponding time scales and storage securities.

Figure 1.3: Trapping mechanisms of CO2 in geological formations [8].
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1.1.1. Aquifer versus hydrocarbon reservoir storage
The primary locations for geological CO2 storage are saline aquifers and depleted hydrocarbon reservoirs.
Saline aquifers typically offer higher storage capacities compared to depleted hydrocarbon reservoirs be-
cause of their larger volumes. In addition, saline aquifers are more abundantly present in the subsurface
[4]. However, in contrast to hydrocarbon reservoirs, for the majority of the saline aquifers sealing capacities
unsure because of the absence of validation data. Due to the lack of data and absence of onsite facilities on
most saline aquifers, the short-term practical implementation of CO2 sequestration in depleted hydrocarbon
reservoirs tends to be more straightforward [9].

A large contrast exists in characteristic properties between saline aquifers and depleted hydrocarbon reser-
voirs. Generally the reservoir pressure of aquifers are at or above hydrostatic pressure. This in contrast to
the typically low pressures of depleted hydrocarbon reservoirs. The reservoir pressure affects the physical
phenomena during and after CO2 injection and injection in highly pressurized reservoir can be precarious.
Absence of residual hydrocarbons in saline aquifers significantly influence the modeling complexity by al-
tering the occurrence physical phenomena and geochemical reactions. In saline aquifers, the flow system
can be usually reduced to two phase CO2-brine problems, which is contrary to hydrocarbon reservoirs where
three or more phases can coexist.

1.1.2. Hydrocarbon reservoir types and storage options
CO2 can be injected purely for permanent storage in hydrocarbon reservoirs. However, CO2 can also be uti-
lized as driving substance in enhanced oil recovery (EOR) or enhanced gas recovery (EGR) methods, enhanc-
ing ongoing hydrocarbon recovery for fields on stream while simultaneously storing CO2. Main differences
between EOR and CO2 storage projects in depleted fields are the operational conditions and residual satu-
rations of the reservoir fluids. EOR and EGR processes operate at higher reservoir pressures compared to
storage processes in depleted fields.

The type of hydrocarbons in hydrocarbon reservoirs (i.e. oil or gas) significantly impacts the CO2 sequestra-
tion process. It affects the dynamic storage capacity in terms of compressibility, oil is less compressible than
gas, and miscibility. Modeling of CO2 injection in oil reservoir is more complex than gas reservoirs. This is
caused by presence of additional gas besides the residual oil under depleted conditions, primairly if the oil
bubble point has been reached. Consequently, high order multi-phase systems arise due to the existence of
the residual oil phase, impacting the CO2 flow behavior and injectivity [10].

Gas reservoirs: drivingmechanisms
Different driving mechanisms can be distinguished for natural gas reservoirs based on the amount of aquifer
support provided to the reservoir, ranging from depletion driven (no aquifer support) to entirely water driven
(strong aquifer support). Other uncommon mechanisms as slow gas and tight gas are disregarded here. The
drive mechanism determines the reservoir pressure response during production, well shut-in and subse-
quently at the onset of CO2 injection (see figure 1.4) [9]. This remaining reservoir pressure at the onset of CO2

injection plays an important role in the magnitude and type of thermophysical phenomena occurring in the
near wellbore region and further in the reservoir during the injection process.

Figure 1.4: Gas field pressure responses during production for various degrees of aquifer support, modified after [9].
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Water drive
In water driven gas reservoirs, the reservoir pressure remains fairly constant and close to hydro-static con-
ditions throughout the production processes due to the continuous water influx from a connected aquifer.
Recovery factors for water driven gas reservoirs are therefore typically low, approximately 60%. Strong wa-
ter influx reduces production from gas well as a result of water coning around and into the well. Hence,
watering-out the gas well and preventing production of the remaining gas in place. Nevertheless, the water-
drive reservoirs, having a substantial residual gas saturation, tend to be suitable candidates for CSEGR (i.e.
CO2 injection combined with gas production) [9, 11].

Depletion drive
During gas production from depletion driven gas fields, the reservoir pressure declines due to the absence
of water influx and low pressures can be reached. Accordingly, watering-out problems of the gas production
well will not be encountered and a reasonable gas recovery of roughly 90% can be achieved [11].

1.2. CO2 storage potential in Dutch North Sea depleted gas fields
The Netherlands contains a large number of exploited gas fields (> 190) and is mainly due to the Groningen
gas field one of the largest producers of natural gas in Europe. The majority of these gas fields are close to the
end of their production life cycle or already fully depleted and could be utilized for storage of CO2 [12]. Within
The Netherlands more than 150 fields are characterized as potential subsurface storage location having a to-
tal storage capacity of 2.7 Gt (excluding the Groningen gas field and natural gas storage location), of which
1.7 Gt is available in offshore fields (see table 1.1). In theory the number of fields and total storage capacity is
significantly higher. However, tight reservoirs with a permeability less than 100 mDm are excluded based on
practical considerations. CCS in The Netherlands mainly focuses on the storage of CO2 in offshore depleted
gas fields. Aquifers identified as suitable for CO2 storage in The Netherlands are scarce, but this may change
in the future. Nearly all of the offshore gas field considered for storage are depletion driven reservoirs, thus
having exceptionally low reservoir pressures after depletion at onset of the CO2 injection phase. In figure 1.5,
an overview is provided of the locations of platforms connected to offshore fields characterized as potential
storage locations. For national implementation of CCS the large offshore fields with high capacities (> 100
Mt) and favorable reservoir properties (mainly located in the K and L blocks), and fields close to shore (P and
Q blocks) are the main targets [13].

Presently, CO2 is only being injected in the K12-B field. However, due to the limited (re-)injection rate of the
locally produced CO2, as byproduct of natural production, this pilot project is not comparable to the injec-
tion rates targeted. Detailed feasibility studies have been conducted on the offshore P18-4 field in the vicinity
of the Port of Rotterdam as part of the ROAD project and a storage license was provided for injection of 5 Mt
CO2 over a time-span of 5 years. But, due to limited funding the project is currently canceled [12].

In the recently published 2017 coalition agreement, the Dutch government decided to set a new environ-
mental goal stating that in 2030 at least 20 Mt should be stored yearly in Dutch offshore fields. Consequently,
supplementary subsidies and investments will be provided in the upcoming years, stimulating research and
pilot projects concerning CCS.

Table 1.1: Dutch CO2 storage capacity onshore and offshore (excluding the Groningen gas field and natural gas storage locations) [13].

Location Offshore Onshore

Capacity (Gt) No. of fields Capacity (Gt) No. of fields

Theoretical storage capacity 2.2 222 1.4 172
Practical storage capacity 1.7 104 1.1 54
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Figure 1.5: Map of platforms in the Dutch North Sea connected to depleted gas fields characterized as potential location for CO2
sequestration [13].

1.3. Prior research on the modeling of geological CO2 storage
Research on geological CO2 sequestration accelerated over the last 25 years. Geological CO2 storage is a
broad and complex issue comprising various facets ranging from thermophysical transport phenomena to
geochemical and geomechanical processes. Significant effort has been made on numerical modeling of CO2

flow and transport in geological formations [6]. Numerous numerical models have been extensively exam-
ined and benchmarked [8]. However, the majority of the available simulators incorporate thermodynamic
models explicitly for CO2-brine systems only applicable to aquifer storage. In addition, many models incor-
porate only part of the relevant (thermo)physical processes involved and explicitly focus on one particular
effect. Hence, the effects are primarily studied individually despite their strongly coupled nature. Injection of
CO2 disturbs local equilibria and induces thermophysical effects influencing the injectivity. Numerical mod-
els and laboratory experiments were developed and conducted to investigate induced effects as salt precipi-
tation [14–16], hydrate formation [17–19] and thermal or hydraulic fracturing [20–22]. Due to the significant
dependency of the thermophysical properties of CO2 on pressure and temperature, a comprehensive under-
standing of non-isothermal processes along all the elements within the CCS chain and especially within the
near wellbore region is necessary [23, 24]. Recently, much attention is paid to CO2 sequestration in depleted
gas fields and CO2 in EGR applications which require a different modeling approach due to the presence of
methane in the thermodynamic model and the generally low pressure of depleted fields [9, 25, 26]. The CMG
GEM simulator claims to be capable of coupling most of the mentioned effects in presence of methane, while
entirely accounting for thermal effects as dissolution, vaporization and the Joule-Thomson (JT) effect [27].
Moreover, the TOUGH simulator, extensively utilized to simulate aquifer storage [28] has been extended to
include a thermodynamic model with methane, also enabling analysis of (thermal) effects (e.g. the JT effect)
in presence of methane [29–32]. The occurrence of the previously mentioned JT effect and its magnitude
during CO2 injection at depleted conditions was tested in an experimental core scale study [33]. Likewise, an
analytical solution was developed for rapid determination of the JT effect at depleted conditions [34].
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1.4. Research objectives
Prior to large-scale storage of CO2 in depleted gas fields in the Dutch North Sea, proper research is required
to define the physical impact of the highly coupled potential near wellbore effects as a consequence of CO2

injection. This study focuses particularly on depletion driven methane reservoirs at low depleted reservoir
pressures (<50 bar; below the critical point of CO2), abundantly present in the Dutch North Sea. In this
research, a time scale is considered corresponding to the injection period, i.e. 0 to approximately 20 years.
Certain near wellbore effects arising during this injection period can potentially impair the formation in the
vicinity of the injector, having a detrimental impact on the injectivity of CO2, while other effects can enhance
the injectivity. Knowledge acquired via this research on the physical impact of CO2 injection at the depleted
conditions considered can be utilized to take precautionary measures to mitigate or prevent several of the
detrimental near wellbore effects (e.g. by changes of operating conditions). Eventually this would shorten the
CO2 injection time-span and enhance processes safety, hereby forming an essential element in the national
deployment of CCS. Hence, the following research objectives are formulated:

• Determine and quantify the potential near wellbore effects provoked by injection of CO2 in depleted
gas reservoirs;

• Perform a sensitivity study on the parameters affecting potential near wellbore effects to determine
dominant factors;

• Study the thermophysical influence of the presence of methane and other components in the reservoir
or CO2 stream on the magnitude of the near wellbore effects with respect to CO2-brine systems;

• Define the consequences of the near wellbore effects on the injectivity of CO2;

• Characterize optimal injection conditions to mitigate potential detrimental effects.

This research starts with a theoretical explanation of potential near wellbore effects induced by CO2 injection
including the underlying thermophysical phenomena and governing equations (chapter 2 and 3). Thereafter,
the utilized numerical simulators and obtained results of a sensitivity study on CO2 injection in a depleted
reservoir are discussed (chapter 4 and 5). Then, a section is devoted to potential factors and conditions that
can be alter to control near wellbore effects (chapter 6) and afterwards an injection test case is performed
on the P18-4 field (chapter 7). The simulations are subsequently briefly discussed (chapter 8). Finally, a
conclusion is drawn on the probability of the occurrence and related magnitude of the near wellbore effects
considered and the corresponding influence of these effects on the injectivity (chapter 9) and recommenda-
tions are provided (chapter 10).

Several software programs are utilized to conduct this study. Modeling of CO2 injection in the subsurface is
performed with the aid of an academic and a commercial reservoir simulator, i.e. TOUGH2-ECO2MG and
CMG GEM respectively. For visualization and analysis of the simulation results MATLAB is used. This thesis
forms the first step for EBN to integrated CCS modeling, from capture to storage.



2
Fluid-rock characteristics and governing

equations

Precise modeling of non-isothermal processes during CO2 injection in depleted gas reservoirs is essential due
to the strong dependency of the fluid properties (e.g. density, viscosity and solubility) on the local tempera-
ture and pressure conditions. These fluid properties control the transport and thermophysical processes in
the reservoir.

2.1. Characteristic properties of CO2, CH4, brine and their mixtures
2.1.1. Phases and components
Injection of CO2 in a depleted gas reservoir system resembles a multi-component multi-phase system. Sev-
eral phases can be distinguished in the reservoir during a CO2 injection process depending on the local condi-
tions, i.e. a liquid aqueous phase (Aq), a non-aqueous liquid phase (NAL), a non-aqueous vapor phase (NAV)
and a separate solid salt phase (s). The aqueous phase is formed mainly by water (H2O), wherein dissolved
salt components and traces of non-aqueous components (i.e. CO2 and CH4) can be present. On the other
hand, the non-aqueous phases consists of a mixture of the non-aqueous components (CO2-CH4), of which
the composition can vary from pure CO2 to pure CH4. The non-aqueous phase can contain some additional
dissolved or vaporized H2O components. Besides, the solid phase comprises only precipitated salt. The men-
tioned phases can coexist inside the reservoir in numerous configurations, varying from a single phase system
(i.e. only the aqueous phase) to a four phase system where the liquid aqueous phase, non-aqueous phases in
both liquid and vapor conditions and solid phase are present. In a real gas reservoir, more components are
present in the system than described above. However, for convenience and brevity, the components treated
are restricted to solely the essential components necessary to adequately describe the system.

2.1.2. CO2-CH4 phase behavior
Introduction of CO2 in an initially filled CH4 reservoir induces formation of a multi-component mixture con-
sisting of CO2-CH4 and traces H2O vaporized from the aqueous phase. For pure components, the vapor-
liquid equilibrium (VLE) can be simply described by a vapor pressure curve separating the vapor and liquid
phase in a pressure temperature diagram (see figure 2.1 (right)). However, for mixtures phase envelopes are
defined (see figure 2.1 (left)). VLE characteristics of a CO2-CH4 mixture deviate from the characteristics of
its pure components. The phase envelopes, which consists of a dew-point and bubble point line originat-
ing from the critical point, enclose the two phase liquid-vapor region. At the critical point the phases are in
equilibrium and have an identical composition. A cricondentherm and cricondenbar can be specified on the
outline of the phase envelope. The former indicates the maximum temperature for which liquid can coexist
with vapor while the latter indicates the maximum pressure for which vapor can coexist with liquid. Above the
critical pressure and temperature the substance in supercritical phase. The critical pressure and temperature
of pure CO2 are 73.9 bar and 31.1oC respectively. Within the range of temperature and pressure conditions
encountered in depleted gas reservoirs, multiple phases can coexistence. Changes of these conditions caused
by the CO2 injection can induce phase transitions to occur in the reservoir.
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Figure 2.1: (left) Phase envelopes of CO2-CH4 mixtures for different mixture compositions, obtained from WinProp 2017 [27] and (right)
phase diagram for pure CO2 [6].

2.1.3. Thermodynamic properties CO2 and CH4
The thermodynamic properties of a mixture highly depend on the pressure and temperature condition and
are closely correlated to its composition. Essential thermodynamic properties (i.e. density, viscosity and spe-
cific enthalpy) of the pure components and mixture with a 0.66 mole fraction of CO2 are shown in figure 5.22
at different temperatures.

Figure 2.2: Density (left top), viscosity (right top) and specific enthalpy (bottom) for different mixture compositions in mole fraction
ranging from pure CO2 to pure CH4 at different temperatures (oC), obtained from [35].
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In the given pressure and temperature range (i.e. 31 to 91oC and 0 to 300 bar), both the density and viscosity
of CO2 are higher compared to CH4, while the enthalpy of CO2 is lower. As the CO2 reaches critical pressure
the density, viscosity and enthalpy abruptly change, in particular at lower temperatures, which is attributed
to the phase transition of CO2. The properties of the CO2-CH4 mixture scale between the values of pure CO2

and CH4.

2.1.4. Properties of brine
The thermodynamic properties of brine slightly deviate form pure water due to presence of dissolved salts.
In figure 2.3, the properties of brine with a salinity of 15 wt% NaCl are plotted. Brine density and viscosity are
obtained from the correlations provided by Batzle and Wang [36]. For the determination of the enthalpy the
correlation from Michaelidis [37] has been adopted. The enthalpy of brine is a combination of the enthalpy
of pure water, enthalphy of dissolved salts and its mixing enthalpy. Viscosity and specific enthalpy of brine
barely change over pressure.

Despite the numerous salt components that can be present in brine in the subsurface, in this research only
presence of NaCl is considered. Dissolved salt components starts to precipitate from the aqueous brine phase
into solids, if the dissolved salt concentration (xN aC l ,Aq ) exceeds the solubility limit (xN aC l ,Aq,max ). This
solubility limit is mainly affected by the temperature of brine and is calculated using [38]

xN aC l ,Aq,max = 0.26218+7.2×10−5T +1.06×10−6T 2, (2.1)

where T is the temperature in oC. The solubility limit increases with increasing temperature.

Figure 2.3: (left) Density of brine with 15 wt% NaCl plotted over pressure for different temperatures and (right) viscosity and specific
enthalpy of brine plotted over temperature.

2.1.5. Mutual solubility
The CO2 and CH4 components in the non-aqueous phase can dissolve in the brine phase while simultane-
ously H2O components of the brine phase can dissolve or evaporate into the non-aqueous phase, causing
mutual exchange of components. This mutual exchange of components is associated with thermal effects,
which is further addressed in paragraph 2.2. Whether water evaporates or dissolves from the aqueous into the
non-aqueous phase depends on the phase condition of the latter. However, for convenience, dissolution of
water in the non-aqueous phase will also be referred to as vaporization throughout this research, regardless
of the phase condition of the non-aqueous phase. Various solubility models have been developed to calculate
the mutual exchange of components for a given temperature, pressure and salinity. Comprehensive models,
applicable in the considered pressure and temperature range, for the mutual solubility of CO2-brine systems
and CH4-brine systems have been developed by Spycher and Pruess [39] and Duan and Mao [40] respectively.
The mutual exchange of components are shown in Appendix A figure A.1 and A.2.
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Overall, the solubility of the CO2 and CH4 increases with increasing pressure and decreasing salinity of the
aqueous phase. Dissolution of CH4 in brine is approximately one order of magnitude smaller than CO2.
The amount of water components that dissolves or evaporates, into the non-aqueous phase increases with
increasing temperature. In addition, the dissolution curves of water in CO2 reach a minimum in the range
of 50 to 110 bar depending on the temperature. The mentioned figures in the appendix illustrate the mutual
solubility of pure CO2-brine and CH4-brine binary systems. However, presence of a secondary non-aqueous
component in a full CO2-CH4-brine mixture system, actually slightly enhances the solubility of the other
component in the brine phase [25, 41].

2.2. Thermal processes and parameters
2.2.1. CO2 and CH4 dissolution
Dissolution of CO2 and CH4 in the aqueous phase is a non-isothermal process. Below a temperature of
roughly 160oC, this process is exothermic. The amount of heat released during dissolution of these com-
ponents (∆Hsol ) is dependent on the temperature, pressure and salinity, as shown for CO2 in figure 2.4 (left).
It decreases with increasing salinity and pressure for a constant temperature. The heat of dissolution of CH4

is approximately in the same order of magnitude as for CO2 [40].

Figure 2.4: (left) Heat of dissolution (∆Hsol ) obtained from experimental data as a function of temperature for various brine salinities
and pressures [23]; (right) Heat of water vaporization (∆Hvap ) for pure water according to IAPWS-95.

2.2.2. Water vaporization
Similar to CO2 dissolution in the aqueous phase, also the vaporization of water in the non-aqueous phase
is a non-isothermal process. However, contrary to CO2 and CH4 dissolution, the vaporization of water is
endothermic and absorbs heat from the system. In figure 2.4 (right), the heat of vaporization for pure water
is shown. It can be observed that the heat absorbed during vaporization of water is significantly larger than
the heat released during CO2 dissolution for equal mass transfers.

2.2.3. Phase enthalpy changes by vaporization and dissolution
The dissolution and vaporization effects, change the thermal equilibrium of the system. To find the exact
contribution of each effect, the heat of dissolution should be combined with the amount of non-aqueous
components dissolved in the aqueous phase and the heat of vaporization with the amount of H2O compo-
nents vaporized into the non-aqeuous phase. These thermal effects are captured in the system by a change
of enthalpy of the present phases, similar to the procedures used in the numerical TOUGH2 simulator, which
can be written for the aqueous phase as

HAq = xCO2,Aq (HCO2 +∆Hsol ,CO2 )+xC H4,Aq (HC H4 +∆Hsol ,C H4 )+ (1−xCO2,Aq −xC H4,Aq )Hb , (2.2)
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and for the non-aqueous phase, where no distinction is made on its phase condition as

HN A = xCO2,N A HCO2 +xC H4,N A HC H4 +xH2O,N A(HH2O +∆Hvap,H2O). (2.3)

Here, H and x describe the enthalpy and component mass fraction in a certain phase. Besides, Hb represents
the enthalpy of brine, comprising the enthalpy of H2O and dissolved NaCl components. In the equations
above, the enthalpy of mixing (∆Hmi x ), a term which is introduced for non-ideal mixtures is neglected. This
is a reasonable assumption due to presence of additional heat terms (i.e. vaporization and dissolution) con-
siderably larger than the enthalpy of mixing [42].

2.2.4. Joule-Thomson effect
Another important thermal process is the JT effect. The JT effect is defined as the change of the temperature
of a substance during compression or expansion. Changes in the enthalpy of a substance caused by JT effect
is given by [23]

d H =Cp dT −µ j t Cp d p, (2.4)

where Cp is the heat capacity, µ j t is the JT coefficient and p is the pressure. The JT effect will be extensively
discussed in paragraph 3.1.1.

2.2.5. Effective heat capacity and thermal conductivity
The aforementioned processes, together with CO2 injection at considerably lower temperatures with respect
to the initial reservoir temperature, perturb the initial equilibrium temperature of the reservoir. The absolute
change in temperature of the system, in response to the induced changes in heat by these processes within
the system, depends on predominantly the individual heat capacities of the formation, aqueous phase and
non-aqueous phase. Heat capacity of a substance specifies the heat required to change its temperature and
can be related to enthalpy change by

Cp =
(
∂H

∂T

)
p

. (2.5)

For the determination of temperature changes in the entire reservoir as a result of the thermal effects, an
effective value for the heat capacity can be defined [23], i.e.,

Cp,e f f =φ(Cp,N ASN A +Cp,Aq (1−SN A))+ (1−φ)Cp,r , (2.6)

whereφ is the rock porosity, S denotes the saturation and the subscript r indicates the rock. The heat capacity
of the non-aqueous phase is highly variable and affected by the local pressure, temperature and composition.
Typical values for the heat capacity of sandstone and water, in the temperature and pressure range for de-
pleted gas reservoirs, are 0.9 to 1 and 4.1 to 4.2 kJ/kg/oC respectively. Due to the density differences between
the fluid and formation, especially at depleted conditions, usage of an effective volumetric heat capacity is
more appropriate, i.e.,

Ce f f =φ(Cp,N AρN ASN A +Cp,AqρAq (1−SN A))+ (1−φ)Cp,rρr , (2.7)

where ρ represents the density. Similar to the effective heat capacity also a effective thermal conductivity can
be derived. This is a measure for the ease of a substance to conduct heat. It indicates the relation between
the heat flux and induced temperature gradient and is used to determine the average heat transport in the
subsurface [23]. The average thermal conductivity, for a formation containing a non-aqueous phase and
brine phase, is written by means of a geometric mean [23] as

λe f f =λφSN A
N A λ

φ(1−SN A )
Aq λ

1−φ
r , (2.8)

where λ denotes the thermal conductivity. The thermal conductivity of pure CO2, CH4, water and rock are in
the range of 0.02 to 0.10, 0.59 to 0.68, 0.03 to 0.05 and 2.2 to 3.5 W/m/oC, respectively [35]. Since the porosity
is generally far below 30%, the contribution of the rock formation plays a dominant role in the effective heat
capacity and thermal conductivity of the system.
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2.3. Non-isothermal compositional multi-phase flow
Injection of CO2 into depleted gas reservoirs induces transport of mass and energy [23]. In this paragraph the
non-isothermal compositional multi-phase flow equations are addressed together with a thermodynamic
model to describe the component partitioning along the phases.

2.3.1. Mass conservation equation
A mass conservation equation can be derived for the 4 components (Nc = 4) (i.e. CO2, CH4, H2O, NaCl) in the
considered depleted gas reservoir system, partitioned along the 3 non-solid phases (Np = 3) (i.e. NAL, NAv

and Aq) and can be written as

∂

∂t

(
Np∑
α=1

φραSαxi ,α

)
+∇·

(
Np∑
α=1

ρα~uαxi ,α

)
=

Np∑
α=1

qi ,α, ∀i ∈ {1, ..., Nc } , (2.9)

where ρα, Sα, uα are the density, saturation and velocity of phase α. Besides, xi ,α is mole fraction of compo-
nent i in phaseα and qi ,α is the sink or source term as mass rate. It should be noted that the NaCl components
are only present in the aqueous phase in the provided conservation equation. At the time scale and injection
rates considered in this research, the migration of the reservoir fluids is predominately dominated by advec-
tion as a result of the pressure gradient induced by injection and gravity effects due to significant density
variations. Diffusion is therefore negligible with respect to the aforementioned forces and not included in the
equation above.

The Darcy’s multi-phase flow equation is adopted to describe fluid velocities and is defined as

~uα =−kr,αK

µα

(∇pα−ραg∇h
)

, α ∈ {
Aq, N AL , N AV

}
, (2.10)

where K is the rock permeability tensor which is assumed to be isotropic, g is the gravitational acceleration,
h is the depth and kr,α, µα, pα are the relative permeability, viscosity and pressure of a phase α respectively.

In the reservoir salt can precipitate from the aqueous phase, as the salt concentration in this phase exceeds
the solubility limit. Assuming instantaneous precipitation of salt as the concentration of dissolved salt in the
aqueous phase exceeds the solubility limit, the source term, i.e. the mass of the precipitating salt over time,
can be written as [43]

qN aC l ,Aq =
{

rcφρAq S Aq
(
xN aC l ,Aq −xN aC l ,Aq,max

)
, if xN aC l ,Aq > xN aC l ,Aq,max

0, otherwise
(2.11)

where rc is the precipitation rate constant in 1/s. Precipitation of salt from the aqueous phase adds additional
mass to the solid salt phase, implying a positive source term in the equation above. On the other hand,
dissolution of precipitated salt leads to a negative source term but is not considered here. Eventually, a mass
conservation equation can be defined for the immobile salt in precipitated solid form in the reservoir, i.e.,

∂

∂t

(
φN aC l ,sρs

)+qN aC l ,Aq = 0. (2.12)

Where φN aC l ,s is the solidity representing the volume of pore space occupied with precipitated salt [43] and
ρs is the density of the solid precipitate. The provided equations should be simultaneously treated to ensure
the conservation mass in both solid and non-solid phases. As a consequence of the exchange of mass be-
tween phases, mass is not conserved for each phase but for each component [44].

Porosity and permeability reduction due to salt precipitation
Precipitated salt reduces the pore space, because the salt crystals occupy part of the pore volume. The reduc-
tion of the formation porosity as a consequence of salt precipitation can be defined as [45]

φ=φ0 −φN aC l ,s =φo(1−Ss ), (2.13)

where φ0 refers to the initial porosity without precipitated salt. Various models are used in literature to re-
late the change in porosity to a change in permeability. Widely adopted is the ’tubes-in-series’ model by
Verma and Pruess (1988), which captures the natural converging-diverging nature of natural pore channels
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consisting of alternating segments of capillary tubes with larger and smaller radii [28] (see figure 2.5a). The
Verma-Pruess model reads as

K

K0
= θ2

1−Γ+ Γ
ω2

1−Γ+Γ
[

θ
θ+ω−1

]2 , (2.14)

with

θ = 1−Ss −φr

1−φr
, (2.15)

and

ω= 1+ 1/Γ

1/φr −1
, (2.16)

where K0 is the original rock permeability, Ss is the solid salt saturation, φr is the fraction of the original
porosity (or critical porosity) for which the permeability reduces to zero and Γ is the fractional length of the
pore bodies (see fig 2.5) [28]. The latter two parameters can be tuned according to experimental results.
Moreover, another extensively used model for numerical calculation of permeability reduction due to salt
precipitation is the Carman-Kozeny function [27], given by

K

K0
=

(
φ

φ0

)Cck
(

1−φ0

1−φ
)2

, (2.17)

where Cck is a fitting parameter which has a default value of 3 by definition. This equation can also be ex-
pressed in terms of the solid saturation by substitution of (2.13) in (2.18), which, for a default value of the
fitting parameter [45], results in

K

K0
= (1−Ss )3(

1+ φ0
1−φ0

Ss

)2 . (2.18)

(a) (b) (c)

Figure 2.5: (a) the conceptual model of pore-body and pore-throat in rocks and the ’tubes-in-series’ configuration indicating the
fractional pore length (Γ) adopted in the Verma-Pruess permeability reduction model [28];(b) Permeability reduction as function of the

solid saturation for various φr values; (c) Schematic representation of a pore-body to pore-throat combination with uniformly
distributed salt precipitation at a solid salt saturation of 0.1 (indicated in (b) by the dotted black line) for each φr value (at a fixed Γ of

0.8), modified after [46].

2.3.2. Energy conservation equation
To model non-isothermal flow for CO2 injection in depleted gas reservoirs an energy conservation equation
should be incorporated. The energy conservation equation captures influence of the thermal effects on the
temperature of the system. Potential existance of a solid salt phase is not accounted for in this section. Al-
though the formation temperature and fluid temperature can deviate, especially in reservoirs with significant
fluid velocities and low thermal diffusivity of the formation [47], local thermal equilibrium is assumed in this
research. Following [44], the energy conservation equation is defined as
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∂

∂t

(
ρtU

)+∇·~E +∇·
Np∑
α=1

(pα~uα) =
Np∑
α=1

Hαqα−qL , (2.19)

where ρtU denotes the total internal energy, E denotes the energy flux, the last term on the left hand side
of the equation indicates the rate of work done by the pressure field and qL gives the heat exchange with
adjacent formations. Radiation and influences of kinetic energy are neglected in the equation above. The
total internal energy can be written as

ρtU =φ
Np∑

a=1
ραSαUα+ (1−φ)ρr Cp,r T. (2.20)

Here Cp,r represents the specific heat capacity of the rock and Uα the specific internal energy of a phase
α. The energy flux considered consists of convective contributions from flow and conductive heat flux (i.e.
neglecting radiation and other contributions) and reads respectively

~E =
Np∑

a=1
ρα~uαUα−λT ∇T, (2.21)

in which the phase enthalpy is defined as

Hα =Uα+ pα
ρα

, (2.22)

where λT represents the total thermal conductivity. Substitution of 2.20 and 2.21 into 2.19 and combination
of the convective flow contribution of the energy flux and the work done against the pressure field, leads to
the final energy balance, i.e.,

∂

∂t

(
φ

Np∑
a=1

ραSαUα+ (1−φ)ρsCs T

)
+∇·

Np∑
a=1

ρα~uαHα−∇· (λT ∇T ) =
Np∑
α=1

Hαqα−qL . (2.23)

The mass and energy conservation equations (2.9,2.12 and 2.23) are strongly coupled non-linear equations.
Coupling between the mass and energy balance equation is formed through the convective heat transfer in-
duced by migration of fluids, as a consequence of the existing pressure differential within the reservoir and the
effect of local temperature changes on the properties of the reservoir fluids. PVT properties of the substances
highly dependent on both the pressure and temperature. Hence, an implicit solution strategy, simultane-
ously solving the mass and energy equations is most applicable for these non-isothermal multi-component
multi-phase simulations.

Heat exchange with reservoir confining formations
CO2 injection perturbs the temperature distribution in the reservoir and subsequently induces heat exchange
between the reservoir and the adjacent formations. To calculate this particular heat exchange, the temper-
ature profile in the confining formations is required. An efficient method to approximate this profile is the
semi-analytical solution developed by Vinsome and Westerveld [48]. In this solution a temperature profile
in the confining formations is defined, based on two fitting parameters p and q , which are determined from
physical constrains of the continuity of heat flux across the boundary between the confining beds and reser-
voir and energy conservation of the layers during the flow simulation [28], and can be written as [48]

T (z, t )−Ti =
(
T f −Ti +pz +qz2)e

−z
d . (2.24)

Here Ti indicates the initial temperature of the adjacent formation, T f gives the time-dependent temperature
at the boundary of the adjacent formation, z is the penetration depth and d is the diffusion length [28]. This
diffusion length is defined as

d =
√
κt

2
. (2.25)

In the equation above, κ represents the rock thermal diffusivity (κ = λr /ρr Cp,r ). Although significant tem-
perature differentials can arise across the boundary between reservoir and confining formation, merely con-
tinuous temperature changes will be observed in the confining formations due to the strong heat conduction
within these formations. The unaffected parts of the confining formations significantly dampen the temper-
ature variation [28]. After the temperature profile is approximated, the heat exchange source/sink term can
be derived. For the final derivation of this term refer to Vinsome and Westerveld [48].
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2.3.3. Thermodynamic equilibrium and component phase partitioning
In systems consisting of multiple components and phases at local thermodynamic equilibrium, the chemical
potentials of particular components partitioned among the phases are in equilibrium. The chemical potential
of a component i in phase α is defined as

µi ,α =µo
i ,α+RT ln( fi ,α), (2.26)

where µo
i ,α and fi ,α are the chemical potential and fugacity at reference temperature of a component i in

phase α and R is the gas constant. Thermodynamic equilibrium ensures that the chemical potentials of each
component in all phases is equal, i.e.,

µi ,α(p,T )−µi ,β(p,T ) = 0, ∀α 6=β= 1, ..., Np ; i = 1, ..., Nc , (2.27)

Specific thermodynamic models have been developed to explicitly model the phase partitioning of the var-
ious components in CO2-H2O-NaCl mixtures. However, these models are only valid to CO2-brine systems
and cannot be used in presence of additional components as CH4. Accordingly, modeling of depleted gas
field storage requires extended thermodynamic equilibrium models which allow for multi-component CO2

mixtures with additional components as CH4, SO2, N2 in conjunction with an aqueous phase. Ziabakhsh-
Ganji [25] and Battistelli and Marcolini [29] developed these extended thermodynamic equilibrium models
which account for dissolution of non-aqueous components in the aqueous phase and vaporization of aque-
ous component in the non-aqueous phase. Following the clearly described thermodynamic model and re-
lated derivations provided by ZiabakhshGanji [25], for a component i (excluding H2O), partitioned between
the non-aqueous phase i.e. the multi-component mixture in gaseous, supercritical or condensed conditions
and the aqueous phase, holds that

µo
i ,N A −µo

i ,Aq

RT
= ln

(
fi ,Aq

fi ,N A

)
, (2.28)

which follows from combining equation 2.26 and 2.27. Determination of the phase partitioning of non-
aqueous components (e.g. CO2, CH4 and N2) differs from the aqueous component (i.e. H2O) due to limi-
tations in the applicability of certain physical laws with respect to the aqueous component and are therefore
discussed separately.

Non-aqueous components
Since the solubility of the gaseous components is relatively low, the fugacity of a non-aqueous component in
the aqueous phase can be replaced by the activity a, given by

fi ,Aq = a = Nwγi xi ,Aq , (2.29)

where Nw the number of moles of per kilogram water and γi denotes the activity coefficient. Influence of
the salinity is accounted for in the activity coefficient; salt components (e.g. NaCl) are not explicitly modeled.
The fugacity in the non-aqueous phase can be written in terms of a fugacity coefficient, i.e.,

fi ,N A = pφi xi ,N A , (2.30)

where φi indicates the fugacity coefficient of component i . Substitution of equation 2.28 and 2.29 into equa-
tion 2.30 and rewriting leads to an expression for the equilibrium constant K o

i which is given by

µo
i ,N A −µo

i ,Aq

RT
= ln

(
Nwγi xi ,Aq

pφi xi ,N A

)
= ln(K o

i ). (2.31)

The equilibrium constant in equation 2.31 can be written in terms of Henry’s coefficients kH ,i , i.e.,

K o
i = Nw

kH ,i
. (2.32)

Solubility of the components in the aqueous phase is affected by the pressure, temperature and salinity of
the aqueous phase and should be consequently accounted for in the Henry coefficient of this component. As
discussed in paragraph 2.1.5, the solubility of a component in the aqueous phase increases with increasing
pressures, but decreases for increasing temperatures and salinities.
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Combining and rewriting equation 2.31 and 2.32 finally yields the rewritten equilibrium of a non-aqueous
component (e.g. CO2 and CH4) between the non-aqueous and aqueous phase, i.e.,(

pφi xi ,N A
)= (

kH ,iγi xi ,Aq
)

. (2.33)

Interaction between non-aqueous components dissolved in the aqueous phase is neglected. To obtain the
required fugacity coefficient in the non-aqueous phase for both the non-aqueous and aqueous components,
a (cubic) equation of state (EOS)(e.g. Peng-Robinson (PR) or Soave-Redlich-Kwong (SRK)) can be utilized.
Generally the PR EOS is preferred over the SRK EOS because it allows for better accuracy across the vapor-
liquid boundary [25]. In the PR EOS, the fugacity coefficient is calculated based on compressibility of the
non-aqueous phase, characteristic critical properties of the components and binary interaction coefficients
in case of mixtures, using the following equation

ln(φi ) = Bi

B
(Z −1)− ln(Z −B)+ A

2.828B

[
Bi

B
− 2

∑
j xi ,N A ai j

a

]
ln

[
Z +2.414B

Z −0.414B

]
, (2.34)

The complete procedure for the determination of the fugacity coefficient and explanation of the correspond-
ing parameters in the PR EOS is given in Appendix A.3. Moreover, γ in equation 2.33 can be calculated from
an equation provided by Duan and Sun (2003), which reads

ln(γi ) =∑
C

2mcλi−C +∑
A

2mAλi−A +∑
C

∑
A

mAmCζi−A−C , (2.35)

where mC is the anions molality, mA is the cation molality, λi−A is the second order interaction parameter
which assumed to be equal to zero and λi−C is the third order interaction parameter.

Aqueous component
For the aqueous H2O components in the system a similar procedure is used to define the partitioning be-
tween the non-aqueous and aqueous phase. In contrast to the non-aqueous components, to calculate the
fugacity of the H2O component in the aqueous phase Henry’s law is not applicable. Hence, alternative con-
stitutive relations are utilized in the model developed by ZiabakhshGanji [25] which are based on the Spycher
et al. (2003) equilibrium constant K , i.e.,

KH2O = fH20,N A

aH2O,Aq
. (2.36)

Implementation of 2.29 for the fugacity of water in the non-aqueous phase in the equation above gives

fH2O,N A = pφH2O xH2O,N A = KH2O aH2O,Aq . (2.37)

As a consequence of the low solubility of gaseous components in the aqueous phase in the temperature range
considered (5 to 110oC) the activity a can be approximated by the amount of aqueous components present
in the aqueous phase (i.e. xH2O,Aq ). The equilibrium constant for the water component, strongly depending
on pressure and temperature, is defined as

KH2O(p,T ) = K 0
H2O(p0,T )exp

[(
p −p0

)
VH2O

RT

]
, (2.38)

where VH2O denotes the average partial molar volume of water in the aqueous phase within the pressure
interval (p −p0) and po denotes the reference pressure. Combining equations 2.37 and 2.38 gives

K 0
H2O(p0,T )exp

[(
p −p0

)
VH2O

RT

]
xH2O,Aq = pφH2O xH2O,N A , (2.39)

where K 0
H2O can be obtained from an straightforward relation provided by Spycher et al. (2003). The de-

scribed thermodynamic equilibrium model by ZiabakhshGanji [25] proved to be accurate and reliable up to
a pressure of 600 bar, temperature of 110 oC and a salinity of 6 molality. These conditions are within the char-
acteristic range of depleted gas fields considered for CO2 storage.
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Non-aqueous and aqueous components phase partitioning
In mixture systems a flash calculation is required to calculate the partitioning of the components among the
non-aqueous and aqueous phase. The component partitioning at a certain temperature, temperature and
salinity can be obtained from the Rachford-Rice equation, i.e.,

Nc∑
i=1

zi (Ki −1)

1+β(Ki −1)
= 0, (2.40)

where zi denotes the mole fraction of the individual components in the entire system. Equation 2.40 is solved
for β representing the total mole fraction of the non-aqueous phase. The equilibrium constant Ki for both
non-aqueous and aqueous components is given by

Ki =
xi ,N A

xi ,Aq
. (2.41)

Substitution of the right hand side of the equation above into 2.32 for the non-aqueous components and 2.38
for the aqueous component, provides the final Ki values. Eventually, after β and Ki are calculated, the mole
fractions of the individual components in the non-aqueous and aqueous phase can be determined for a given
zi by

xi ,Aq = zi

1+β(Ki −1)
, (2.42)

and

xi ,N A = Ki zi

1+β(Ki −1)
. (2.43)

2.3.4. Injectivity
The near wellbore effects influence the injectivity of CO2 in the reservoir. Injectivity of CO2 in a depleted
reservoir in a reservoir can be defined as the pressure fall off required to inject a certain amount of CO2 in the
reservoir and can be written as [49]

II = qN A

pbhp −pav g
, (2.44)

where II denotes the injectivity index, qN A is the non-aqueous phase mass injection rate at reservoir condi-
tions which is assumed to be consisting of pure CO2 components (i.e. qN A = qCO2,N A), pbhp is the injection
well bottom hole pressure and pav g is the pattern average pressure. The injection rate qN A is given by [49] as

qN A = WIρN A
kr,N A

µN A
(pbhp −pwe ), (2.45)

where pwe is the pressure of grid block in which the well is located. The relative permeability and the viscosity
of the phase are evaluated at the well block in the equation above. The well index, describing the interaction
between the reservoir and wellbore [50], is defined using Peaceman’s model which reads as [49]

WI = 2πKe f f hg b

ln(re f f /rw )+ s
, (2.46)

where Ke f f is an effective value for the permeability (in mD) given by
√

Ky Kx , comprising the permeability in
x and y direction [50] which are assumed to be equal in this research, hg b grid block height, re f f effective ra-
dius of the well grid block and s is the dimensionless skin factor. In this research, the detrimental effect of salt
precipitation on the injectivity due to precipitation of salt is captured by a reduction of the rock permeability
as discussed in paragraph 2.3.1.
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2.3.5. Relative permeability curves
Relative permeability is defined as the ability of flow of a certain phase in presence of other phases. Gener-
ally, constitutive relations as the Corey (1954), Brooks-Corey (1964) and Van Genuchten-Mualem (1976) can
be adopted to obtain the relative permeability curves fitted to experimental data for two phase problems.
Three phase problems, where CO2 in liquid and gaseous phase coexists along with the aqueous phase, re-
quire extended relative permeability models as provided by Stone (1970) and Parker (1987). However, in this
thesis, a modified Corey formulation is utilized instead of the traditional relations for three phase relative
permeability, which ensures better consistency for phase changes across and above the critical point of CO2

in numerical models, i.e.,

kr,α =
(

Sα−Sα,r

1−Sα,r

)n

, (2.47)

where Sα,r is the residual saturation of a phase α and n is the Corey exponent. The modified formulation
is characterized by dependency of the relative permeability of a particular phase on solely its own saturation
and is not affected by the presence of other phases [20]. The manner in which the modified Corey formulation
(2.47) is defined, also ensures flow of the CO2-rich phase if the aqueous phase saturation drops below the
irreducible water saturation due to vaporization.

2.3.6. Capillary pressure
The pressure differential along the interface between two immiscible phases in a confined volume (e.g. rock
pore) is defined as the capillary pressure. Capillary pressure is a consequence of cohesive and adhesive forces
acting on the phases in the system. In a three phase water wet system, the capillary pressures is given by

pc,V −L = pL −pV , (2.48)

pc,V −Aq = p Aq −pV , (2.49)

pc,L−Aq = p Aq −pV , (2.50)

where pc,V −L , pc,V −Aq and pc,L−Aq are the capillary pressures between the vapor-liquid, vapor-aqueous and
liquid-aqueous phases respectively. Various analytical methods have been developed to describe capillary
pressure as a function the non-wetting phase. Here, the Van Genuchten (1980) model utilized, i.e.,

pc =−p0

([
Se f f

]−1/λ−1
)1−λ

, (2.51)

whereλ and p0 are fitting parameters indicating the curvature of the capillary pressure curve and the strength
coefficient respectively. The effective saturation (Se f f ) is given by

Se f f =
Sw −Sw,r

1−Snw,r −Sw,r
, (2.52)

where Sw is the saturation of the wetting phase and Sw,r and Snw,r are the residual saturation of the wetting
and non-wetting phase respectively. The Van Genuchten model is only applicable to two phase problems,
while in three phase problems capillary pressure arises between all phases. Thus, the assumption is made in
this research that capillary pressure between the non-aqueous phase and the aqueous phase is independent
of the non-aqueous phase condition. In addition, capillary pressure between different phase conditions of
the non-aqueous phase (liquid-vapor) is neglected.

The shape of the capillary pressure function is directly correlated to the pore size distribution of the forma-
tion. A uniform pore size distribution leads to very steep gradients in the capillary pressure curve close to
the irreducible water saturation and a low gradient at high saturation values [51]. Hence, for uniformly dis-
tributed pores only a minor pressure is required to displace water from the pores at high water saturations.
On the other hand, in formations with highly uneven distributed pores, a more gradual increase in capillary
pressure is observed as the water saturation decreases. Differences in capillary pressure behavior imbibition
and drainage (i.e. capillary hysteresis) are not taken into account.
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2.3.7. Additional constrains
Additional constrains are required to construct a well posed system along with the previously discussed bal-
ance equations. These are:

• Occupation of the entire pore space by the phases, i.e.,

Ss +SN AL +SN AV +S Aq = 1 (2.53)

• The component mass fractions in each particular phase sum up to unity, according to phase partition-
ing of components discussed in paragraph 2.2.3, which can be written for each phase as

Solid phase:
xN aC l ,s = 1 (2.54)

Non-aqueous liquid phase:
xCO2,N AL +xC H4,N AL +xH2O,N AL = 1 (2.55)

Non-aqueous vapor phase:
xCO2,N AV +xC H4,N AV +xH2O,N AV = 1 (2.56)

Aqueous phase:
xCO2,Aq +xC H4,Aq +xH2O,Aq +xN aC l ,Aq = 1 (2.57)



3
Near wellbore effects

Injection of CO2 in a reservoir will cause a disturbance in global and local equilibria and the associated phys-
ical state of the reservoir. Reservoir characteristics and conditions (i.e. temperature, pressure and pore fluid
properties) are affected by the introduction of CO2. This results in perturbations in heat and fluid flow (i.e.
hydrology), stress and strain states of the reservoir (i.e. geomechanics) and chemical equilibria and reactions
(i.e. geochemistry). Changes in these strongly interconnected elements ultimately influence rock properties
as permeability and porosity, which in turn again affects the heat and fluid transport in the reservoir (see fig-
ure 3.1). Hence, a sophisticated concatenation of mutually affecting processes is induced during the injection
of CO2, increasing the modeling complexity of a injection process.

Figure 3.1: Concatenation of processes and parameters affected by the perturbation of the temperature and pressure in the system
caused by CO2 injection, modified after [52].

The aforementioned disturbances of the local equilibrium and state of the reservoir during the injection of
CO2 express themselves in the appearance of physical phenomena in the near wellbore area or so called near
wellbore effects. A schematic overview of the main near wellbore effects are depicted in figure 3.2. Minor
effects as exothermic CO2 dissolution or endothermic water vaporization, discussed previously, are not con-
sidered in this overview. The near wellbore effects can be loosely divided into thermal, geomechanical and
geochemical effects. Due to the complex nature of the near wellbore effects, some effects (e.g. hydrate for-
mation and thermal fracturing) pertain to multiple categories but are classified to a category based on their
underlying physical principle. In this research primary focus is given to the thermal near wellbore effects, salt
precipitation and hydrate formation.

20
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Figure 3.2: Overview of potential effects arising in the near wellbore region as a consequence of CO2 injection, modified after [53–58].

3.1. Thermal effects
3.1.1. Joule-Thomson effect
The JT effect is defined as the change in temperature of a substance caused by adiabatic expansion during a
reduction of the substance its pressure [23]. According to the original Joule-Thomson experiment, one will
observe a change in temperature and volume of a substance if this substance migrates through a thermally in-
sulated medium from a region at high pressure to a region at low pressure. The amount of work (w) provided
during this transition from a begin pressure (p1), where substance has a volume (V1), to the final pressure
(p2) and volume (V2), is equivalent to the change in internal energy or work done during injection [11], i.e.,

w =∆U = p1V1 +p2V2. (3.1)

The change in internal energy and the change in product of the volume and pressure of the substance repre-
sent the change of enthalpy, which is written as

∆H =∆U +∆(pV ). (3.2)

Since thermal insulation is assumed, the enthalpy remains constant (∆H = H2 −H1 = 0) despite the changes
in temperature and volume of the substance. This implies that the JT expansion corresponds to an isenthalpic
process [23], i.e.,

∆H =∆U +∆(pV ) = p1V1 +p2V2 +∆(pV ) = H2 −H1 = 0. (3.3)

Based on the previous statements, it can be argued that a perturbation of the temperature drop of the sub-
stance during adiabatic expansion or compression directly relates to the pressure drop. The ratio between the
temperature and pressure drop during adiabatic expansion or compression is defined as the JT coefficient,
i.e. [11],

µ j t =
(
∂T

∂p

)
H
≈ ∆T

∆p
. (3.4)

The JT coefficient varies strongly for different substances and highly depends on the initial temperature of
the substance and pressures at which the expansion or compression occurs. In addition, the sign of this
coefficient indicates if the substance cools down (i.e. positive sign) or heats up (i.e. negative sign) upon ex-
pansion. Each substance has a specific JT inversion temperature where the sign of the JT coefficient changes.
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In the range of conditions corresponding to gas reservoirs, the JT coefficients of the non-aqueous substances
considered (i.e. CO2 and CH4) remain positive and will consequently cool down during expansion [11, 23].
Below the inversion temperature, the expansion of the substance increases the potential energy because the
distance between the molecules, exerting and experiencing inter molecular attraction forces, increases. Since
no heat exchange with the surrounding takes place and the total energy of the gas remains constant, the ki-
netic energy consequently decreases causing a temperature reduction [26].

JT coefficients for pure CO2 are show in figure 3.3 and vary between 0 to 1.5 oC/bar. At pressures below critical
pressure (<73.9 bar) of CO2, the JT coefficient increases for decreasing temperatures while above 120 bar the
opposite holds. Below critical conditions (i.e. <73.9 bar and <31.1oC respectively) and the vapor pressure,
when the CO2 is in gaseous phase, the highest JT coefficients are measured. This in contrast to the low values
(0 to 0.5 oC/bar) in the region corresponding to liquid CO2. For conditions (p,T ) approaching the saturation
line, the graph shows strong erratic behavior indicating sudden phase transitions between gaseous and liquid
CO2. The JT coefficients of supercritical CO2 are in between the values for gaseous and liquid phase but
strongly decrease with increasing pressure. Therefore, the injection and reservoir conditions, defining the
phase of the CO2, are extremely important for the magnitude of the induced cooling by injection of CO2. In
order to prevent excessive cooling of the reservoir, CO2 injection in liquid or supercritical phase is preferred.
However, considering the extremely low pressures of depleted gas fields, CO2 injection in gaseous phase will
generally be inevitable.

Figure 3.3: Joule-Thomson coefficients of pure CO2 based on experimental data [59].

Joule-Thomson cooling induced by CO2 injection in depleted gas fields
Depleted gas fields are commonly at extremely low pressure conditions (i.e. <50 bar) at the onset of the
injection phase. To ensure flow of CO2 from the wellbore into the reservoir, CO2 is injected at pressures
higher than reservoir pressures. As a consequence, a pressure differential arises in the near wellbore region,
i.e.,

∆p = pbhp −pav g . (3.5)

This pressure differential is related to the CO2 injection rate and injectivity of the formation [11], as shown
in the equations provided in paragraph 2.3.4. By combining equation 3.4 and 3.5, it can be stated that the
amount of cooling of injected CO2 is a combination of the magnitude of this pressure differential and the JT
coefficient. Nonetheless, as shown in figure 3.3, the value of the JT coefficient is highly dependent on the local
pressure and temperature. These conditions strongly variate during the injection process and the magnitude
of the Joule-Thomson cooling (JTC) is therefore also highly variable during the injection phase.
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Analytical solution for Joule-Thomson cooling
Mathias et al. [34] derived an analytical solution to quantify the cooling of the reservoir caused by the purely
the JT effect of injected CO2 in depleted gas reservoirs. Thermal effects other than the JTC as evaporation
of water in the CO2 phase or CO2 dissolution are neglected. The steady-state analytical solution is based
on a simplified heat transport equation and assumes incompressible single phase flow with constant fluid
properties under steady-state conditions. Only two phases are considered, i.e. a non-aqueous phase and
aqueous phase, entirely composed of CO2 and H2O respectively. The minimum temperature, positioned at
the discontinuity between the cooled reservoir by the JT effect and reservoir at initial condition outside the
cooled region, is defined as

Tmi n = µ j t Qi n jµCO2

4πhkr,CO2 KρCO2

× ln

{[
Cp,CO2

φ(1−SH2O,r )ρCO2Cp,CO2 +φSH2O,rρH2OCp,H2O + (1−φ)ρr Cp,r

]
Qi n j t

πhr 2
w

+1

}

+
{

T0, T0 ≤ Tw

Tw , T0 > Tw
,

(3.6)
where Qi n j is the CO2 injection mass rate, h is the reservoir height, t is the time, T0 is the reference or initial
temperature and Tw is the temperature at the well. In Appendix B.1, the full derivation of the analytical
solution is presented.

3.2. Geochemical effects
3.2.1. Hydrate formation
Gas hydrates can be formed from hydrate forming guest molecules (i.e. CO2 and CH4) and water [60]. Hy-
drates are defined as a solid phase composed of separate frameworks of connected water molecules in which
the guest molecules are captured [17]. The kinetic reaction for the formation of CO2 and CH4 hydrates can be
written [61] as

CH4(g) + nH2O(aq) −−*)−− CH4 ·nH2O(s)±heat (1)
CO2(g) + nH2O(aq) −−*)−− CO2 ·nH2O(s)±heat (2)

Formation of hydrates is an exothermic processes and releases heat to the reservoir. The quantity of hydrates
formed is subject to the availability of the hydrate guest components and water and the magnitude of their
contact surface. Scarcity of the water or guest molecules can constrain the hydrate formation. Favorable
conditions for hydrate formation are generally high pressures and low temperatures. However, the exact hy-
drate stability conditions highly depend on the individual components and mixture composition present in
the reservoir and in contact with the aqueous phase. Hydrate stability curves for pure methane and CO2 are
shown in figure 3.4a. The lines separating the phase regions represent three phase equilibria i.e. liquid water,
hydrate and non-aqueous vapor (Lw-H-V) or liquid water, hydrate and non-aqueous liquid (Lw-H-L)). The
Lw-H-L equilibrium can only exist for CO2 at the conditions considered since CH4 remains in vapor phase
within the temperature and pressure range shown. Below pressures of approximately 73 bar, lower reservoir
temperatures are required to form CH4 hydrates compared to CO2 hydrates. However, above 73 bar the oppo-
site holds. Salinity of the formation water alters the hydrate deposition curves [19]. The curves shifts leftward
as the salinity increases, indicating that a lower temperature is required before hydrates are formed. More-
over, stability conditions for CO2-CH4 mixtures slightly deviate from the pure components but are bounded
by the stability limits provided by the pure components [17].

In figure 3.4b, the hydrate deposition curve for a realistic hydrocarbon gas and CO2 hydrates are depicted.
Hydrates of hydrocarbon gases are stable at significantly higher reservoir temperatures compared to the pure
CO2 and methane at equivalent pressures. This is due to presence of additional components (e.g. ethane and
propane) that alters the behavior of the hydrate system.
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(a) a (b) b

Figure 3.4: (a) Schematic phase diagram of a binary pure CO2-brine and CH4-brine system for different salinity values, modified after
[19]; (b) Hydrate stability curves for pure CO2 and mixtures with real natural hydrocarbon gas from a North Sea field [62].

Because of the significant detrimental effect of hydrates on the permeability and subsequently on the injec-
tivity of CO2, it essential that the thermal processes related to CO2 injection and the temperature distribution
along the reservoir and in the near wellbore region are properly modeled [18]. Excessive JTC could lead to
local temperatures and pressures within the hydrate formation region [11, 18, 34]. Eventually, effective op-
erational measures should be adopted to prevent hydrate formation, which are preheating of CO2 before
injection, reduction of the CO2 injection pressure, dehydration of the CO2 to prevent condensation and the
usage of inhibitors in order to reduce the formation temperature of hydrates [60].

3.2.2. Acid reactions
As CO2 dissolves in water, it initiates a series of chemical reactions. Residual water starts to reacts with
CO2 directly after dissolution to form carbonic acid (H2CO3) that eventually dissociates in bicarbonate ions
(HCO3

– ). The latter can subsequently dissociate even further into carbonate ions (CO3
2 – ) [4]. Final equi-

librium of these reactions depend on the amount of CO2 dissolved and the local temperature. The induced
chemical reactions by CO2 dissolution are provided below:

CO2 (g) −−*)−− CO2 (aq) (1)
CO2 (aq) + H2O −−*)−− H2CO3 (aq) (2)
H2CO3 (aq) −−*)−− H+ (aq) + HCO3

– (aq) (3)
HCO3

– (aq) −−*)−− H+ (aq) + CO3
2 – (4)

Due to the creation of the carbonic acid, the pH of the water decreases. However, because carbonic acid
is defined as a weak acid, the pH reduction is relatively limited. Nonetheless, precipitation or dissolution
reactions will arise between the carbonic acid and formation minerals. Typical reactions stated below [63]:

CO2 + H2O −−*)−− H2CO3 −−*)−− H+ + HCO3
– (1)

H+ + HCO3
– + CaCO3 −−*)−− Ca2+ + 2HCO3

– (2)
H+ + HCO3

– + MgCO3 −−*)−− Mg2+ + 2HCO3
– (3)

H+ + HCO3
– + FeCO3 −−*)−− Fe2+ + 2HCO3

– (4)

The chemical reactions eventually lead to changes of the formation porosity and permeability due to the
dissolution or precipitation of minerals. Especially for the integrity of the cap rock, it is essential that the
geochemical reactions are well defined. Factors affecting the chemical reactions and equilibrium are the
mineral composition of the formation, temperature, partial pressures, salinity of the reservoir fluids and gases
and the pH of the aqueous phase. The aforementioned geochemical reactions act on different time scales and
be divided accordingly [64]:

• Short term effects: dissolution of CO2 in water and the formation of carbonic acid is characterized as
short term effect.

• Mid and long term effects: precipitation and dissolution of minerals are generally slow reactions but
the precipitation or dissolution rate strongly depends on the mineral type. In general, the dissolution or
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precipitation rates of carbonates and sulfides are relatively fast, in the order of days to weeks depending
on the strength of the acid involved. On the other hand, mineral reactions with silicates or quartz can
take up to thousands of years [4].

On the time scale considered in this research, where the main focus lays on the first years of the injection
period, chemical reactions are trivial. In addition, majority of the depleted gas reservoirs, particularly in The
Netherlands, are located in sandstone reservoirs. Clean sandstone reservoirs are primarily composed of the
quartz that is not very reactive with the weak carbonic acid.

3.2.3. Salt precipitation reactions
Vaporization of the H2O into the CO2 stream in the vicinity of the well during the injection process, causes
precipitation of salt and reduces the local absolute permeability. The vaporization is a continuous process
due to the constant supply of unsaturated CO2. Eventually, if an additional source brine source is absent and
migration of water into the evaporation zone is obstructed (e.g. because the aqueous phase is immobile),
the aqueous phase saturation decreases due the vaporization and the formation will dry-out [53, 65]. As the
brine evaporates, the dissolved salt concentration increases and the aqueous phase becomes supersaturated,
which initiates precipitation of the dissolved salt if the concentration limit has been reached. Over time, while
assuming ongoing CO2 injection, the dry-out front migrates further into the reservoir extending the dry-out
zone and increasing the region with precipitated salt [65].

As mentioned earlier, in this research only the precipitation of sodium chlorite (NaCl) is considered. The
precipitation reaction of this salt is given by:

Na+ (aq) + Cl – (aq) −−*)−− NaCl (s)

Salt precipitated in the near wellbore region reduces the local porosity and impairs the formation perme-
ability. The permeability impairment has a detrimental effect on the injectivity of CO2. In certain cases, salt
precipitation lead to a severe reduction of the permeability and eventually lead to entire clogging of the reser-
voir [53, 66]. The amount and area of salt precipitation in the near wellbore region is related to the initial
salinity of the brine, salt solubility limit of the aqueous phase, initial brine saturation, solubility of water in
the non-aqueous CO2 phase, capillary pressures and CO2 injection rate. Salt precipitation in the vicinity of
the well consequently comprises a large variety of the physical processes and is therefore not a straightfor-
ward process [66].

The location of the salt precipitate in the porous medium, i.e. in the pore body or pore throat, determines the
magnitude of the flow reduction through the pore network. Precipitation in the pore throat leads to a more
significant reduction of the permeability compared to precipitation in the pore body. In experimental stud-
ies of formation dry-out by CO2 injection on sandstone samples, two types of salt crystal morphologies were
found, i.e. platy and hopper crystals. The formation of hopper type crystals indicate high crystallization rates
by reaching highly super saturated conditions due to fast evaporation of water [16]. These salt crystals were
found to precipitate and form a cover on both the pore throat and grain surfaces in the pore bodies during
the dry-out process. Depleted gas reservoirs are generally characterized as water-wet, in which the injected
CO2 acts as the non-wetting phase and the brine acts as wetting phase [67]. Due to the water-wet behavior,
the salt precipitate is not solely accumulating at the pore throat but also formed along the entire surface of
the grain as laboratory experiments indicated. However, additional laboratory experiments are required for
validation at the high injection rates considered, since the precipitation patterns and exact location of the
precipitate are highly variable and depend on both rock and fluid parameters.

In reservoirs with high capillary pressures and mobile brine in combination with a low injection CO2 injection
rate, capillary backflow can occur. Capillary backflow is defined as the backward flow of brine from the region
further in the reservoir into the dry-out zone that develops in the vicinity of the well due to vaporization
of brine, in the opposite direction of the imposed CO2 flow [53, 68]. This brine backflow is caused by the
capillary pressure evolving due to the considerable contrast in brine saturation between the dry-out zone,
where the saturation is zero, and the higher brine saturation outside the dry-out zone [65]. If the capillary
pressure gradient evolving in the reservoir overcomes the pressure gradient in the reservoir induced by the
injection, the brine backflow is initiated [68]. As a result of this backflow, more water will evaporate in the dry-
out region, leading locally to a higher amount of salt precipitation and subsequently to higher permeability
reduction or even full clogging of the reservoir.
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3.3. Geomechanical
3.3.1. Hydraulic and thermal fracturing
Depletion of a gas reservoir alters the stress regimes within the reservoir. During depletion the pore pressure
and interrelated horizontal stresses in the reservoir reduce, causing compaction of the reservoir. The stress
path followed during depletion process is entirely irreversible for the injection process, in case of elastic com-
paction and inflation [69]. Introduction of CO2 in the reservoir perturbs the local stress regime [60]. At early
injection stages, when the reservoir pressure is close to the initial pressure condition before the onset of injec-
tion and the horizontal stresses are small, injection of CO2 at high rates can cause the bottom hole pressure
to be high enough to exceed the pressure required to initiate a fracture.

The temperature difference between the injected cold CO2 and warm formation, enhanced by JTC, causes a
thermo-elastic stress to arise in the reservoir that reduces the critical pressure necessary to initiate fractures in
the formation [58]. Hence, hydraulic and thermal fracturing are a combined inseparable effect. The relation
between the temperature difference and the thermo-elastic stress is given by [70]

∆σt = αT E∆T

1− v
, (3.7)

where ∆T is the temperature difference between the cold CO2 and the warm formation, αT is the thermo-
elastic coefficient, E is the Young’s modulus and v the Poisson’s ratio.

The critical pore fluid pressure required to initiate a fracture in the formation can be calculated using [70]

pb = 3Sh,mi n −SH ,max −pp −∆σt , (3.8)

where pp is the pore fluid pressure and Sh,mi n and SH ,max are the minimum and maximum principal hori-
zontal stress in the subsurface respectively.

Especially for cases with excessive reservoir cooling due to the JT effect, the thermo-elastic stress increase will
be substantial. Therefore, significantly less pressure is required to initiate fractures. Development of fractures
are favorable for the injectivity in the formation, but at the same time also impact the CO2 flow pattern and
could potentially threaten caprock integrity or wellbore stability if the fractures migrate towards and pene-
trate through these boundaries [58, 60].
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Numerical simulators and simulation

overview

For injection of CO2 in gas reservoirs at depleted conditions, it is essential that the simulator appropriately
incorporates the corresponding thermal processes, phase changes and allows coexistence of multiple non-
aqueous phases. Because the phase behavior of CO2 is highly sensitive at depleted conditions, the CO2 easily
changes phase which significantly impacts its thermophysical properties. As a matter of fact, phase changes
along the reservoir during the sequestration processes are inevitable.

4.1. Numerical simulators
To investigate the strongly coupled near wellbore effects, two compositional simulators are used: the aca-
demic simulator TOUGH2 developed by LBNL and the commercial simulator CMG GEM. The former consist
of distinct fluid property (EOS) modules of which the ECO2MG module, developed by TNO, is utilized in
this research. Both the TOUGH2 module and GEM are capable of performing non-isothermal compositional
multi-phase simulations including salt precipitation and phase changes. However, the internal thermody-
namic models and capabilities deviate. A comprehensive overview of the capabilities of each individual sim-
ulators is provided in table 4.1. Compared to other numerical simulators, ECO2MG and GEM are found to be
currently the only modules able to incorporate all the considered (thermo)physical effects addressed in this
thesis in coupled manner. The simulation packages are discussed in more detail in the following paragraphs.

4.1.1. TOUGH2 ECO2MG
ECO2MG is an extended version of the original ECO2M module, which was explicitly developed for CO2-
H2O-NaCl systems. The ECO2MG module has the ability to simulate CO2-CH4-H2O-NaCl system including
phase transitions and accounts for the presence of a brine and solid salt phase [32]. The salt can dissolve in or
precipitate from the aqueous phase perturbing the local permeability of the formation. ECO2MG contains, in
contrast to the ECO2M module which is based on Altunis correlations, 3-dimensional PVT-x tables to obtain
the thermophysical properties (i.e. density, viscosity and specific enthalphy) of the mixture according to the
composition and pressure and temperature conditions. PVT data is provided for distinct CO2-CH4 compo-
sitions, i.e. 0%, 20%, 33% and 100% CO2. Intermediate compositions are interpolated using an interpola-
tion algorithm. However, this algorithm requires a unique temperature on the dew-point and bubble-point
line. Therefore, to meet this criterion the dew-point lines and pseudo critical points of the CO2-CH4 phase
envelopes are slightly adjusted to ensure monotonically increasing dew-point lines (see Appendix C.1) [32].
This causes a slight error close to the critical point in the phase envelopes.

27
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4.1.2. CMG GEM
GEM is capable of non-isothermal compositional multi-phase modeling of both CO2 storage in saline aquifers
and depleted gas reservoirs. Besides componential transport, energy and thermodynamic equilibrium equa-
tions, CMG also incorporates geochemistry and geomechanical equations in a coupled approach. Hence,
compared to ECO2MG, GEM allows for further examination of the impact of CO2 injection on potential chem-
ical and geomechanical processes. Due to the flexible handling of components in the EOS in GEM, the fluid
system is not limited to straightforward CO2-(CH4-)brine systems but can be extended to include contam-
inants as H2S and SO2. Similar to ECO2MG, thermal and physical effects of vaporization of H2O into the
non-aqueous phase and dissolution of the non-aqueous phase components into the aqueous can be mod-
eled in GEM. The EOS ultilized for the properties of the non-aqueous phase is the PR EOS (1978). Aqueous
phase properties are obtained from the Rowe and Chou (1970) and Kestin et al. (1981) correlations [27].

Table 4.1: Comparison of the internal numerical models and capabilities of the ECO2MG and GEM simulator.

ECO2MG GEM

Multi-phase X X
Non-isothermal X X
Components sytem CO2-CH4-H2O-NaCl CO2-CH4-H2O-NaCla

Phase partitioning
model (EOS)

Modified Spycher & Pruess (2005)b

(tabular PVT-x)
Undisclosed (PR-EOS)

Salt precipitation X X
Permeability reduction X(Verma-Pruess eq. 2.14) X(Carman-Kozeny eq. 2.18)
Water vaporization X X
CO2 solubitility X(Henry’s law) X(Harvey’s (1996) correlation)
Geochemical reactions X Xc

Geomechanics X Xd

Relative perm. Modified Corey (eq. 2.47) tabulare

Capillary press. Van Genuchten (eq. 2.52) tabulare

a the component system in GEM is flexible and components can be added or removed.
b a detailed description of the phase partitioning and EOS is provided by Loeve [32].
c the salt precipitation reaction in GEM is referred to as an aqueous chemical reaction; rock mineral
reactions are possible but not considered in this research.
d possible, but not included.
e values are set equivalent to the Modified Corey and Van Genuchten models.

The interactions and partitioning of the components between the different phases for a depleted gas reservoir
system (i.e. CO2-CH4-H2O-NaCl) modeled in GEM and ECO2MG is schematically displayed in figure 4.1
along side the less complex saline aquifer system (i.e. CO2-H2O-NaCl). Note that the chemical reactions of
the carbonic acid are not included in this work.

(a) Saline aquifer (b) Depleted reservoir

Figure 4.1: Schematic representations of CO2 injection in a saline aquifer (a) and depleted gas reservoir with initial CH4(b), including
the component exchange between phases due to vaporization, dissolution and chemical reactions.
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Figure 4.2: Overview of the phase combinations and tran-
sitions captured by ECO2MG and GEM (excluding the
solid salt phase), modified after [29, 32].

Table 4.2: Primary variables for the phase conditions in ECO2MG [32].

Phase condition Primary variables

Aqueous only p xN aC l xCO2 xC H4 T
Liquid only p xN aC l xCO2 xC H4 T
Gas only p xN aC l xCO2 xC H4 T
Aqueous and liquid p xN aC l S Aq xC H4 T
Aqueous and gas p xN aC l S Aq xC H4 T
Liquid and gas p xN aC l SN AV xC H4 xH2O

Three phase p xN aC l S Aq xC H4 SN AV

4.2. Phase combinations and simulation variables
As mentioned, ECO2MG and GEM are capable of modeling non-isothermal multi-phase CO2-CH4-H2O-NaCl
systems and the corresponding phase changes. In figure 4.2, the possible phase combinations and transitions
are depicted. It should be noted that an additional solid phase can be present simultaneously with the phases
indicated in the figure, but is intentionally disregarded in the figure for brevity. To solve the flow and balance
equations in these numerical models, primary thermodynamic variables need to be specified. The number
of primary variables for a system, equivalent to the total degrees of freedom defined by the Gibbs’ phase rule,
is given by [71]

Npv = D f +Np −1 = Nc +1, (4.1)

where Npv denotes the total number of primary variables and D f denotes the degrees of freedom. In the
considered depleted gas reservoir system consisting of 4 components, 5 primary variables should be defined.
The primary variables required in ECO2MG, depend on the initial phase conditions within the system and are
listed in table 4.2. Based on these primary variables, secondary parameters are calculated by the EOS which
are necessary to assemble the balance equations. After each iteration the primary variables are updated and
re-initialized in case of phase changes [71]. The secondary parameters, determined for each separate phase
are the saturation, density, viscosity, specific enthalpy, relative permeability, capillary pressure, component
mass fractions (i.e. CO2, H2O, NaCl and CH4) and diffusion coefficients. Contrary to ECO2MG, having a highly
modular structure with a distinct primary variable and secondary parameter format, a fixed set of parameters
needs to be specified in GEM regardless of the phase condition due to its model structure.

4.3. Simulation overview and work flow
To comprehensively examine the appearance and magnitude of the near wellbore effects, various simulation
studies are conducted in a structured order throughout this research. Overall, the complexity of the sim-
ulations with respect to the involved physics and reservoir heterogeneity are increased for each consecutive
study. First a sensitivity study is performed on a simplistic 1D radial reservoir, which is subsequently extended
to 2D cylindrical domains with more complex heterogeneities. Thereafter, the injection scenarios and impu-
rities are simulated. Finally, a realistic geological model is implemented to study the near wellbore effects on
a field scale. For the sensitivity study and first part of the near wellbore cooling management (i.e. injection
scenarios), the ECO2MG module is utilized because of the obvious handling of salt precipitation and the eas-
ily tune-able permeability reduction model. On the other hand, the second part of the near wellbore cooling
management (i.e. introduction of impurities) and the full 3D field case is simulated with CMG GEM, due to
higher flexibility of GEM’s EOS for addition or removal of components and the straightforward processing of
3D geological models. An overview of the simulations and corresponding simulator for each part is shown in
figure 4.3.
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Figure 4.3: Overview of the sequence of performed simulation studies in this research, in which the simulator utilized for each study is
indicated.

4.4. Simulation models
4.4.1. 1D and 2D sensitivity study and near wellbore cooling management
For the sensitivity study, a base case scenario is defined to determine the influence of perturbations on rel-
ative change with respect to the base case. The input parameters for this base case are listed in table 4.3.
Injection temperature and reservoir temperature are set to be equal in order to minimize the influence of
the undisturbed reservoir on the effects in the near wellbore region. Changes to the input parameters will be
mentioned for each case and remain the same if not mentioned otherwise.

Table 4.3: Input parameters and initial conditions for the base case scenario of the sensitivity study.

Parameter Value (unit) Parameter Value (unit) Parameter Value (unit)

Qi n j 35 (kg/s) xN aC l 15 (wt%) kr,α modified Corey 2.47
pr es,i ni 40 (bar) Ti n j 45 (oC) S Aq,r 0.2 (-)
φ 0.12 (-) Tr es,i ni 45 (oC) SN AL ,r 0.1 (-)
K 100 (mD) Γ 0.8 (-) SN AV ,r 0.01 (-)
h 50 (m) φr 0.8 (-) n 3 (-)
R 4000 (m) ρr 2600 (kg/m3) pc no capillary pressure
S Aq 0.2 (-) Cp,r 920 (J/kg/oC) λr 2.52 (W/m/ oC)

Model geometries
Simulations in the 1D sensitivty study and near wellbore cooling management section are all conducted on
a 1D radial homogeneous model with a constant CO2 injection rate. The dimensions, number of grid cells
and grid spacing of the radial model are shown in figure 4.4. Within the cell distribution given in the figure,
the cells are logarithmically spaced to provide an adequate resolution in the near wellbore area, while having
large cells close to the outer boundary. For the 2D sensitivity study, the initial radial model is converted
into a cylindrical model by dividing the model in 20 equidistant grid cells of 2.5 m in vertical direction. The
dimensions of the 2D reservoir are equivalent to the 1D case. However, in contrast to the 1D simulations, a
grid with 400 logarithmic spaced cells divided over the entire domain in lateral direction is implemented, to
enhance the stability of the ECO2MG simulator. In addition, as mentioned, different degrees of heterogeneity
are applied which are discussed in detail in paragraph 5.2.

Figure 4.4: Radial model including the logarithmic grid distribution implemented in the 1D sensitivity study, injection rate scenarios
and impurity simulations, modified after [23].
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Boundary conditions
The boundary conditions for this radial model are a no flux boundary (i.e. Dirichlet boundary condition) at
outer boundary of the model domain and a constant (in)flux at the well location (i.e. Neumann boundary
condition).

4.4.2. P18-4 test case
As basis for the P18-4 field test case, a geological field model of the P18 field received from TNO and ini-
tially developed by TAQA, is utilized. The geological features and properties of the P18-4 compartment are
exported to CMG GEM and non-isothermal CO2 injection simulations are conducted. The model geometry
and initialization are further discussed in chapter 7.

4.4.3. Case overview and incorporated physics
In the numerous simulations conducted, certain physical effects are in- and excluded, to test the influence of
this physical effect on the behavior of the system, or are not incorporated due to modeling limitations. There-
fore, each simulation case has been numbered and a clarifying overview of the simulation characteristics and
incorporated physics are provided in table 4.4.

Table 4.4: Overview of the incorporated physics and characteristics for each simulation case.

Simlator Case Ther. Salt Perm. Grav. H2O CO2 Mob. Cap. Geom. Hetro. Heat
/method* no. prec. red. vap. diss. brine press. exc.
ECO2MG 1-10 X X X X X X X X 1D-R X X

11 X X X X X X X X 1D-R X X
12-14 X X X X X X X X 1D-R X X
15 X X X X X X X X 1D-R X X
16-17 X X X X X X X X 2D-C X X
18 X X X X X X X X 2D-C X X
19-20 X X X X X X X X 2D-C X X
21 X X X X X X X X 1D-R X X
22 X X X X X X X X 1D-R X X

GEM 21 X X X X X X X X 1D-R X X
22 X X X X X X X X 1D-R X X
24-25 X X X X X X X X 1D-R X X
26 X X X X X X X X 3D X X

Analytical 21 X X X X X X X X 1D-R X X
* the abbreviations in the headlines of the colums are respectively: thermal (ther.), salt precipitation (salt prec.),
permeability reduction (perm. red.), gravity (grav.), water vaporization (H2O vap.), CO2 dissolution (CO2 diss.), mo-
bile brine phase at initial condition (mob. brine), capillary pressure (cap. press.), geometry (geom.), heterogeneity
(hetro.) and heat exchange with confining layers (heat exc.).
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Simulation results and discussion

The distribution of CO2 injected in depleted gas fields are, at the time scale considered, primarily controlled
by the following flow and transport mechanisms [4]:

• Migration of CO2 as a results of the imposed pressure gradient due to injection;
• Migration of CO2 induced by natural hydraulic gradients and capillary pressures;
• Buoyancy and gravitational forces due to the density contrasts between the injected CO2 and initial

reservoir fluids, intensified by induced thermal effects during injection.
• Fingering and dispersion induced by mobility differences between the injected CO2 and initial reservoir

fluids and by local reservoir heterogeneity;
• Dissolution of CO2 in reservoir fluids and vaporization of H2O;
• Mineral precipitation and dissolution;
• Diffusion caused by concentration gradients.

Near wellbore effects induced by CO2 injection comprises and impacts several of the mentioned mechanisms.
In this chapter, the CO2 injection simulation results are displayed and discussed. First a sensitivity study is
conducted on the influence of the injection parameters and reservoir properties on the magnitude of near
wellbore effects and their influence on flow processes in the reservoir. Thereafter, the change of effective
permeability due to physical effects as dry-out and salt precipitation is examined, and a comparison study
between the numerical models and analytical solution is performed.

5.1. 1D sensitivity study
5.1.1. Base case - Reservoir dynamics: thermal effects, flow behavior and phase change
Thermal effects and saturation distribution
Injection of CO2 in the reservoir, initiates the extensively discussed (thermo)physical effects, causing a dis-
tinct temperature, pressure and saturation profile to arise in the reservoir. The simulation results of the base
case scenario after one year of injection are shown in figure 5.1.

In the saturation profile three flow regions can be identified: (1) Single phase fluid region close to the well,
where the brine phase is entirely evaporated into the continuously injected dry CO2 and salt has been precip-
itated, in the so called dry-out zone; (2) Two phase fluid region behind the CO2-CH4 mixing front with a non-
aqueous phase fully composed of CO2 and the initially present aqueous phase; (3) Two phase region ahead of
the CO2-CH4 mixing front with a non-aqueous phase composed of initial CH4 and an initially present aque-
ous phase.

Various thermal processes occur simultaneously in the reservoir during the injection. The thermal processes
explicitly treated are JTC, endothermic water vaporization and exothermic CO2 dissolution. As Han et al.
[23] substantiated, the mentioned thermal processes act and dominate in different regions in the reservoir.
To define these regions properly, three simulations are conducted, in which for each simulation different
thermal effects are included. The corresponding regions, indicated in the temperature profile shown in 5.1
(bottom), are discussed below:

32
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Figure 5.1: (Case 1)(top) Components and saturation distribution after 1 year of injection for a simulation in which all thermal effects
are enabled and (bottom) temperature and pressure profiles in the reservoir after 1 year of injection for 3 simulations with different

thermal effects included, where the region in which each thermal effect dominates is indicated at the top. Here, the abbreviations NA,
Aq, JTC and vap. represent non-aqueous phase, aqueous phase, Joule-Thomson cooling and vaporization respectively.

• Region 1 (Joule-Thomson cooling): the aqueous phase in this region closest to the well has been entirely
evaporated and the reservoir is locally dried-out. Cooling in this part of the reservoir is therefore only
caused by the JTC of the injected CO2 phase.

• Region 2 (Joule-Thomson cooling and water vaporization): in this region the temperature in the reser-
voir is dominated by a combination of water vaporization and JTC. Water evaporation induces an addi-
tional temperature drop of 2oC on top of the JTC effect with the considered base case parameters. The
contribution of the exothermic CO2 dissolution on the reservoir temperature in this region negligible.

• Region 3 (CO2 dissolution): at larger distances from the well, the dominance of particularly the JTC
reduces due to the lower pressure gradient and the exothermic dissolution effect of CO2 becomes more
exposed. Due to reduction of the JTC and heat conduction of the warm undistributed reservoir, the
temperature profile restores to initial reservoir temperature. The exothermic dissolution causes the
temperature to rise slightly above the initial reservoir temperature. This final region extends upto the
CO2 mixing front. However, the exothermic effect of dissolution is small at the prevailing pressure.

The boundaries of the mentioned regions are not static, but migrate further into the reservoir over the in-
jection time. The migration rate of these boundaries are directly related to the CO2 injection rate. Based on
the figure, it can be stated that, for the given injection rate and initial pressure, the cooling is predominantly
caused by the JT effect. Due to the large pressure gradient induced in the reservoir by the imposed injection
and high JT coefficient of the CO2 at the prevailing conditions, the JTC is quite substantial.

In the pressure profile a distinct deflection in pressure at the boundary between the single phase zone and
two phase zone is observed, that is caused by the abrupt change in relative permeability due to the transition
from a dried-out region to a region where the aqueous phase is present. This alters the pressure behavior and
enhances the pressure gradient, subsequently increasing the JTC. Due to the assumption of instantaneous
thermodynamic equilibrium, the transition from a dried-out to undried region, marked by the evaporation
front, is sharp [68].
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Flow behavior
Transport in this multi-component system is driven by advection and diffusion [26]. Advection is the com-
bined effect of gravitational and injection forces. The gravitational forces are oriented perpendicular to the
horizontal injection forces. In the vicinity of the well the transport is dominated by advection, in particular by
the injection forces due to large imposed flow rates. Far from the well, diffusion, which is induced by concen-
tration gradients, becomes more important due to the reduction of the flow velocity in radial models as the
radius increases [26]. Since this research focuses on the advection dominated near wellbore region, diffusion
is neglected.

The pressure behavior in the reservoir during injection, i.e. the spatial distribution, pressure gradient and
rate of the pressure buildup, is affected by injection parameters, reservoir properties (e.g. reservoir geometry
and heterogeneity) and presence of reservoir fluids and their properties [4]. As given in equations 2.44 and
2.45, the imposed pressure gradient by constant rate injection is attributed to the injectivity of the CO2 in
the formation while the rate of the pressure buildup is for a given injection rate directly related to size of the
reservoir.

As CO2 is injected in a depleted gas reservoir, it starts to mix with the CH4 and due to their miscible charac-
teristics [4, 72]. The flow behavior of the phases in the reservoir depend on the individual thermophsyical
properties of present components. In the reservoir a mixing zone will establish with the initial CH4 compo-
nents and injected CO2 components at the leading and trailing edge respectively. This mixing zone migrates
further into the reservoir over time. Displacement of brine by the injected CO2 is assumed to be negligible,
because the brine phase in depleted gas fields is regularly close to or at residual saturation and therefore
hardly mobile. The efficiency of the displacement of the initial CH4 by CO2 within the non-aqueous phase
can be expressed using the mobility ratio m = µC H4 /µCO2 . Since the viscosity of CO2 in the pressure and
temperature range of depleted gas reservoirs remains for the considered conditions higher than the viscosity
CH4. The mobility ratio between CO2 and CH4 is therefore less than 1, indicating that stable displacement
front will develop and viscous instabilities as fingering are limited [4]. In addition, this displacement process
becomes even more stable as the reservoir repressurizes during the injection process, due to the increase in
viscosity of CO2 with increasing pressure.

Of significant importance for the near wellbore effects is that, shortly after the start of injection, all the CH4

will be displaced by the injected CO2 in the near wellbore region. At an injection rate of 35 kg/s with a reservoir
height of 50 m, it takes only 10 days for the mixing front to reach a distance of 100 m from the well. The near
wellbore region will therefore be fully saturated with CO2 and brine. Nevertheless, the thermal front migrates
significantly slower and retards far behind the mixing front (see figure 5.1). It can therefore be substantiated
that the region in which the dominant thermal effects occur, converts rapidly in a CO2-brine system when as-
suming no capillary trapping of the CH4 components. The thermophysical effects arising in the near wellbore
region are therefore not directly attributed to the initial CH4. However, the presence of initial CH4 remains to
have an indirect influence on the pressure gradient throughout the reservoir, because it affects the flow be-
havior further in the reservoir. In Appendix D.1, a comparison is given between simulations on a CO2-brine
system in which the initial CH4 components are substituted by CO2 and the CO2-CH4-brine considered in
this research. At both sub- and supercritical condition, the outcome of the CO2-brine and CO2-CH4-brine
systems are in reasonable correspondence.

Phase change
The phase in which the CO2 is injected in the reservoir is exceptionally important for the magnitude of the
JTC in the near wellbore region. Injection of CO2 in depleted reservoirs results in the buildup of the reser-
voir pressure. To examine the effect of phase changes on the JTC, a simulation is conducted in which CO2

is injected over a period of 2 years. To accelerate the pressure buildup, a reservoir with radius of 1000 m is
implemented instead of the original 4000 m used in the model of the sensitivity study. This reduces the re-
quired injection time to reach critical pressure from 11 years to 1 year, hereby shortening simulation time and
enhancing visualization of the thermal fronts.

In figure 5.2, the temperature and pressure profiles over the injection time are depicted. Directly after the
start of injection, a transient pressure behavior is observed in the reservoir. After approximately 20 days, the
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boundary of the reservoir is reached and a semi-steady state flow develops. Due to the continuous injection,
the reservoir pressure gradually increases over time. Eventually, the pressure in the reservoir reaches the criti-
cal pressure CO2. When the reservoir pressure exceeds the critical pressure, the CO2 changes from gaseous to
supercritical phase. The JT coefficient of CO2 depends on the local pressure and temperature in the reservoir,
as shown in figure 3.3. Above the critical pressure the JT coefficient significantly reduces. Up to an injection
time of 100 days in figure 5.2, in which the reservoir pressure has not exceeded the critical pressure yet, the
minimum temperature in the reservoir reduces over time due to the strong JTC effect of the injected CO2. The
thermal fronts migrates away from the well into the reservoir. However, as the critical pressure is reached and
the JT coefficient of CO2 reduces, the induced JTC becomes less. Hence, the minimum temperature in the
reservoir starts to rise due to the lower magnitude of cooling and the heat conduction from the undisturbed
formation and pore fluids at initial temperature further into the reservoir.

Figure 5.2: (Case 2)(left) Temperature profiles at different times during the injection process for a reservoir with a radius of 1000 m and
(right) corresponding pressure profiles in which the red line indicates the critical pressure of CO2.

5.1.2. Injection rate
The imposed injection rate of CO2 determines the induced pressure gradient in the reservoir. This gradient
directly impacts the magnitude of the JTC in the reservoir, as indicated by equation 2.45. Figure 5.3 shows
the temperature and pressure profiles for different injection rates. For higher injection rates, larger pressure
gradients will establish which subsequently result in a higher JTC and lower minimum temperature in the
reservoir. In addition, it should be noted that at higher injection rates, more CO2 is being injected. This leads
to a larger cooling source compared to the low injection rate cases and therefore increases the discrepancy in
minimum temperature reached for the different injection rates. Besides, the evaporation rate of water into
the dry CO2 is directly related to the injection rate [68]. As a result, a higher injection rates, more water will
evaporate and the dry-out front and the corresponding salt precipitation region will be further advanced into
the reservoir.

5.1.3. Injection temperature
The temperature at which the CO2 is injected in the reservoir affects the magnitude of the thermophyscial ef-
fects in the near wellbore region. In figure 5.4, the temperature profile, pressure profile, fraction of H2O in the
non aqueous CO2-rich phase and phase distribution in the reservoir is shown. At an injection temperature of
15oC combined with a pressure above the vapor pressure of CO2, the CO2 is in liquid phase as shown in the
saturation distribution graph (see figure 5.4b). In liquid phase, the JT coefficient of CO2 is extremely low and
the JTC is therefore limited. The cooling observed in the temperature profile is mainly due to the vaporization
of water (only 1.5oC). For the remaining injection temperatures, the CO2 is injected in gaseous phase. As the
injection temperature is raised, the cooling induced by the JT effect reduces since the JT coefficient decreases
with increasing temperature. However, this is opposed by the cooling caused by endothermic vaporization
of water, (i.e. the sharp drop in temperature at the dry-out front). Water vaporization becomes more signif-
icant as the injection temperature is increased, because more water can evaporate in the CO2 stream as the
temperature is raised.

5.1.4. Permeability
The permeability of the formation has an important influence of the injectivity of the CO2. In low permeable
formations, a higher pressure gradient is required to result in an equal rate in comparison to high permeable
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(a) Injection rate (b) Permeability

Figure 5.3: (Case 3&4)(a) Temperature, pressure and salt distribution for different CO2 injection rates; (b) Temperature, pressure and
salt distribution for different formation permeabilities.

formations. Figure 5.3b shows the simulation results for different absolute rock permeabilities. The cooling
in the reservoir increases with decreasing permeability due to the higher pressure gradients in the reservoir.
Deviant behavior is observed for the lowest simulated permeability (i.e. 10 mD). The minimum temperature
reached is less than the 50 mD case, contradictory to the statement that the cooling increases for decreasing
temperature. As mentioned earlier the magnitude of the JTC is a combination of the gradient of the pres-
sure and the JT coefficient. Since the imposed flow rate causes a significant pressure gradient in the lowest
permeability case, the absolute value of the pressure in the near wellbore region already exceeds the critical
pressure of CO2 shortly after injection. Hence, the CO2 changes from gaseous phase to supercritical and the
JT coefficient reduces. Therefore, although the pressure gradient in the lowest permeability case is larger than
the 50 mD case, the cooling is less.

5.1.5. Porosity
The initial porosity of the formation describes the ratio between voids in the porous medium and the solid
matrix. To reduce the temperature of the system consisting of fluid filled pores and the solid matrix, a particu-
lar amount of heat is required. This amount of heat required can be described by the effective volumetric heat
capacity given in equation 2.7. The volumetric heat capacity is dependent on the porosity. A decrease in the
porosity results in an increase of the volumetric heat capacity, due to the significant differences the rock and
pore fluids especially the if non-aqeuous phase is in gaseous conditions. Therefore, for lower porosity values
more heat is required to change the temperature of the system. In figure 5.5, the simulation results for differ-
ent porosity values are shown. The minimum temperature reached in the reservoir due to the cooling effects
is lowest for the highest porosity (i.e. 0.24) and vice versa, as substantiated. In addition, as the porosity is re-
duced, less pore space will be available in the formation, leading to a faster buildup of the reservoir pressure
and faster decrease JT coefficient and correlated cooling. Besides, although the vaporization rate remains
constant for each simulation, the drying process in the reservoir in the reservoir is faster for lower porosity
values. This is due to the fact that less water is present in the pores because of the constant simulation input
value for the water saturation.
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(a) (b)

Figure 5.4: (Case 5)(a) Temperature, pressure and mole fraction of water in the non-aqueous phase and (b) saturation distributions for
different CO2 injection temperatures after 1 year of injection.

Figure 5.5: (Case 6)(left) Temperature profile for different rock porosity values and (right) corresponding pressure and solid salt profiles.

5.1.6. Initial reservoir pressure and temperature
The impact of the absolute value of the pressure on the JT coefficient and consequently on the cooling in the
reservoir can be studied by implementing different initial reservoir pressures (see figure 5.6a). The induced
gradient by injection in the reservoirs is roughly the same, but some deviations are visible due to the depen-
dency of the fluid properties (e.g. viscosity, density and compressbility) on the pressure and temperature.
At very low initial reservoir pressures, corresponding to highly depleted gas reservoirs, the JT coefficient of
CO2 is high, leading to significant JTC (i.e. approximately 13oC for an initial pressure of 20 bar). As the initial
reservoir pressure is increased, the JT coefficient decreases and cooling reduces. In fields with a higher initial
reservoir pressure for instance 100 bar, the JT coefficient is considerably smaller which results in a reservoir
cooling of only 3oC.

In the base case scenario of this sensitivity study, the initial reservoir temperature is equal to the injection
temperature (i.e. 45oC), to minimize the effect of the heat provided through conduction from the undis-
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turbed reservoir ahead of the thermal front on the thermal effects in the near wellbore region. To examine
the impact of this choice in initial reservoir temperature on the cooling and minimum temperature reached
in the reservoir, simulations are conducted with different initial temperatures. As shown in figure 5.6b, the
minimum temperature reached in the formation remains closer to the initial injection temperature as the
reservoir temperature increases. This reduction in cooling of the formation can be attributed to a combina-
tion of a difference in absolute pressure value in the near wellbore region, affecting the JT coefficient, and
difference in heat provided through conduction between the studied cases. At higher reservoir temperatures,
the fluid properties of the phases (e.g. viscosity and density) become less favorable. As a result, the absolute
pressure value is higher and the JT coefficient lower. Besides, more heat is provided through conduction from
the reservoir ahead of the thermal front at higher reservoir temperatures, which reduces the cooling of the
reservoir. Ultimately, the difference in minimum temperature reached in the reservoir for an initial reservoir
temperature of 45 and 100oC is approximately 3oC and is therefore not substantial.

(a) Initial reservoir pressure (b) Initial reservoir temperature

Figure 5.6: (Case 7&8)(a) Temperature and pressure profiles for different initial reservoir pressures; (b) Temperature and pressure
profiles for different initial reservoir temperatures.

5.1.7. Reservoir size
The reservoir geometry and volume influence the rate of the pressure buildup of the reservoir. To study the
effect of the reservoir repressurization rate on the cooling in the reservoir, the radius of the radial reservoir
has been perturbed while the remaining parameters were fixed. The tested reservoirs therefore have differ-
ent volumes and consequently different rates of pressure buildup. In figure 5.7a , temperature and pressure
profiles are depicted. Obviously, the fastest pressure buildup occurs in the reservoir with the lowest volume
(i.e. 0.04 bcm). After 1 year of injection, the pressure in the reservoir with the lowest volume is therefore
already far above critical pressure. Hence, the cooling effect is small and the temperature remains close to
initial injection temperature. As the reservoir volume increases, the rate of the pressure buildup reduces.
For the remaining cases, the pressure remains below critical pressure after 1 year and the CO2 is therefore
injected in gaseous phase. Due to the slow pressure buildup, the absolute value of the pressure in the large
volume reservoirs is close to initial pressure and the JT coefficient is high, which causes a stronger cooling
effect. The temperature and pressure profile of the simulation on a 10 bcm reservoir overlaps the profiles of
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the 2.5 bcm reservoir. This is due to the fact that in both reservoirs the flow remains in transient state since
the outer boundary of the domain has not been reached by the pressure wave. Moreover, as a consequence of
the high pressure in the reservoir with the smallest volume, more CO2 dissolves in the aqueous phase. Since
the dissolution of CO2 is exothermic, the temperature increases subsequently increases above initial reservoir
temperature.

(a) Reservoir sizes

(b) Brine saturation

Figure 5.7: (Case 9&10)(a) Temperature and pressure profiles for different reservoir sizes ; (b) Temperature, pressure and saturation
distribution for different initial brine saturations.

5.1.8. Brine saturation
The initial brine saturation and its salinity in the reservoir plays an important role on the near wellbore
physics (e.g. the salt precipitation, water vaporization, relative permeability of the non-aqueous phase and
the cooling effect). In figure 5.7b, the simulation results for different brine saturations are displayed. Brine is
set to be immobile for all saturation values. As a consequence, the H2O components in the reservoir can only
migrate after evaporation in and subsequently advection by the injected CO2 phase [66]. Since the aqueous
phase is immobile, the solid salt saturation after the aqueous phase is entire evaporated can be determined
by an analytical solution, i.e. [68],

Ss =
S AqρAq xN aC l

ρs
(5.1)

Because the salinity for each case is equal, more salt has been precipitated in the simulation with the highest
brine saturation (i.e. S Aq = 0.3). Since the salinity and injection rate for each case are constant, the evapora-
tion rates are equal. Hence, the dry-out front is least advanced for the highest saturation case due to the fact
that more time is required to evaporate the higher amount of water compared to the other cases.

Presence of brine reduces the relative permeability of the injected CO2. In the dry-out zone no water is present
and the relative permeability of the CO2-rich phase equals unity. As mentioned, the distinct deflection in the
pressure profile at the location of the dry-out front is caused by the sudden change in relative permeability of
CO2 before and behind the dry-out front. As the water saturation increases, the relative permeability change
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increases which enlarges the deflection in the pressure profile. In front of the deflection, the pressure gradient
is smallest for the highest water saturation while, on the other hand, the pressure gradient behind the dry-out
front is largest for the highest brine case. This eventually causes a higher JTC and consequently reduction of
the temperature compared in the highest brine case compared the other cases.

5.1.9. Salt precipitation
Various simulations have been conducted with different salinity values to study the salt precipitation of which
the results are presented in figure 5.8a. The vaporization rate of water is influenced by the salinity of the aque-
ous phase. In the mutual solubility section in paragraph 2.1.5. it was shown that the amount of water that
can evaporate in the CO2 rich phase decreases with increasing salinity. Therefore, as displayed in figure 5.8,
representing a time profile at a location 10 m from the well, dry-out is achieved earliest for the lowest brine
salinity value. The reduction of permeability in the dry-out zone developed around the well, negatively affects
the injectivity and induces a higher pressure gradient of this region as shown in the pressure profiles. This
permeability reduction obviously increases with higher salinity values, because of the higher salt precipita-
tion (see figure 5.8b). The increased permeability reduction, leading to a higher pressure gradient, enhances
the cooling effect. However, the additional cooling observed in the temperature profiles due to the salt pre-
cipitation over the range of salinities studied, i.e. no salinity (0 wt% to extremely saline 25 wt%), is limited to
1.5oC for the implemented values in the Verma-Pruess reduction model.

(a)

(b)

(c)

Figure 5.8: (Case 11)(a) Temperature and pressure profiles for different brine salinities; (b) Salt precipitation and corresponding
permeability reduction profiles; (c) Saturation distribution over time at a radial distance of 10 m with respect to the well.

This Verma-Pruess model addressed in 2.3.1, used to calculate the permeability reduction, can be tuned by
the parameters φr and Γ. Particularly the parameter φr , defining solid salt saturation at which complete
clogging of the formation occurs, is important [46]. In literature, many values for these parameters have been
proposed, ranging from 0.5 to 0.8 for φr and 0.2 to 0.95 for Γ [15, 28, 38, 46, 53, 68, 73, 74]. For most modeling
practices on sandstones, where experimental data of permeability reduction is absent, the parameters are set
to the same values used in this research i.e. Γ = φr = 0.8. The sensitivity with respect to these parameters is
given in Appendix D.2. As expected, the cooling is mostly affected by changes in the critical porosity. Increas-
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ing the critical porosity from 0.8 to 0.9, leads to a reduction of the permeability due to the salt precipitation of
0.73 instead of 0.85. However, this lowers the minimum temperature reached in the reservoir with only 1oC.
Despite the considerable salinity of the brine, the amount of salt that precipitates in the near wellbore region
is limited due to the low residual brine saturation. Hence, the permeability reduction at a critical porosity of
0.9 is not substantial enough.

5.1.10. Relative permeability
The relative permeability curves of the phases impact the pressure distribution in the reservoir. Different rel-
ative permeability curves, obtained by implementing different end point values in the modified Corey model,
have been studied. The simulation results are shown plotted in Appendix D figure D.2. For the range of rel-
ative permeability curves examined, the discrepancy in minimum temperature reached in the reservoir is
small (i.e. less than 2oC). The cooling is most sensitive to changes in the Corey exponent of the relative per-
meability curve of the gaseous phase.

5.1.11. Rock thermal properties
The rock density, heat capacity and thermal conductivity of the formation determine the rock thermal diffu-
sivity. As indicated in equation 2.6, 2.8 and the effective volumentric heat capacity terms, the thermal prop-
erties of the rock highly affect the response of the temperature in the system to cooling effects induced by the
injection of CO2. In Appendix D.4 the simulation results are shown for variations in values of these parame-
ters. The density and heat capacity both influence the amount of heat required to change the temperature of
the system. Increase in density or heat capacity with the same amount of cooling therefore results in lower
reduction of the temperature in the system. Thermal conductivity of the formation determines the shape of
the temperature front. For higher thermal conductivity values the thermal front will stretch out due to better
conductance of the formation, while for lower thermal conductivity values the front sharpens. The devia-
tions in minimum temperature reached for the wide range of values tested for the rock thermal properties
are constrained within 2oC.

5.1.12. Capillary pressure
In the previously discussed sensitivity cases, the brine phase was assumed to be immobile and capillary pres-
sures were neglected. Potential effects of capillary pressure in ECO2MG are only relevant if the aqueous phase
is mobile. Hence, the relative permeability functions, previously ensuring an immobile aqueous phase, have
been slightly modified to enable flow of the aqueous phase by lowering the irreducible water saturation to
0.05 instead of 0.20. In total 4 different capillary pressure curves have been tested (see figure 5.9b), ranging
from extremely high capillary pressure values (CP1) to extremely low values (CP4). A realistic pressure curve
for sandstones is given by CP2 [68] and capillary hysteresis is neglected. The obtained temperature and pres-
sure profiles are plotted in figure 5.9a. It can be observed that, for equal injection rates, more cooling occurs
in the reservoir as a capillary pressure curve with higher values is implemented. The enhanced cooling at
higher capillary pressure is caused by the higher impairment of the formation by salt precipitation and ad-
ditional vaporization of water, as a result of a stronger capillary backflow effect. Due to a combination of
vaporization of water in the vicinity of the well and displacement of the mobile brine phase by CO2, a brine
saturation gradient evolves outside the dry-out zone (see figure 5.10 (left)). If the capillary pressure gradient
is substantial, backward flow of water will be initiated towards the dry-out zone.

The backflow effect is visualized by the fluxes of CO2 and brine shown in figure 5.10 (right) for CP1. Here,
negative flux indicates migration away from the well while positive flux indicates migration towards the well.
In the region behind the dry-out front upto a radius of approximately 40 m, the brine flux is positive and brine
is migrating towards the dry-out zone. In the remaining part of the reservoir, the brine is flowing radially out-
wards along with the non-aqueous CO2-rich phase.

Figure 5.11 (left) depicts the salt precipitated in the near wellbore region and the corresponding permeability
reduction for the various capillary pressure curves simulated. The solid saturation and the corresponding
permeability reduction in the dry-out zone increases as more extreme capillary pressure curves (i.e. for in-
stance CP1) is implemented. Due to the higher capillary pressure gradient that establishes in the reservoir at
more extreme capillary pressure curves, a higher amount of water flows towards the well and more water will
be evaporated in the vicinity of the well leading to higher salt concentrations. Severe permeability reduction
can occur due to the capillary backflow effect and it should be noted that the critical porosity in the Verma-
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(a)

(b)

Figure 5.9: (Case 15)(a) Temperature and pressure distribution for different capillary pressures and (b) implemented capillary pressure
curves.

Pruess model was changed to 0.6 instead of 0.8 for the simulation case with CP1, to prevent full clogging of
the reservoir and termination of the simulation. Hence, the temperature reduction due to cooling shown in
figure 5.9a is for the CP1 case slightly underestimated with respect to the other cases.

To determine the importance of the imposed flow rate relative to the capillary pressure for the capillary back-
flow effect, a displacement ratio and average solid saturation in the dry-out zone have been plotted over the
flow rate in figure 5.11 (right) for the realistic capillary pressure curve (CP2), together with the solid satura-
tion for the immobile brine case without capillary pressure. The displacement ratio provides a measure of the
brine flux towards the well induced by capillary pressure and the brine flux away from the well. The higher
the displacement ratio the more significant the backflow effect. At low flow rates, the capillary backflow be-
comes more significant due to the low opposing injection induced pressure gradient and lower vaporization
rate which provides the brine phase additional time to migrate toward the dry-out zone [68]. Therefore, the
highest solid saturation for the mobile brine is observed at the lowest flow rate which has the strongest back-
flow effect. As the flow rate increases, the backflow effect reduces and vaporization rate increases. At a flow
rate of 20 kg/s the average solid saturation for the mobile case intersects the solid saturation line of immobile
case. Above flow rates of 20 kg/s the average solid saturation for the mobile case becomes in fact less than
for the immobile case. It can therefore be stated that the critical flow rate, defining the flow rate at which
capillary backflow effect can be neglected [53], for this particular combination of capillary pressure and sim-
ulation input parameters is approximately at 20 kg/s. Hence, at the considered injection rate of 35 kg/s in
this sensitivity study, the capillary effect is negligible. But, from a practical perspective, an injection well will
not be permanently on stream. In between shut-in and re-start periods the injection rate will drop below the
critical injection rate and a stronger capillary backflow effect will occur. The effects of shut-in and re-starts
on the capillary backflow effect should be further investigated.

Especially for the higher capillary pressure curves, the salt accumulation close to the well can reach extreme
values of solid saturation in the first meter around the well. Roels [53] argued that this phenomena is caused
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Figure 5.10: (left) Saturation distribution of the non-aqueous phase, aqueous phase, solid saturation and dissolved salt concentration
for the simulation case with mobile brine and capillary pressure (CP1) after 1 year of injection; (right) Fluxes of the injected CO2,

aqueous phase and dissolved salt plotted on a logarithmic scale after 1 year of injection.

by overestimation of the salt precipitation in the numerical module due to the instantaneous local equilib-
rium assumption in ECO2MG (and GEM) and was not clearly observed in laboratory measurements. The
instantaneous local equilibrium assumption overestimates the evaporation of brine, particularly at high in-
jection rates since realistic evaporation rates are several magnitudes smaller. Hence, in reality potential clog-
ging due to salt precipitation is expected further into the reservoir where CO2 flow velocities are significantly
lower and the capillary backflow effect will consequently become more important [53]. Modeling of capillary
backflow requires therefore requires a detailed water vaporization kinetics approach instead of instantaneous
local equilibrium [53, 66, 74].

Figure 5.11: (left) Precipitated salt and corresponding permeability reduction in the near wellbore region for different capillary pressure
curves after 1 year of injection; (right) Displacement ratio and salt precipitated in the dry-out zone for an immobile and mobile case

with capillary pressure (CP2) plotted as function of the flow rate.

5.1.13. 1D Sensitivity study results analysis
When analyzing the results of the senstivity study, it becomes clear that the cooling of the near wellbore region
is highly dominated by the JTC and other thermal effects have a less significant contribution. Parameters
directly affecting the JT effect, by influencing the JT coefficient of the injected stream or imposed pressure
gradient, have the largest impact on the induced cooling during injection. These parameters are the injection
rate, injection temperature, reservoir pressure and reservoir permeability. Equally important is the rate of
the pressure buildup in reservoir at low initial pressures, being directly proportional to the reservoir size for
constant injection rate. The rate of the pressure buildup will determine the time-span in which the CO2

will be injected in gaseous phase, before transitioning to liquid or supercritical conditions with considerably
lower JT coefficients. The faster this transition occurs, the lower the magnitude of the JTC and the less time
the reservoir is exposed to the JT induced cooling. Hence, reduction of the reservoir temperature will be
consequently less for reservoirs with a high pressure buildup rate.
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5.2. 2D sensitivity study
The implemented parameters for the 2D simulations are identical to the 1D case, except for the reservoir
temperature which is raised to 90oC in favor of the exposure of gravitational effects caused by temperature
induced density differences. Three reservoir models with different grades of heterogeneity are defined to
study the impact of heterogeneity on the thermophysical effects of CO2 injection. These models, shown in
figure 5.12, are: a homogeneous, 3-layer and heterogeneous model. The three layer model consists of layers
with an increasing permeability from top to bottom, separated by impermeable layers. Permeability values in
the heterogeneous model have been generated using a Gaussian distribution combined with Dykstra-Parsons
coefficients. The minimum and maximum permeability are 40 and 150 mD respectively, with an average
value of approximately 100 mD.

Figure 5.12: Permeability models for the homogeneous (left), 3-layer (middle) and heterogeneous (right) simulation cases. In the
3-layer model the non permeable layers are indicated with black and the permeability distribution from top to bottom is 1 mD, 10 mD

and 100 mD respectively.

5.2.1. Homogeneous model
In the homogeneous model, the permeability is constant in the entire reservoir, identical to the 1D simula-
tions. However, complementary to the 1D simulation cases, gravitational effects can be captured. The CO2 is
for all simulation equally injected over the entire height of the reservoir. In figure 5.13b, the simulation results
for the homogeneous field are shown. For better visualization of the results, only the first 1000 m of the 4000
m reservoir are plotted throughout this section of the report.

Figure 5.13a shows that the cooling front migrates further into the reservoir over the injection time and a slight
underride effect appears in the temperature profiles after 5 years. This gravity underride effect is caused by
the density difference between the warm CO2 ahead of the cooling front and the injected cold CO2. Due to
the density difference the warm CO2 migrates upwards due to buoyancy forces while the cold CO2 migrates
downward as a consequence of gravity. As a result, the cool and dense CO2 starts to under ride the warmer and
less dense CO2 at the top of the reservoir. Hence, in the lower part of the domain the cooling front is extended.
Cooling induced by the JT effect and water vaporization enhances the density difference and consequently
the undderride effect. The significance of the underride effect can be defined using a dimensionless gravity
number N . The gravity number is a ratio between the viscous forces, induced by the imposed pressure gradi-
ent from the horizontal CO2 injection, and gravitational forces (i.e. ∆ρg ) and depends on the distance of the
density or thermal front the well. A ratio larger than 1 implies that the gravitational forces are dominant over
the viscous forces while a ratio smaller than 1 implies that the viscous forces are dominant over the gravita-
tional forces [75]. Close to the well, the viscous forces dominate over the gravitational forces (N << 1). Hence,
after 1 year of injection the temperature profile in figure 5.13a shows a straight thermal front. As the thermal
front migrates further into the reservoir the viscous force becomes less dominant and the density difference
larger due to the JTC effect. Therefore the underride effect becomes more exposed over time.

The underride effect alters the CO2 flow and subsequently the temperature and pressure distribution in the
reservoir. However, the evaporation profile and distribution of the salt precipitation is not largely affected as
figure 5.13b indicates; a relatively uniformly distributed solid is observed. This is caused by the fact that the
dry-out zone is still close to the well where the viscous forces dominate over the gravitational forces.
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(a) (b)

Figure 5.13: (Case 16)(a) 2D temperature profiles for a homogeneous reservoir after 1, 5 and 10 years of injection and (b) pressure,
density, water saturation and solid saturation profiles after 5 years of injection

Vertical permeability has an impact on the the undderride effect. A lower value reduces the downward migra-
tion of the denser CO2 by gravitational forces. The Kv /Kh parameter indicates the ratio between the vertical
and horizontal permeability. Accordingly, as shown in figure 5.14, the underride effect is less for lower Kv /Kh

ratios. In addition, gravity underride effect will become more exposed as the pressure in the reservoir builds
up over the injection time. The density contrast between the CO2 at the location of the minimum tempera-
ture within the cooling zone and the CO2 at initial temperature behind the thermal front is larger for higher
pressures. This consequently leads to a stronger underride effect.

Figure 5.14: (Case 17) Temperature profiles for different Kv /Kh ratios after 5 years of injection at initial reservoir pressures of 40 and 70
bar.
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Heat exchange with over- and underburden
In the formerly shown simulation results, heat exchange with the reservoir confining formations was ne-
glected. As discussed in paragraph 2.3.2, the confining formations, being at initial reservoir temperature,
affect the temperature distribution along the depth of the reservoir. The under- and overburden act as heat
source, transferring heat into the reservoir through conduction. In figure 5.15, the temperature profiles for a
simulation with and without heat exchange are depicted.

Figure 5.15: (Case 18) Temperature profiles for simulations with (left) and without (right) heat exchange with the confining over- and
underburden formations after 5 years of injection.

The temperature profile of the simulation in which the heat exchange with confining layers is enabled, strongly
deviates from the temperature profile obtained in the simulation without heat exchange. At the top and bot-
tom of the reservoir, the magnitude of cooling and extent of the thermal front are significantly less compared
to the middle section of the reservoir. As a result, the underride effect present in the simulation without heat
exchange is nearly absent. The extent to which the provided heat affects the temperature profile in the reser-
voir, depends on the combination of the formation thermal diffusivity and the height of the injection column.
The influence on the temperature profile would be highest for reservoirs with a low thickness and high ther-
mal diffusivity, corresponding to the implemented parameters in this sensitivity study. As a consequence of
the provided heat from the adjacent formations and undisturbed section of the reservoir, the cooled reservoir
will gradually heat up to the initial reservoir temperature after the injection of CO2 is finished.

5.2.2. 3-layer model
To realistically model the distribution of the injected CO2, according to the injectivity of the formation in
absence of a wellbore model in ECO2MG, the vertical permeability at the first cell where the CO2 source is
located, is set to an infinitely high value. This ensures that the injection behavior is mimicking the behavior
of a wellbore model. In the 3-layer model, the injectivity of CO2 increases per layer from top to bottom due
to the increase in permeability, except for the impermeable layers in between (see figure 5.16 (left)). Because
of the difference in permeability, with constant rate injection, a higher injection pressure is required to inject
the same amount of CO2 in the top layer compared to the middle and bottom layer. Since the pressure at the
well location is fairly constant over the height of the reservoir, most CO2 is injected in the layer in the lowest
layer while least CO2 is injected in the upper layer, as shown by the extends of the mixing front in figure 5.17
(left bottom). The mixing front in the upper layer is at roughly 350 m while the front in the lowest layer is
already at 2250 m. Moreover, because a higher amount of dry CO2 is injected in the lower layer, more water
evaporates which increases the extent of the dry-out region and associated salt precipitation.

Figure 5.16: (Case 19)(a) Permeability field for the 3-layered system with a permeability distribution from top to bottom of 1 mD, 10 mD
and 100 mD respectively and (b) corresponding temperature profile after 5 years of injection.
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Because of the unequal injection of CO2 over the layers, the thermal front provided in figure 5.16 (right) has
advanced further into the reservoir in the lowest layer compared to the other layers. The enclosed imper-
meable layers are approximately at the same temperature as the surrounding permeable layers (i.e. where
CO2 flow occurs) due to the heat conduction. The difference in minimum temperature reached after 5 years
of injection between the layers is less than 2oC, where the lowest minimum temperature is observed in the
upper layer and highest in the lower layer. This discrepancy in minimum temperature, indicating that more
cooling occurs in the upper layer, is caused by a combination of the difference in pressure drop over the
near wellbore region in each layers and heat exchange with the surroundings. Note that heat exchange only
happens between the reservoir layers; heat exchange with the confining layers is not enabled. The pressure
drop is highest in the upper layer, causing the largest JTC, and becomes less for middle and lower layer. In
addition, the simultaneously occurring heat exchange between layers dampens the temperature reduction in
the middle and lower layers and enlarges the discrepancy in temperature reduction with respect to the upper
layer. Since the cooling fronts migrate faster in the middle and lower layer, the temperature profile in these
layers are affected by the considerable heat exchange with the upper laying layer, which is at the location of
the thermal front still at initial reservoir temperature.

Figure 5.17: Pressure, density of the NA phase, CO2 mole fraction in the NA phase and solid saturation profile for the 3-layer model after
5 years of injection.

5.2.3. Heterogeneous model
The heterogeneity in the considered reservoir, consisting of several randomly generated high and low per-
meable zones, significantly alters the CO2 flow patterns and therefore the spatial distribution of the induced
physical effects in the reservoir and near wellbore region. In figure 5.18, the permeability field along with the
temperature profile upon which the CO2 mass flux vectors and corresponding streamlines are plotted. These
streamlines indicate the direction flow direction and the magnitude of the mass flux; the closer these stream-
lines the higher the flux. As visible, the flow pattern is closely correlated to the heterogeneous structure in the
reservoir. In the close vicinity of the well, the direction of the CO2 mass fluxes are mainly dominated by the
horizontal injection forces and local heterogeneities. For instance, the injected CO2 tends to bypass the low
permeable zone located at a radius of roughly 150 m and depth of -20 m. As a result, the JTC is less in this low
permeable part of the reservoir. The thermal front is therefore also not as far advanced in this region com-
pared to the higher permeability regions above and below. Accordingly, the dry-out region indicated by the
aqueous phase saturation in figure 5.19 and the corresponding solid saturation profile is affected in a similar
manner and follows the contours of the permeability distribution. Less water vaporization occurs in the low
permeability regions due to the lower CO2 mass flux locally and consequently less salt precipitates.
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Figure 5.18: (Case 20)(a) Heterogeneous permeability field and (b) temperature profile including CO2 mass flux vectors (black arrows)
and streamlines (red lines) after 5 year of injection.

Over time, as a higher volume of CO2 is injected and the thermal front has advanced further into the reservoir,
the influence of injection forces reduces and the downward migration of the cold CO2 due to gravity becomes
more exposed. This downward migration of CO2 is shown by the downward deflection in the stream lines at
the location of the thermal front. However, in contrast to the homogeneous model, the underride effect is
affected by the local variations in permeability.

Figure 5.19: Pressure, composition, aqueous phase saturation and solid saturation profiles for the heterogeneous model after 5 years of
injection. Note the extended plot radius for the composition profile.

Furthermore, in the 3-layer model it was shown that a straight mixing front develops between the CO2 and
CH4 due to the favorable mobility ratio. The mixing front in this heterogeneous model shows some irregu-
larities, attributed to the heterogeneity (see figure 5.19). Nevertheless, this irregular front does not affect the
physical effects occurring in the near wellbore region.
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5.3. Influence of dry-out and salt precipitation on effective permeability
Vaporization during CO2 injection enhances the relative permeability of CO2 by reducing the aqueous phase
saturation, while on the other hand, the associated precipitation of salt causes a reduction of the absolute
permeability of the formation. As a result, the dry-out process simultaneously enhances and reduces the
effective permeability and thus affects the injectivity of CO2 into the formation. Effective permeability of CO2

in the reservoir is defined as

Ke f f ,α = kr,α ·ψ ·K0 (5.2)

where Ke f f ,α is the effective phase permeability, K0 is the initial rock permeability and ψ is the permeability
reduction factor by salt precipitation (i.e. K /K0). In this paragraph simulations are conducted in ECO2MG,
for an immobile phase, to examine which of the aforementioned effects is most dominant and whether the
injectivity increases or decreases.

(a) (b)

(c) (d)

Figure 5.20: (a) Permeability reduction due to salt precipitation as a function of water saturation at different salinities (with
φr = Γ= 0.8) and assuming immobile brine; (b) The absolute increase in relative permeability caused by water vaporization with

respect to the initial relative permeability in presence of a brine phase (i.e. Kr,CO2 ,dr i ed−out −Kr,CO2 ,i ni ); (c) Fractional change in
effective permeability as a consequence of relative permeability increase and absolute permeability decrease; (d) Effective permeability
change between the initial situation (without dry-out and salt precipitation indicated by the blue no dry-out line) and after dry-out and

salt precipitation for different water saturations and salinities.

In the determination of the increase in relative permeability during the dry-out and precipitation process, ac-
tive saturations are used. Active saturation (Sβ,α) describes the saturation of a non-solid phase β in presence
of a solid phase and reads as [68]

Sβ,α = Sβ
1−Ss

(5.3)
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Reduction of the permeability due to salt precipitation and the increase in relative permeability over the initial
water saturation for different salinity values are shown in figure 5.20a and 5.20b respectively. Salinity values
upto 25 wt% are tested, which is close to the salt solubility limit (i.e. 26.75 wt% at the initial reservoir tempera-
ture). The permeability reduction increases with increasing salinity, while the increase of relative permeabil-
ity is equal for all salinity values due to usage of active saturations. The effective permeability with dry-out
and precipitation can be divided by the effective permeability without dry-out to provide a fractional change
(see figure 5.20c) or plotted as absolute change (see figure 5.20d). From the figures it can be concluded that
the effective permeability increases due to dry-out. Relative permeability increase due to vaporization of the
brine is dominant over the absolute permeability reduction as a result of salt precipitation, for the considered
water saturation and permeability reduction parameters. Thus, the injectivity increases due to dry-out; this
enhancement of injectivity becomes larger for higher initial water saturations. Similar results are obtained
and conclusions can be drawn for the influence of the dry-out process on the injectivity in case of implemen-
tation of a mobile brine phase where the capillary pressure is taken into account. The obtained changes in
effective permeability due to dry-out are highly dependent on the permeability reduction parameters used in
the permeability reduction model. However, to obtain a negative impact on the effective permeability due to
dry-out and salt precipitation, for the water saturation range considered, exceptionally high critical porosities
with values above 0.95 are required.

5.4. Simulator comparison
5.4.1. Comparison of JTC between analytical solution and numerical models
The steady-state analytical solution by Mathias et al. [34], can be compared to the output of the numerical
simulators (i.e. GEM and ECO2MG). In contrast to the latter, the simplistic analytical solution does not ac-
count for thermal effects other than the JT effect. Hence, vaporization and dissolution are not included. To
provide a sound comparison between the analytical and numerical solutions, the water saturation is set to a
value of 0.0001, which minimizes the thermal contributions of vaporization and dissolution in ECO2MG and
GEM. Figure 5.21 shows the obtained temperature profiles for the input parameters given in table 5.1.

Table 5.1: Simulation input parameters for the analytical model, ECO2MG and GEM.

Parameter Value (unit) Parameter Value (unit)

Porosity (φ) 0.12 (-) Injection temperature (Ti n j ) 45 (oC)
Permeability (K ) 100 (mD) Reservoir temperature (Tr es ) 45 (oC)
Reservoir radius (r ) 4000 (m) Initial pressure (Pi ni ) 40 (bar)
Reservoir height (h) 50 (m) Joule-Thomson coefficient (µ j t ) 0.92 (oC/bar)
Injection rate (Qi n j ) 20 (kg/s) Aqueous phase saturation (Saq ) 0.0001 (-)

The figure indicates that the analytical, GEM and ECO2MG solutions are in close correspondence for a well-
bore radius of 0.15 m in the analytical solution. The minimum temperature obtained in the GEM simulation
slightly deviates from the value obtained by ECO2MG. In GEM, the JT effect is slightly lower compared to
ECO2MG due to difference in the pressure behavior of the grid cells adjacent to the well location, which will
be discussed in detail in the following paragraph. This discrepancy in pressure is particularly important at
early injection times. Hence, the difference in minimum temperature reached reduces from 0.15oC at 30
days after injection to 0.03oC after two years of injection. Nonetheless, the location of the minimum temper-
atures in temperature profiles of ECO2MG and GEM are in close agreement.

When comparing the analytical solution to the numerical simulation results, it can be observed that the tem-
perature profile of the analytical solution have marginally lower minimum temperatures (approximately 0.02
to 0.04oC). However, the location of the minimum temperature is slightly further extended into the reservoir.
This difference enhances over time and is caused by the constant thermophysical properties (e.g. density and
viscosity) in the analytical solution. Due to injection and the JT effect, the pressure and temperature changes
in the near wellbore region. This subsequently leads to changes in the thermophysical properties. The prede-
fined constant thermophysical properties in the analytical solution consequently become less accurate over
time. As the implemented flow rate is increased, the variation in pressure and temperature conditions in the
vicinity of the well increases and leads to a slightly higher discrepancy between the analytical and numerical
solution. At a flow rate of 35 kg/s the observed discrepancy with respect to the ECO2MG solution was in the
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range of 0.65oC at early injection times to 1oC after 2 years of injection. Approximately the same discrep-
ancy was obtained for implementation of a matching wellbore radius with the numerical solution (i.e. 0.3
m). In case the water saturation is set to 0.2 in the analytical model and numerical model, enabling other
thermal effects and salt precipitation in the numerical simulation, the discrepancy in minimum temperature
increases to more than 4oC. Hence, the analytical solution is therefore only useful to quickly examine the
cooling induced by solely the JT effect.

Figure 5.21: (Case 21) Comparison of the analytical solution (solid), ECO2MG (dashed) and GEM (dotted).

5.4.2. Comparison of ECO2MG and GEM simulation results
A second comparison study is performed between both numerical simulators to determine deviations be-
tween the calculated output for an identical test case in which all physical effects are included, i.e. JT effect,
H2O vaporization, CO2 dissolution, salt precipitation and the corresponding reduction of the permeability.
The parameters, reservoir domain and grid spacing used in this test case are equivalent to the 1D sensitivity
study. Due to absence of a wellbore model in ECO2MG, the first grid cell in the ECO2MG model is treated
as the wellbore and is given the same radius as the wellbore in GEM. To match the permeability reduction
due to salt precipitation calculated by the enhanced Verma-Pruess model in ECO2MG, the resistance factor
exponent was adjusted in the Carman-Kozeny model in GEM.

(a) a (b) b

Figure 5.22: (Case 22)(a) Temperature profiles and (b) pressure and composition profiles obtained from ECO2MG and GEM with and
without permeability reduction after 1 year of injection, with equivalent model geometries and simulation parameters.
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(a) (b)

Figure 5.23: (a) Permeability reduction and (b) aqueous phase saturation simulated obtained from ECO2MG and GEM after 1 year of
injection, with equivalent model geometries and simulation parameters.

In figure 5.22, the temperature, composition and pressure profiles after 1 year of injection are depicted. The
temperature profiles indicate that the minimum temperature reached in the reservoir and the extent of the
thermal front between ECO2MG and GEM are in close correspondence in both simulations with and without
permeability reduction enabled. Nonetheless, when the temperature curves are thoroughly analyzed it be-
comes clear that the temperature profiles from both simulators diverge from the injection point towards the
end of the dry-out zone (at ± 15 m). The radii of the dry-out zones shown in figure 5.23a are almost identical
for both simulators. But, at the dry-out front the temperature difference is approximately 0.5oC, indicating
that less JTC occurs in the GEM simulation. This is caused by the difference in pressure gradient between
both simulators within the dry-out region. Since the pressure gradient in this part of the domain is larger in
the ECO2MG simulation compared to GEM, more JTC cooling occurs in this region in ECO2MG. The temper-
ature drop induced by the vaporization of water is slightly larger for GEM (i.e. approximately 0.1oC), slightly
lowering the discrepancy. Further into the domain, after the dry-out zone, the pressure gradient in ECO2MG
reduces with respect to pressure curve in GEM and therefore the curves start to converge and overlap each
other again.

Figure 5.23b shows the distribution of the precipitated salt. In both simulators the salt precipitation in the
dry-out is constant because the brine phase is assumed to be immobile. However, the output of the precip-
itated salt is given in moles in GEM while in ECO2MG it is provided as saturation value. Since a radial grid
with logarithmically increasing cell radii is implemented, the cell area successively increases further away
from the well. Therefore, the amount of precipitated NaCl expressed in moles in GEM step-by-step increases.

It can be stated that although the simulators utilize different phase partitioning and EOS models, the mag-
nitudes of the modeled thermophysical effects are very similar and the output accurately matches in this
particular test case.
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Near wellbore cooling management

To mitigate potential reservoir impairments during the CO2 injection process, it is essential that the reservoir
conditions are managed accordingly. Injection rate, pressure, temperature and CO2 composition are the key
parameters to control the occurring effects and conditions down hole. As the results in the sensitivity study
indicated, the reservoir cooling can reach more than 15oC with respect to the initial CO2 injection tempera-
ture. If CO2 is injected at low temperatures potential risks of hydrate formation and freezing of the residual
water exist.

The temperature at which the CO2 enters the reservoir, deviates from the injection temperature at the surface.
During transport through the injection well several mechanisms as frictional energy losses, gravitational ef-
fects, conductive heat exchange between surrounding formations and the injected CO2 and JT effects due to
compression and expansion of the CO2 alter the CO2 temperature [23]. Therefore, the temperature behavior
of the CO2 stream from surface to bottom hole is complex and requires detailed modeling. However, temper-
ature modeling inside the wellbore is outside the scope of this research.

In CO2 storage operations in offshore depleted gas fields, the arrival temperature of the CO2 stream is ap-
proximately between 4 and 10oC depending on the seawater temperature. Recent modeling studies on the
temperature behavior along the injection well indicated that arrival temperature of CO2 temperature at the
bottom of the well is in the range of 20 to 30oC for a well depth 3200 m, imposed rate of approximately 35 kg/s
and low initial reservoir pressures [76] (see Appendix E figure E.1). It should be noted that in these cases the
cold CO2 arriving at the platform is directly injected without preheating. As CO2 enters the reservoir at these
low temperatures and high injection rates, significant cooling will occur in the near wellbore region which
could lead to hazardous situations.

Presence of contaminants in the CO2 stream alter the thermophsyical and dynamic behavior. This causes
changes, in a positive and negative way, to effects happening in the near wellbore regions as vaporization,
dissolution and JTC with respect to pure CO2. Hence, the CO2 stream composition should be studied and
managed accordingly. In addition, injection of impure CO2 can be economically attractive because less pu-
rification of the CO2 streams is required, reducing the costs of CCS significantly. However, injection of im-
purities in the reservoir can also induce undesirable chemical reactions, but that is outside the scope of this
research.

Besides mitigation of hydrate formation by modifying the operational injection conditions or CO2 stream
composition, also hydrate inhibitors as methanol, ethylene glycol and diethylene glycol can be used to pre-
vent or remediate hydrate formation in the reservoir [77, 78]. Usage of additives can be beneficial if the hy-
drate formation is infrequent or subject to a small region in the reservoir but consequently affects the CO2

injection operation in terms of downtime and costs [78].

53
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6.1. Injection scenarios
Operational injection parameters, i.e. injection temperature and rate (or injection pressure instead), can be
modified to control the reservoir conditions and magnitude of the occurring thermal effects in the near well-
bore region. At an injection rate of 35 kg/s and fixed injection temperature of 20oC, conditions in the reservoir
within the hydrate formation zone are rapidly reached at early injection stages, when the reservoir pressure is
close to initial pressure. Therefore, injection scenarios are defined in which modifications of injection param-
eters are applied during the injection period based on the reservoir pressure in order to reduce the reservoir
cooling and prevent dangerous conditions.

For the injection scenarios a reservoir with a radius of 2000 m is implemented instead of the 4000 m used
in the sensitivity study to accelerate the pressure buildup and reduce computational time. In addition, the
reservoir pressure and fixed injection temperature are set to extreme values of 20 bar and 20oC respectively.
Changes of the injection temperature due to different flow rates caused by effects in the wellbore are not
taken into account. Besides, the presented scenarios in this paragraph are only manually optimized.

6.1.1. Variable injection rate with fixed injection temperature
The injection rate and cumulative volume injected over time are shown in figure 6.1a for the base case sce-
nario with a constant flow rate (dashed lines) and scenario with modified injection rate (solid lines). In both
cases the CO2 is injected at a fixed temperature of 20oC. At early injection time, when the pressure is close to
initial conditions corresponding to a large JT coefficient of the injected CO2 stream, a low rate is applied in
the modified injection scenario. This in order to reduce the induced the pressure gradient over near wellbore
region and to regulate the cooling. As the reservoir pressure increases, the JT coefficient of the injected stream
decreases and a higher flow rate can be implemented without reaching hazardous conditions.

In figure 6.2, the minimum temperature in the reservoir and corresponding pressure are plotted for the base
case scenario (blue), injection scenario with modified injection rate (red) and injection scenario with modi-
fied injection temperature (yellow), of which the latter will be treated in the next paragraph. The connected
dots represent consecutive time steps in months. As visible, for the base case shown in figure 6.2 by the
dashed lines, the temperature in the reservoir reduces fast during injection. The hydrate formation condi-
tions are quickly reached, terminating the injection process. However, for the scenario with adjusted rates,
the conditions remain outside of the the formation zone. Hence, by gradually increasing flow rate based on
the prevailing reservoir pressure, the cooling can be adequately controlled.

(a) (b)

Figure 6.1: (Case 23)(a) Injection rate plotted over time for the variable injection rate scenario (solid lines) and base case scenario with
fixed injection rate (dashed lines) and (b) Injection temperature for the variable injection temperature scenario (solid lines) and base

case with fixed injection temperature (dashed lines).
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6.1.2. Variable injection temperature with fixed flow rate
An alternative option to mitigate potential risky situations in the reservoir, while maintaining a fixed injec-
tion rate, is increasing the CO2 injection temperature by heating the supplied CO2 before injection. Heating
of CO2 is however not preferred due to economical reasons.

In figure 6.1b, the injection temperature is shown for the modified temperature injection scenario (solid)
along with the base case scenario (dashed) having a fixed injection temperature 20oC. Both scenarios have
a fixed injection rate. At the beginning of injection, the CO2 is heated in the modified injection temperature
scenario, to reduce the JT coefficient of the CO2 stream and consequently lower the JTC effect. The yellow
dots in figure 6.2 indicate that the temperature maintains outside the hydrate formation zone throughout the
injection period.

Figure 6.2: Minimum reservoir temperature and corresponding pressure for the 3 injection scenarios considered, in which the dots
represent the pressure and temperature condition at consecutive time steps of one month (the first month is indicated by the black

outline) and the solid lines mark the outer boundaries of the hydrate formation region.

6.2. Impurities in CO2 injection stream
In the previously conducted simulations, an injected CO2 stream consisting of 100% CO2 was assumed. How-
ever, in reality the injected CO2 stream contains impurities and is not completely pure. The type and amount
of impurities present in the CO2 stream depend on the source and purification process [79]. Common im-
purities found in CO2 injection streams are N2, O2, Ar, SO2, H2S, CH4 and H2. Impurities in the injected CO2

stream alter the PVT and VLE characteristics of the mixture. Presence of impurities in the reservoir will there-
fore lead to changes in pressure response of the reservoir during injection and near wellbore cooling with
respect to pure CO2 injection.

Prior research by ZiabakhshGanji [25] on contaminants indicate that, the change of the specific heat capacity
of the mixture due to presence of a contaminant has a dominant impact on the extent of the cooling front (at
constant injection rate) and this extent is not largely affected by changes in density or the JT coefficient. On
the other hand, the magnitude of JTC and the corresponding minimum temperature reached in the reservoir
is primarily dominated by the corresponding JT coefficient but also influenced by specific heat capacity of the
mixture and density. The dependency of the cooling effect on the thermophysical and dynamic properties of
the mixture is therefore less straightforward than for pure CO2 injection [25].

In figure 6.3, the JT coefficient and specific heat capacity of individual components are plotted as function
of pressure. The figure shows significant differences between magnitudes of these characteristic properties.
The majority of the components have a considerable lower JT coefficient than pure CO2. JT coefficients of H2

and SO2 are even negative in the current pressure range, implying that these components will heat up during
expansion. Also the specific heat capacities are generally lower for the impurities.

The changes in density and enthalpy for different CO2-impurity mixtures with respect to pure CO2 are given in
figure 6.4. The majority of components reduce the enthalpy of the mixure but also the density of the mixture
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as the impurity mole fraction increases. Most obvious are the significant reduction of enthalpy and density
for the mixture with H2. In addition, presence of Ar leads to a notable increase in enthalpy while SO2 strongly
increases the density.

Figure 6.3: Joule-Thomson coefficient (solid) and specific heat capacity (dotted) of different pure components at a fixed temperature of
318K, after [35].

Figure 6.4: Density and enthalpy values of the CO2/impurity mixtures for various mixture compositions at 318K and 50 bar, after [35].

Simulations for impure CO2 streams in this research have been conducted with GEM, which offers flexibil-
ity for implementation of additional gaseous components in its PR-EOS. Complementary to the simulations
performed in earlier work by ZiabakhshGanji [25], vaporization of water in the gaseous phase is taken into
account in these simulation cases and additional components are studied. Both the binary interaction coeffi-
cients (ki j ) for the CO2-impurity mixture (see table 6.1) and the Henry coefficient, to quantify the solubility of
the impurity initially not present in GEM (i.e. O2, SO2, H2 and Ar), have been manually implemented. For the
determination of the Henry coefficient of the CO2, H2S, CH4 and N2 components an enhanced correlation for
solubility by Harvey (1996) is utilized, making the Henry coefficients a function of pressure, temperature and
salinity. The Henry coefficients of the manually implemented components in GEM are adjusted for elevated
pressures using the following equation [27], i.e.,

ln(kH ,i ) = ln(ko
H ,i )+ V ∞

i (p −po
i )

RT
, (6.1)

where V ∞
i is the partial molar volume in the water at infinite dilution and the superscript o refers to the

reference condition. The reference Henry coefficient for each component (see table 6.4) are taken at a tem-
perature of 306K, providing the best correspondence to the solubility calculated by the Harvey’s correlation
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in the region where the most significant cooling occurs with an injection rate of 35 kg/s and injection temper-
ature of 45oC. However this leads to slight overestimation of the solubility calculated by the equation above
in the regions behind and in front of the cooling front.

Table 6.1: Binary interaction coefficients implemented in GEM [80].

Mixture CO2/N2 CO2/O2 CO2/CH4 CO2/H2 CO2/Ar CO2/SO2 CO2/H2S

Interaction coefficient -0.007 0.114 0.100 0.1582 0.163 0.046 0.099

To study the effect of each impurity individually, injection streams consisting of 95 mole% CO2 and 5 mole%
of the particular impurity are implemented. Since the effect of the salinity on solubility of the manually
implemented components in GEM is not taken into account, a non-saline aqueous phase is implemented
to obtain comparable results. The results of the simulations with an injection rate of 35 kg/s and injection
temperature of 45oC are shown in figure 6.5. Similar to results obtained by ZiabkhshGhanji [25], the figure
indicates that the cooling in the near wellbore region reduces for the majority of the impurities but increases
for H2 and SO2. It can be observed in figure 6.5a, that in the dry-out region where the thermal response is only
affected by JTC, the presence of Ar results in a reduction and H2 in an increase the cooling compared to pure
CO2. For Ar this can be directly related to the increase of the heat capacity. Therefore, more heat is required
to change the temperature of the mixture. The strong cooling effect of H2 is caused by a combination of the
considerable reduction of the density and heat capacity of the CO2 stream in presence of H2. Apparently, this
dominates over counteracting reduction in JT coefficient by H2. Besides, due to the lower temperature, less
water evaporates in the CO2/H2 stream as shown in figure 6.5d. The radial extent of the dry-out zone for this
stream is therefore slightly less compared to other stream (<1 m).

The discrepancies in radial extent of the fronts in presence of the impurities with respect to pure CO2 are neg-
ligible, except for SO2 and H2. Presence of SO2 significantly enlarges the dry-out front. As illustrated in figure
6.5c, the mole fraction of water in the CO2 stream is significantly higher compared to other components and
pure CO2. This indicates that more water vaporization takes place which enhances the cooling and extends
the dry-out front. In addition, the injected SO2 dissolves most easily in the aqueous phase and therefore the
mole fraction of SO2 dissolved in the aqueous phase is notably higher. As a result, in the region advancing the
thermal front, where dissolution is the dominant thermal effect, the temperature increase is largest for the
SO2-case. However, as mentioned above, the solubility and temperature increase is slightly overestimated in
this region for the manually implemented components (i.e. SO2, H2, O2 and Ar).

In Appendix E.2, the results of the simulations with a injection stream consisting of 90 mole% CO2 and 10
mole% impurity are given. Similar results are obtained as in the case with 5 mole% impurity but the effects
are more exposed in this case. However, injection of CO2 streams with less than 95 mole% CO2 are currently
not widely applied in practice. In addition to the simulations conducted with a stream of 95 mole% CO2 and
5 mole% impurity at 35 kg/s, also a lower injection rate of 10 kg/s was tested (see Appendix E figure E.3). A
similar behavior is observed with respect to injection case at higher rate. At lower injection rate the discrep-
ancy between the cooling in presence of the different impurities reduces except for H2. The larger relative
deviation for H2 presumably originates from the deviant behavior with respect to density at the lower abso-
lute pressure values.

Next to the binary injection streams (i.e. CO2- impurity), also mixtures of CO2 with multiple impurities, pro-
viding a better representation of realistic CO2 streams, were defined based on average literature values (see
table 6.2). Similar to the impure injection stream, the residual gas in the reservoir is composed of multiple
components instead of pure methane, altering the flow behavior in the reservoir. A gas composition was de-
fined analogous to the composition of the natural gas composition in the Dutch North Sea P18-4 field (see
table 6.3). The natural gas has a higher density and compressibility, due to presence of additional compo-
nents, compared to the pure methane.
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(a) (b)

(c) (d)

Figure 6.5: (Case 24)(a& b) Temperature and pressure profiles for the various impurities with injection composition of (95 mole% CO2 +
5 mole% impurities) and for pure CO2 after 1 year of injection at 35 kg/s; (c) Dissolution profile of the impurities in the aqueous phase

and (d) profile of H2O components in the non-aqueous phase.

Table 6.2: Example of an impure CO2 injec-
tion stream composition [79, 81].

Component Mole fraction

CO2 0.945
N2 0.020
O2 0.010
CH4 0.008
H2 0.008
Ar 0.006
SO2 0.002
H2S 0.001

Table 6.3: Example of a natural gas composi-
tion (P18-4 field) [64].

Component Mole fraction

CH4 0.865
C2H6 0.064
CO2 0.022
C3H8 0.019
C7+ 0.013
C4H10 (i,n) 0.008
N2 0.005
C5H12 (i,n) 0.003
C6H14 (n) 0.002

Table 6.4: Henry coefficients in
(mole/kg/bar) at 306K and 1 atm [35].

Component Henry coefficient

CO2 2.59×10−2

N2 5.80×10−4

O2 1.02×10−3

CH4 1.22×10−3

H2 7.47×10−4

Ar 1.27×10−3

SO2 9.15×10−1

H2S 8.32×10−2

The results of the simulations of the realistic CO2 stream and the realistic gas composition are plotted in
figure 6.6, concurrently with the original case with pure CO2 injection in a reservoir containing pure CH4.
As expected, the realistic impure CO2 mixture reduces the near wellbore cooling since the mixture consists
predominately of cooling reducing impurities. Besides, the effect on the extent of the dry-out front and the
location of the minimum temperature in the reservoir compared to pure CO2 injection is also negligible. The
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cooling effect in a real gas however is slightly larger. In paragraph 5.1.1, it was substantiated that the near
wellbore region converts rapidly to a CO2-brine system. Hence, the thermophysical properties of the injected
CO2 stream are only marginally influenced by the difference in initial gas composition. However, the com-
position does impact the flow behavior in the reservoir and corresponding pressure buildup. Because of the
higher compressibility of the real gas, the pressure gradient in the near wellbore region is slightly higher com-
pared to the pure methane case, causing additional JTC. Nonetheless, the effect is on the temperature profile
is insignificant (below <1oC).

Figure 6.6: (Case 25) Temperature, pressure and compressibility profiles for a realistic CO2 mixture with impurities injected in a pure
methane reservoir (mixture), pure CO2 injected in reservoir with a realistic natural gas composition (real gas) and pure CO2 injected in

a pure methane reservoir (original).

It should be noted that the simulations are conducted in absence of dissolved salt and salt precipitation. Al-
though dissolved salt alters the solubility of the components, it is expected that the relative changes in solu-
bility between components in presence of salt are equal. The permeability reduction due to salt precipitation
is consequently also not incorporated. In earlier simulation, with equivalent simulation parameters, it was
found that the cooling effect will be enhanced by approximately 0 to 2oC by salt precipitation.



7
P18-4 test case

As a realistic test case, the currently nearly depleted P18-4 compartment of the P18 field in the North Sea is
utilized. This field has been extensively studied in the CATO2 program and a wide variety of data is publicly
available. For this test case, the geological field model of P18-4, containing properties for water saturation,
permeability and porosity has been converted to a simulation model in GEM. In figure 7.1, an aerial overview
of the model and a cross section intersecting the well are shown.

Figure 7.1: (left) Areal view of the complete P18 field in which the P18-4 compartment is indicated by the red box and (right) 3D view of
the P18-4 compartment including the well location with an arbitrary color scheme.

P18-4 contains three distinct sandstone formations, i.e. the Hardegsen, Dethfurth and Volpriehausen, which
are part of the Main Buntsandstein Subgroup [64] (see figure 7.2). The Dethfurth formation can be subdivided
into Upper and Lower Dethfurth, each having different characteristic properties. The reservoir quality of the
in the P18-4 model decreases over depth. As figure 7.1 illustrates, the P18-4 compartment within P18 field has
an elongated geometry, widening towards the North-West and is bounded by two parallel faults. These faults
intersect each other towards the South-West and resemble a horst-graben structure. The well is located in the
narrow section in the South-Eastern part and perforates only the Hardegsen and Upper and Lower Dethfurth
over an interval of approximately 100 m from the top of the reservoir.

60
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Figure 7.2: P18-4 cross section in NW-SE direction intersecting the well.

Table 7.1: Input values for the GEM simulation on the
P18-4 field model.

Parameter Value (unit)

Qi n j 1.1 (Mt/yr)
Ti n j 45 (oC)
Ti ni ,r es 117 (oC)
pi ni ,r es 30 (bar)
λr 2.56 (W/m/oC)
ρr 2600 (kg/m3)
Cp,r 920 (J/kg/oC)
xN aC l 15 (wt%)
Gas composition 100% CH4

Stream composition 100% CO2

7.1. Model initialization
The simulation model has not been matched to the production history. The volume and reservoir properties
(e.g. permeability and water saturation) of the simulated P18-4 model can therefore deviate from the proper-
ties that can be derived from the field production data acquired over the years. Nevertheless, special care is
taken to match the permeability in the near wellbore region to available well test data to obtain an appropri-
ate estimate of the injectivity. The average values for the permeability, porosity and water saturation of the
formations in the model are indicated in table 7.2 combined with values obtained from petrophysical studies.

Table 7.2: P18-4 model and petrophysical properties.

Parameter Hardegsen Upper Detfurth Lower Dethfurth Volpriehausen

Model Petro. Model Petro. Model Petro. Model Petro.

Thickness (m) 30 24 53 47 21 19 110 101
Grid cells (z-direction) 5 - 7 - 5 - 20 -
Permeability (mD) 192 207 39 0.8 15 0.1 0.13 0.0
Porosity (-) 0.13 0.13 0.080 0.092 0.065 0.065 0.01 0.049
Water saturation (-) 0.30 0.24 0.54 0.47 0.52 0.39 0.97 0.92

7.1.1. Local grid refinement
The reservoir model consist of a grid with cell sizes of 50 m in the horizontal directions (x and y) and 4.2 to
6.6 m in vertical direction (z), depending on the formation. Due to the relatively limited resolution in x and
y direction in the original grid, the physical effects in the near wellbore region are averaged over substantial
horizontal distances. In order to accurately model the near wellbore region within the larger field model,
grid refinement is applied to the cells intersected by the well and in the direct well vicinity. The effect of grid
refinement on pressure and temperature distribution on a Cartesian grid is shown in Appendix F.1. For the
final simulations with the P18-4 model, a block division of 8 in x and y direction is implemented, resulting
in cells with approximately 6.25 m in x and y direction within the refined region. Higher refinement was
restricted due to modeling limitations.

7.1.2. Permeability matching
Since the main focus of this study is on the near wellbore region and injectivity of the CO2, the permeability
in this region is of major importance. Due to the lack of proper history matching, the permeability of this
region has been matched to initial well tests of the P18-4A2 well, which indicated a Kh of 8200 mDm and with
an average permeability of 85 mD. In addition, the skin factor of -3.1, derived from the well test data, is also
implemented to accurately match the injectivity of the well.
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7.1.3. Initial pressure, temperature and water saturation
The initial reservoir pressure before gas production was approximately 340 bar [64]. Based on the production
history of the P18-4 compartment, showing a highly linear line in the p/Z curve, it can be concluded that
the compartment has a strong tank-like behavior and aquifer influx or gas migration from adjacent fields
is absent. Due to the absence of a history matched model, the pressure after depletion and at the onset of
CO2 injection has been adopted from literature and was set to 30 bar. Likewise, the remaining parameters as
reservoir temperature, thermal rock properties and brine salinity are also based on literature values.

7.1.4. Relative permeability and capillary pressure curves
To model the relative permeability of the non-wetting non-aqueous and wetting aqueous phase in the P18-4
model, generalized Corey functions are implemented, i.e.,

kr,nw = kr,nw,wr

(
Snw −Snw,r

1−Snw,r −Sw,r

)nnw

(7.1)

and

kr,w = kr,w,nwr

(
Sw −Sw,r

1−Snw,r −Sw,r

)nw

(7.2)

where kr,nw,wr is the relative permeability of the non-wetting phase at residual wetting phase saturation,
kr,w,nwr is the relative permeability of the wetting phase at residual non-wetting phase saturation and nnw

and nw are the non-wetting phase and wetting phase Corey exponents respectively. The Corey functions
scale the relative permeability curves based on relative permeability endpoints of non-aqueous and aqueous
phase at residual saturation of the other phase. Endpoint values for the non-aqueous and aqueous phase are
0.8 and 0.2 respectively. Furthermore, values of the Corey exponent for the aqueous brine phase and non-
aqueous CO2-CH4 mixture are 4 and 2 respectively, corresponding to average values for depletion driven gas
reservoirs with reasonably sorted sandstone and a fairly stagnant brine phase.

Due to the relatively large porosity and related water saturation contrast within the formations, the relative
permeability and capillary pressure curves are defined per porosity range instead of formation type. The fol-
lowing porosity ranges are defined: (1) φ> 0.15, (2) 0.12 <φ≤ 0.15, (3) 0.09 <φ≤ 0.12, (4) 0.06 <φ≤ 0.09, (5)
0.03 < φ ≤ 0.06 and (6) φ ≤ 0.03. In figure 7.3, these curves are depicted. For the calculation of the capillary
pressure, the gas-water contact was set at a depth of 3377 m [64].

Capillary pressure is modeled using the Van Genuchten equation given in equation 2.51, with generic fitting
parameters corresponding to the Buntsandstein. The absolute value of the capillary pressure is based on the
height above the gas water contact (GWC). In P18-4, the GWC was found at a depth of 3377 m [64], while the
top of the reservoir structure was determined at 3160 m.

Figure 7.3: Capillary pressure and relative permeability curves for each of the porosity classes, implemented in the P18-4 simulation
model.

An overview of the simulation input values is provided in table 7.1.
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7.2. Simulation results
7.2.1. CO2 flow, near wellbore cooling and pressure behavior
The CO2 injected in the upper layers of the reservoir (i.e. Hardegsen, Upper Dethfurth and Lower Dethfurth),
spreads out at a considerable rate shortly after the injection started. In figure 7.4, the mole fraction of the
CO2 component in the non-aqueous phase is shown. Due to the elongated geometry of the reservoir and
the placement of the well in a thin section of the reservoir, the parallel boundaries are rapidly reached. The
distribution therefore deviate significantly from a radial injection model and the mixing front converts shortly
after injection from a circular to a fairly straight shape. Because of the better reservoir quality and therefore
higher injectivity of the Hardegsen compared to the Dethfurth, a higher amount of CO2 is injected in the
Hardegsen formation and the mixing front is therefore further advanced in the reservoir. In addition, barely
no CO2 flow in the unperforated, nearly fully water saturated and low quality Volpriehausen formation is
observed.

Figure 7.4: (Case 26) CO2 distribution in the reservoir over time.

The corresponding temperature profiles are depicted in figure 7.5. These profiles indicate that the cooling
in the near wellbore region remains within 2oC with respect to the initial CO2 injection temperature and the
JTC effect is negligible. For the cooling fronts the same holds as for the mixing fronts, namely that extent
and distribution is closely correlated to the heterogeneity of the reservoir. The extent of the thermal fronts
is higher in the upper layers. Due to the limited cooling effect, no discrepancy can be determined between
the minimum temperature reached in each formation layer (i.e. Hardegsen, Upper Dethfurth and Lower
Dethfurth) since it is roughly the same in each layer, except for layers with extraordinary low permeabilities
which are indicated by a minimal extent of the temperature front.

Figure 7.5: Temperature distribution plotted over time in a zoomed cross section (NW-SE direction) parallel to the reservoir boundary
intersecting the well, wherein the perforated cells are indicated by the black dots. Note that the perforations in the upper two layers are

not included in this slab, due to the inclined well trajectory, but do exist.

Reasons for the limited cooling in the reservoir are found by analyzing in the pressure behavior of the reser-
voir, displayed in figure 7.6. After 0.5 years of injection, the pressure in the area around the well already
exceeds the critical pressure of CO2. The exact time required to reach critical pressure in the near wellbore
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region is only 3 months. Hence, the time in which CO2 is injected in gaseous phase, wherein the JT coefficient
is large, is limited and the reduction of the reservoir temperature is consequently small.

Figure 7.6: Pressure distribution in the reservoir over time in areal perspective, where the well location is indicated by the green dot.

The pressure buildup rate and gradient in the near wellbore area in the reservoir, controlling the cooling, can
be directly related to both the volume in the reservoir, reservoir geometry and well location with respect to
the reservoir boundaries. Influences of reservoir geometry of in combination with well location have been
extensively tested in Appendix F.2. Because of the elongated geometry and location of the well close to the
parallel no-flow boundaries, the pressure wave reaches the boundary shortly after injection and a very fast
pressure buildup is observed in the region around the well.

In figure 7.7, near wellbore profiles after 1 year of injection are shown for the field model, a radial model
with an identical volume and reservoir parameters as the field model, and the radial model with a volume
and parameters identical to the model sensitivity study to compare the pressure behavior and corresponding
cooling. In all models, identical effects occur, i.e. water vaporization, CO2 dissolution, JTC. However, the
magnitude particularly of the JT cooling varies strongly between the models.

Figure 7.7: Comparison of field model (left top), radial model with parameters matching to the field model (right top) and radial model
equivalent to the sensitivity study (bottom).
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It can be observed that the absolute value of the pressure and gradient significantly deviate between the
models. In the radial field model, the absolute value of the pressure is lower compared to the original field
model, indicating a slower pressure buildup. In addition, the gradient in the near wellbore region is higher.
These two factors result in a slightly higher cooling effect in the radial field model compared to the original
field model. Since the volume in both models is roughly identical, the differences in pressure behavior can be
mainly attributed to combination of the geometry of the field and well location with respect to the boundaries
and slightly to the limited refinement around the well in the original field model. Moreover, because of the
larger volume in the radial sensitivity study model, the pressure buildup is considerably slower compared to
the other two models. Hence, the CO2 is injected for a longer period in gaseous phase in the radial sensitivity
model, because more time is required to reach the critical pressure. The reservoir system consequently has a
longer time frame with considerable JTC and the reservoir temperature is therefore further reduced.

7.2.2. Well location
To study the effect of the well location on the pressure behavior, the well location is replaced within the field
model (see figure 7.8 (right)). The reservoir quality of the cells perforated by the well at the modified location
was adjusted to match the initial location and the grid refinement around the well is identical. In figure 7.8
(left), the temperature and pressure profiles are shown. A similar discrepancy is visible as in the comparison
between the original field model and radial field model. Due to the fact that the well is placed at a greater
distance from the boundary in a less confined area the influences of the boundaries on the pressure are less.
At the new location, the pressure buildup is slower and gradient higher. Consequently, the cooling effect is
slightly higher at the modified well location but remains negligible in comparison with the JTC observed in
the sensitivity study because the critical pressure is rapidly reached.

Figure 7.8: (left) Temperature and pressure profile for the original and modified well location after 1 year of injection and (right)
position of the original (red) and modified well (yellow) in the P18-4 field.
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Discussion

Senstivity study (ECO2MG)
The radial models used in the sensitivity proved to provide highly favorable conditions for the appearance
of a significant JTC effect. The large volume of the reservoir, due to the extensive radius in combination of
the optimal location of the well with respect to the boundary, led to a slow buildup of the reservoir pressure.
Hence, CO2 was injected for a considerable time span in gaseous condition. This was intentionally done
to exacerbate the maximum cooling in the near wellbore region and to amplify the sensitivity of the tem-
perature response on the perturbed parameters in the sensitivity study. In reality, the gradient and pressure
buildup are potentially not as ideal as was demonstrated in the field model test case. The distance of the well
with respect to no-flow boundaries and geometry of the model notably changes the pressure behavior. As
discussed, the cooling effect would reduce for smaller volumes, in which injection conditions of CO2 would
rapidly change from gaseous to supercritical.

A constant rate injection was implemented in the simulations displayed throughout this thesis. Usage of a
fixed constant pressure injection over the injection period was also tested at the highly depleted reservoir
conditions. However, constant pressure injection leads to an extreme pressure gradient between the well-
bore and reservoir at early injection times. As a consequence, excessive and unrealistic cooling occurred and
extraordinary injection rates were observed. In addition, also from a practical perspective constant rate in-
jection is preferred due to the expected constant supply of CO2 from the connected pipeline system but may
not be always feasible.

The numerical stability of the ECO2MG module showed, in particular for the 2D cases, a high dependency on
the implemented grid. The latitude of grid spacing and reservoir sizes was therefore constrained. As a matter
of fact, the grid spacing used in the 1D simulation model did not provide converged solutions when extended
to a 2D model while on the other hand with the current 2D grid and the parameters convergence could not
be achieved for reservoirs smaller than 4 km. Due to the current grid spacing, which offers high resolution
around the well but less further into the reservoir, processes taking place at greater distances to the well are
affected by numerical dispersion.

Local thermal and instantaneous thermodynamic equilibrium have been assumed in the numerical simula-
tors utilized in this thesis. At the high flow rate assumed, excessive cooling was found in several simulation
cases shortly after the start of the injection. It can be argued that the assumption of the local thermal equilib-
rium only holds if the time required for conduction to establish a thermal equilibrium between rock and fluid
is less than the cooling rate of the fluid. Therefore, as extreme JTC occurs at early injection times this assump-
tion may lead to inaccuracies and the temperature of the injected CO2 can actually reach lower values than
currently calculated. Besides, due to the instantaneous thermodynamic equilibrium in combination with
high injection rates, processes of vaporization and dissolution can be overestimated and in case of strong
capillary pressure lead to unrealistic results. In these cases, a kinetics approach instead of the thermody-
namic equilibrium is recommended [53].

66



67

The Verma-Pruess model, used to calculate the permeability reduction as a function of the salt precipiation,
is highly sensitive to the fitting parameters. For this study average values corresponding to sandstones were
implemented for these fitting parameters. However for better estimations, the parameters should be fitted to
experimental data in order to provide an accurate indication of the permeability reduction.

P18-4 test case (GEM)
History matching of the P18-4 model was not conducted before the onset of the CO2 injection phase. The
pressure behavior of the modeled P18-4 model consequently differs from the realistic field, because of the
mismatch in volume. However, since this field study is performed to determine the physical effects in the
near wellbore region in a heterogeneous realistic framework, in terms of geometry, reservoir structure, well
location and distribution of reservoir properties (e.g. water saturation, permeability and porosity), the in-
adequacy of the behavior of the model relative to the production history is rather irrelevant. Therefore, the
modeling study was considered as a test case instead of a real field study. Besides, SCAL data (e.g. relative
permeability and capillary pressure curves), affecting the flow behavior in the reservoir, were not available
for the P18-4 field and interpreted values were used instead.

Grid refinement was applied to the grid cells intersected by and in the direct vicinity of the well. The grid
refinement leads to better computational accuracy of the parameters and is especially important to capture
the effect in the near wellbore region. However, because of numerical issues in GEM, the refinement was
restricted to a factor of 8 times the original cell size. In addition, due to the large grid cell sizes outside the
refined area the calculated output can be affected by numerical dispersion.

Salt precipitation has not been accounted for in the GEM simulations on the field model because of model-
ing limitations. Due to the fact that the water vaporization is included in the simulations but the detrimental
effect of salt precipitation is absent, the effective permeability and resulting injectivity of CO2 are overesti-
mated. In the sensitivity study and comparison between GEM and ECO2MG it was observed that the salt
precipitation causes a higher pressure gradient in the near wellbore region and therefore results in additional
cooling between 0 and 2oC. Besides, when taking the high saturation values of the P18-4 model into account
together with the relatively high salinity of the brine, more salt would precipitate compared to the sensitivity
study. This leads to higher local salt saturations in the near wellbore region and eventually could cause the
additional cooling effect, due to the increase in pressure gradient, to be even higher. The cooling observed
in the temperature profiles of P18-4 are therefore presumably the absolute minimum amount of cooling that
will occur.
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Conclusions

In this thesis, the near wellbore effect induced by CO2 injection in gas reservoirs at depleted conditions and
the influence of these effects on the CO2 injectivity have been thoroughly studied. The following conclusions
can be drawn:

Near wellbore cooling

• Cooling in the near wellbore region is predominantly attributed to the, by injection induced, Joule-
Thomson effect in case of highly depleted reservoir conditions. Other thermal effects as endothermic
water vaporization and exothermic CO2 dissolution have a less significant contribution to the temper-
ature distribution in the near wellbore region, compared to the JTC effect at the high flow rates and
remaining simulation parameters considered.

• The magnitude of the Joule-Thomson effect is primarily affected by parameters that directly impact
the Joule-Thomson coefficient of the injected CO2 stream or the induced pressure gradient by injec-
tion. Examples of these parameters are the CO2 injection rate, CO2 injection temperature, reservoir
permeability and initial reservoir pressure.

• Excessive cooling in the order of 15 to 20oC can arise in the reservoir, particularly for large volume reser-
voirs in which considerable time is required to reach critical pressure, combined with CO2 injection at
high rates and low temperatures (i.e. 35 kg/s and <45oC respectively). Injection of gaseous CO2 below
30oC at high flow rates can therefore potentially lead to risky conditions within the hydrate formation
window in the near wellbore region.

Dry-out and salt precipitation

• Effective permeability of CO2 in the dry-out zone, that develops around the well during the injection
process, increases for the considered reservoir systems, enhancing the overall injectivity of CO2 into
the reservoir. The increase in relative permeability of CO2 due to the vaporization of water in the near
wellbore region dominates over the decrease in absolute permeability caused by the resulting salt pre-
cipitation. Capillary backflow effects, which can lead to severe salt precipitation in the vicinity of the
well and full clogging of the reservoir, were found to be negligible at high flow rates comparable to rates
of realistic field scale injection processes. Nevertheless, capillary backflow can potentially jeopardize
a CO2 injection process if the flow rate drops far below the critical flow rate and the salinity of brine is
such that an exorbitant amount of salt precipitates in the vicinity of the well.

Near wellbore cooling management

• Optimal injection conditions to mitigate potential hazardous conditions in the reservoir were found to
be highly case specific. Nonetheless, cooling in the near wellbore region can be controlled by proper
interplay between the operational injection parameters, i.e. injection rate and injection temperature,
and the prevailing reservoir pressure. Hereby, the CO2 phase condition is of vital importance because
this correlates to the JT coefficient and corresponding JTC. As long as the reservoir pressure in the near
wellbore region is below critical pressure of CO2 and CO2 is injected in gaseous phase at low tempera-
tures, special care should be taken to constrain excessive cooling.
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• Injection of less pure CO2 streams can be beneficial in both economic as practical perspective in terms
of the cooling effect. Impurities alter the thermophysical properties of the injection stream. The major-
ity of the studied impurities, except SO2 and H2, reduce the injection induced Joule-Thomson cooling
in the near wellbore region compared to pure CO2 injection. For the tested impurity concentrations
the deviation in minimum temperature reached in the reservoir was in the range of 2oC. Moreover, the
inaccuracy of modeling with a pure CO2 injection stream with respect to a realistic CO2 stream compo-
sitions was found to be negligible, i.e. less than 0.6oC over the entire injection phase.

P18-4 test case

• The well location relative to the boundaries and reservoir volume partly control the magnitude of the
cooling in the well. In the P18-4 model, which has an elongated geometry, well location close to the
boundaries of the reservoir and a relatively small volume, a different pressure behavior was observed
compared to the radial model used in the sensitivity study. Due to the combination of smaller volume
and well location close to the boundary in the P18-4 model, the time required to reach the critical
pressure in the reservoir was limited. On the same hand, the configuration of a radial model is highly
favorable for JTC because of the optimal location of the well with respect to the boundaries. Both the
high rapidity of the pressure buildup and low gradient in the vicinity of the well in the P18-4 model are
not in favor of the the JTC in the reservoir. Hence, the cooling effect in the P18-4 model was constrained
to only 2oC, without accounting for salt precipitation, instead of the extensive cooling of more than
10oC in the radial model.

• Local heterogeneity of the formation highly impacts the distribution of the thermophysical effects oc-
curring in the near wellbore region. Similar to the 2D results of the sensitivity study, it was found that
the extent of the thermal front, location of the minimum temperature reached in the reservoir and dry-
out zone which corresponds to the salt precipitation region, were distributed according to the local
heterogeneity. In layers with a higher injectivity, the thermophysical effects are stretched out over a
larger area. However, partly attributed to the mutual heat exchange, substantial differences in cooling
over the injection height is not observed.
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Recommendations and future work

• Coupling of the non-isothermal reservoir simulator with a thermal wellbore model: during transport
from surface to the reservoir through the wellbore, similar physical effects as observed during injection
in depleted gas fields, will arise (e.g. phase changes and Joule-Thomson cooling). The temperature
of the CO2 arriving down hole consequently deviates from the injection temperature at the surface.
As observed in the simulation results, the magnitude and appearance of the physical effects in the
reservoir highly depend on the down hole injection temperature of the CO2 into the reservoir. For
accurate modeling and precise determination of the required CO2 injection temperature at the surface
to mitigate potential risky conditions in the reservoir and wellbore, a fully coupled non-isothermal
compositional wellbore-reservoir simulator is required. However, these models are currently scarce or
nonexistent [60].

• Modeling of geomechanical near wellbore effects: the strong cooling observed in the radial simulations
presented, potentially induces large thermo-elastic stresses around the wellbore and increases the ease
of fracture initiation in the reservoir. Consequences of the cooling on the thermal stresses and fracture
initiation and propagation were not addressed in this thesis. However, fractures can enhance the injec-
tivity of CO2 but also pose a threat to the integrity of the sequestration processes in terms of cap rock
or wellbore leakage. Hence, the integration of a geomechanics module in the numerical simulators, to
determine the injectivity enhancement but also the integrity risks, would valuable.

• Modeling of geochemical near wellbore effects: the geochemical effects treated in this research are con-
stricted to salt precipitation and hydrate formation. Other geochemical effects as formation of carbonic
acid and the related chemical reaction with rock minerals have not been modeled. In the Dutch North
Sea gas fields, the vast majority of depleted reservoirs are composed of sandstones. Due to its compo-
sition, these formations are barely reactive with the weak carbonic acid that develops in the reservoir.
Hence, modeling of the geochemical effects in this case was not relevant. For CO2 storage in general
however, modeling of the interaction between rock and carbonic acid in the near wellbore region can
be relevant especially for reactive carbonate reservoirs. The resulting precipitation and dissolution re-
actions can lead to changes in injectivity and are therefore worthwhile to study.

• Validation of simulation results at high rates on field scale: occurrence of the near wellbore effects have
been extensively demonstrated and tested in laboratory experiments. However, these effects are mostly
studied isolated and the conditions and parameters as flow rates used in the majority of these exper-
iments do not match with the values corresponding to a realistic injection scenario in depleted gas
fields. Therefore, although field measurements of these effects are extremely challenging and poten-
tially impossible with the state-of-the-art technology, it is essential that proper data is acquired in the
ongoing and upcoming CO2 storage pilot projects, to test the accuracy of the simulators at field scale.
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Nomenclature

General symbols
Symbol Description Unit
αT Thermo-elastic coefficient
β Non-aqueous phase total mole fraction
Γ Fractional length of pore bodies
λ Thermal conductivity
µ Viscosity
µi ,α Chemical potential of component i in phase α
µ j t Joule-Thomson coefficient
ω Accentric factor
φ Porosity
φi Fugacity coefficient of component i
φr Critical porosity
ψ Permeability reduction factor
ρ Density
σt Thermo-elastic stress
C Volumetric heat capacity
Cp Specific heat capacity
D f Degrees of freedom
E Young’s modulus
fi ,α Fugacity of component i in phase α
g Gravitational acceleration
H Specific enthalpy
h Height
I I Injectivity index
K Rock permeability
Ki Equilibrium constant of component i
kH ,i Henry coefficient of component i
ki , j Binary interaction coefficient between component i and j
kr Relative permeability
n Corey exponent
Nc Number of components
Np Number of phases
p Pressure
pb Critical pore fluid pressure for fracture initiation
pc Capillary pressure
q Source term
Qi n j Injection mass rate
R Gas constant
r Radius
S Saturation
s Skin factor
Sα,r Residual saturation of phase α
SH ,max Maximum horizontal stress
Sh,mi n Minimum horizontal stress
T Temperature
t Time
U Internal energy
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u Darcy velocity
v Poisson’s ratio
Vi Partial molar volume of component i
W I Well index
xi ,α Composition of component i in phase α
Z Compressibility factor
zi Overall composition of component i

Subscripts and superscripts
Symbol Description Unit
0 Reference condition
av g Average
bhp Bottom hole pressure
cr i t Critical
e f f Effective
i Component i
j Component j
i ni Initial
max Maximum
mi n Minimum
r Rock
r es Reservoir
sol Dissolution
vap Vaporization
w Well

Phases and components
Symbol Description Unit
Aq Aqueous phase
N AL Non-aqueous liquid phase
N AV Non-aqueous vapor phase
s Solid salt phase
nw Non-wetting phase
w Wetting phase
Ar Argon
CH4 Methane
CO2 Carbon dioxide
H2 Hydrogen
H2O Water
H2S Hydrogen sulfide
N2 Nitrogen
N2 Nitrogen
NaCl Sodium chloride
O2 Oxygen
SO2 Sulfur dioxide



A
Appendix

A.1. Mutual solubility CO2-brine

Figure A.1: Mutual solubility of CO2 in the aqueous brine phase in molal (left) and H2O in the non-aqueous CO2-rich phase (right) for
various pressures, temperatures and brine salinities, adopted from Spycher and Pruess [39].
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A.2. Mutual solubility CH4-brine

Figure A.2: Mutual solubility of CH4 in the aqueous brine phase in molal and H2O in the CH4-rich phase (bottom-right) for various
pressures, temperatures and brine salinities, adopted from Duan and Mao [40].

A.3. Peng-Robinson EOS for non-aqueous phase fugacity coefficient de-
termination

The PR EOS is applied to calculate the fugacity coefficient of the components in the non-aqueous phase. PR
EOS in cubic polynomial form is defined as

Z 3 − (1−B)Z 2 + (A−2B −3B 2)Z − (AB −B 2 −B 3) = 0. (A.1)

The parameters A and B , which are a function of temperature and pressure, are calculated by

A = α(T )p

(RT )2 , (A.2)

and

B = bp

RT
. (A.3)

The parameters a and b are given by

a(T ) = 0.45724
R2T 2

cr i t

pcr i t
α(T ), (A.4)

and

b = 0.07780
RTcr i t

pcr i t
, (A.5)

with

α(T ) =
[

1+ (0.37464+1.54226ω−0.26992ω2)

(
1−

√
T

Tcr i t

)]2

. (A.6)

Here, the Tcr i t and pcr i t indicate the critical temperature and pressure respectively and ω represent the ac-
centric factor. For mixture systems, mixing rules are adopted to obtain the values for the a and b parameters.
Following the simple mixing rule, these values can be obtained from
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a =∑
i

∑
j

xi ,N A x j ,N A ai j , ai j =
√

ai a j (1−ki j ), b =∑
i

bi xi ,N A , (A.7)

where ki j denotes the binary interaction coefficients between the component i and j in the non-aqueous
phase.

Before the fugacity can be derived, the compressibility factor in equation A.1 must be determined. Solving
equation A.1 can provide three roots of which the root providing the lowest Gibbs free energy should be
chosen, according to Battistelli and Marcolini [29]. Hereby, the intermediate root is neglected and two real
values for the compressibility Za and Zb remain. The final value for the compressibility factor is selected
based on the outcome of the following equation, i.e.,

Ga

RT
− Gb

RT
= (Za −Zb)+ ln

(
Zb −B

Za −B

)
+ 1

δ2 −δ1
× A

B
ln

[(
Zb +δ2B

Za +δ2B

)(
Za +δ1B

Zb +δ1B

)]
, (A.8)

with δ1 = 1+p
2 and δ2 = 1−p

2. If the term in the left hand side of A.8 is larger than zero, the final value for
the compressibility is given by Zb or else by Za .

After obtaining the compressibility factor, the fugacity coefficient can be determined using equation 2.35.
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B.1. Derivation of analytical solution for Joule-Thomson cooling
The analytical solution of JTC for CO2 in depleted gas reservoirs, developed and derived by Mathias et al. [34],
is based on a simplified heat transport equation, i.e.,

[
φ(1−SH2O,r )ρCO2Cp,CO2 +φSH2O,rρH2OCp,H2O + (1−φ)ρr Cp,r

] ∂T

∂t
=−qρCO2Cp,CO2

[
∂T

∂r
−µ j t

∂p

∂r

]
. (B.1)

Including the following boundary conditions:
T = T0, r ≥ rw , t = 0
T = Tw , r = rw , t > 0

Here, the CO2 source term is written as

q = Qi n j

2πr hρCO2

. (B.2)

In equation B.1, Darcy’s law for incompressible single phase flow is implemented to define the pressure gra-
dient, given by

∂p

∂r
= Qi n jµCO2

2πhρCO2 kr,CO2 K
. (B.3)

The radial distance of the prolonged CO2 front into the reservoir can be calculated using

rF =
[

Qi n j t

πhφ(1−SH2O,r )ρCO2

]1/2

. (B.4)

In order to define an equation for the temperature profile along the reservoir, the transient heat equation
(equation B.1) is coupled with the steady state flow equation from Darcy’s law (equation B.3). In non dimen-
sionless form this equation reads as

∂TD

∂tD
=− 1

rD

[
∂TD

∂rD
+ 1

rD

]
. (B.5)

Including the boundary conditions
TD = 0, rD ≥ 1, tD = 0
TD = TwD , rD = 1, tD > 0

The dimensionless variables are defined as

rD = r

rw
, (B.6)

tD =
[

Cp,CO2

φ(1−SH2O,r )ρCO2Cp,CO2 +φSH2O,rρH2OCp,H2O + (1−φ)ρr Cp,r

]
Qi n j t

2πhr 2
w

, (B.7)

TD = 2πhkr,CO2 K (T −T0)ρCO2

µ j t Qi n jµCO2

, (B.8)
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TwD = 2πhkr,CO2 K (Tw −T0)ρCO2

µ j t Qi n jµCO2

. (B.9)

Applying Laplace transformations and further reduction of equation B.5 eventually leads to

TD (rD , tD ) =


1
2 ln(1− 2tD

r 2
D

), tD < r 2
D−1

2

1
2 ln( 1

r 2
D
+TwD ), tD ≥ r 2

D−1
2

, (B.10)

Rewriting equation B.10, conversion into general dimensions and implementing tD = (r 2
D −1)/2 provides an

explicit expression for the minimum temperature reached in the reservoir, which is located at the disconti-
nuity and given by

Tmi n = µ j t Qi n jµCO2

4πhkr,CO2 KρCO2

× ln

{[
Cp,CO2

φ(1−SH2O,r )ρCO2Cp,CO2 +φSH2O,rρH2OCp,H2O + (1−φ)ρr Cp,r

]
Qi n j t

πhr 2
w

+1

}

+
{

T0, T0 ≤ Tw

Tw , T0 > Tw
.

(B.11)
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C.1. Modified phase envelopes in ECO2MG
The phase envelopes in ECO2MG, modified to ensure monotonically increasing dew point lines, are depicted
below.

Figure C.1: Modified CO2-CH4 phase envelopes in ECO2MG [32].
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D.1. Comparison between CO2-brine and CO2-CH4-brine systems
Modeling of an additional CH4 component in a CO2-brine system requires a more complex phase partition-
ing model. To examine the modeling accuracy of only a CO2-brine system with respect to a CO2-CH4-brine
system, two simulations have been conducted with different initial reservoir pressures, i.e. 40 and 100 bar.
In the simulation where only CO2-brine was considered, the initially present CH4 was substituted for CO2.
At an injection temperature of 45oC and 40 bar, the CO2 is in gaseous condition while at 100 bar the CO2 is
supercritical condition.

Important flow properties as viscosity and compressibility of CH4 differ from CO2. Hence, substitution of CH4

by CO2 would affect the behavior of the system, due to differences in flow properties, altering the pressure
gradient in the near wellbore region and the JTC. The obtained temperature and pressure profiles are shown
in figure D.1.

Figure D.1: Temperature and pressure profiles for a CO2-brine system (dashed lines) and original CO2-CH4-brine (solid lines) for an
initial pressure of 40 bar (i.e. subcritical conditions) and 100 bar (i.e. supercritical conditions).

The simulation results indicate that, in particular at subcritical conditions of CO2, the magnitudes of the
thermal effects and extent of the dry-out are highly similar. The pressure gradient in the simulation with initial
CO2 is higher over the near wellbore region compared to initial CH4, causing slightly more cooling. However, a
reasonable estimation can be made of the thermal near wellbore effects in a depleted gas system with initial
methane by modeling a more simplistic CO2-brine system, where the reservoir is initially filled with CO2

instead of CH4. In addition, for a realistic reservoir temperature of 90oC instead of 45oC, the differences
between temperature profiles of a CO2-brine and a CO2-CH4-brine system were found to be even smaller.
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D.2. Permeability reduction parameters and temperature profiles

(a) (b)

Figure D.2: (Case 12)(a) Temperature and pressure profiles for the tested permeability reduction function parameters and (b) zoomed
section of the temperature curve and the calculated permeability reduction due to salt precipitation.

D.3. Relative permeability curves and temperature profiles
The various permeability curves studied and their corresponding input values in the modified Corey model
are given in figure D.3 and table D.1 respectively.

Table D.1: Capillary end saturations for the studied relative permeability curves, generated with the modified Corey model (equation
2.47).

Relative permeability curve
Parameter BC RP1 RP2 RP3 RP4 RP5 RP6 RP7 RP8

S Aq,r 0.2 0.4 0.0 0.2 0.2 0.2 0.2 0.2 0.2
SN AL ,r 0.1 0.1 0.1 0.0 0.4 0.1 0.1 0.1 0.1
SN AV ,r 0.1 0.1 0.1 0.1 0.1 0.2 0.0 0.1 0.1
n 3 3 3 3 3 3 3 2 4
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Figure D.3: Relative permeability curves based on the values given in table D.1, utilized to study the sensitivity with respect to the
relative permeability

The results of the simulation conducted with the various permeability curves are shown in figure D.4. Capil-
lary pressure are neglected in the simulations.

Figure D.4: (Case 13) Temperature and pressure profile for different relative permeability curves.

The temperature profiles for the cases with relative permeability curves RP3 and RP4 exactly overlap the base
case scenario, since CO2 in liquid phase is not encountered. Likewise, the change in aqueous phase relative
permeability in RP1 does not affect the system since aqueous phase is already immobile in the base case.
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D.4. Rock thermal parameters and temperature profiles

(a) a (b) b

(c) c

Figure D.5: (Case 14) Temperature profiles for (a) different densities, (b) specific heat capacities and (c) thermal conductivities of the
formation after 1 year of injection.
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E.1. Realistic CO2 bottom hole injection temperature

Figure E.1: Bottom hole temperature for a CO2 injection well of approximately 3200 m depth versus flow rate at different initial reservoir
temperatures with an initial surface CO2 injection temperature of 4oC [76].

E.2. Impure CO2 injection temperature profiles
E.2.1. 90 mole% CO2 and 10 mole% impurity at 35 kg/s

Figure E.2: Temperature and pressure profile for an injected CO2 stream with a composition of 90 mole% CO2 and 10 mole% impurity
after 1 year of injection at 35 kg/s.
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E.2.2. 95 mole% CO2 and 5 mole% impurity at 10 kg/s

(a) Density (b) Viscosity

Figure E.3: Temperature and pressure profile for an injected CO2 stream with a composition of 95 mole% CO2 and 5 mole% impurity
after 1 year of injection at 10 kg/s.
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F.1. Effect of grid refinement
Grid resolution in the vicinity of the well impacts the near wellbore pressure and temperature distribution.
To illustrate the importance of grid refinement, several simulations are performed on an identical Cartesian
coarse grid but with different grid resolutions of the cell perforated by well. The original cells size of the model
generated for this refinement study is approximately 50 m and thus equivalent to the P18-4 model. In figure
F.1, the effect of grid refinement in the near wellbore region is shown.

Figure F.1: Pressure and temperature profiles for a grid with different refinement levels of the cell perforated by the well.

It is clearly obvious that grid refinement is necessary on large coarse grids to accurately capture the near
wellbore physical effects. The highest refinement provides the most accurate result. However, it should be
taken into account that grid refinement negatively affects simulation time, especially for high refinement
ratios.

F.2. Effect of well location and reservoir geometry
The well location with respect to the no-flow boundaries of the grid and grid geometry play an important role
in the pressure distribution around the well. As extensively discussed previously, two characteristic features
strongly influence the JTC, i.e. the gradient of the pressure curve and the absolute pressure value. The influ-
ence of the geometry on the pressure behavior of the reservoir is tested for reservoir with different length to
width ratios, but with approximately equivalent volumes (see figure F.2).
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Figure F.2: Geometries of the different reservoirs tested ranging from a symmetric to an highly elongated reservoir with approximately
the same volumes.

Figure F.3: Pressure profiles for the various reservoir geometries illustrated in figure F.2 after 1 year of injection.

Figure F.3 indicates that the pressure response is highly sensitive to the reservoir geometry and well location.
Absolute pressure increases and pressure gradient close to the well decreases, as the length to width ratio
becomes larger. The boundary effects become more significant for smaller distances between the boundaries
of the reservoir domain and the well. These boundary affects are clearly visible in the absolute value of the
pressure. Most favorable for the Joule-Thomson cooling effect is the symmetric geometry (i.e. 71x71). In this
case the effect of the boundary is small and the buildup in pressure is slow. Hence, an abundant amount of
CO2 is injected in gaseous phase with a high JT coefficient. The JTC cooling will therefore be significant. This
in contrast to the highly elongated reservoir (e.g. 876x6), where the boundary effect causes the pressure to
rise rapidly and the JTC is only minor.
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