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Preface

Dear reader,
It has been almost eight years since I first stepped

onto the TU Delft campus as a fresh Electrical Engi-
neering student, not knowing where this adventure
would take me. The years after flew by, but gradua-
tion always seemed distant.

This changed nine months ago, when I first
started working on my thesis: graduation suddenly
became a dot that was clearly visible on the horizon.
However, the road ahead was though, with many hur-
dles on the way; sometimes it felt like I was walking in
circles, or even taking a few steps back. It even some-
times felt that I completely lost sight of the dot.

Yet here lies my Master’s Thesis, which embod-
ies not only the final deliverable, but also the most
challenging leg of my journey to become Electrical
Engineering student at the Delft University of Tech-
nology. A journey I would not have successfully com-
pleted without the support of many others. Therefore
I would like to thank a number of people in person.

First and foremost, I would like to thank my su-
pervisor Wouter Serdijn for his excellent support.
When I encountered a sign that said "straight road
to graduation", you challenged me to take another,
much more difficult road, which resulted in a the-
sis that I can without doubt say to be very proud of.
Whenever I felt that I was going backwards or felt that
I lost sight of graduation, you helped me to identify
what I already have accomplished, and showed me
that I was well on the way to the finish line. Seeing
with how much enthusiasm you help so many stu-
dents get the best out of themselves, I feel honoured
to have graduated at your group, and I hope that in
the end I have been able to teach you some things as
well.

I would like to thank Mario Negrello and Rob
Remis for joining my thesis committee. I felt that
this went without hesitation, and the enthusiasm you
showed for my project makes me look forward to the
interesting discussions we will have during the thesis
defence. Thank you also Mario for our discussions on
computational neuroscience, which helped me cre-
ate the foundations of the direction of my thesis, and
for introducing me to Brainframe, which made a lot
of my thesis work a lot easier.

This thesis project would not have existed with-
out Bertil Blok. I would like to thank you for trusting
me with this project, and providing me with the med-
ical insights and information that were needed for my

project. I would also like to thank Panagiota and the
rest of the Erasmus team for helping me answer all
medical questions. I really look forward to hearing in
the news about the first REValUE implant.

Past year was made much more interesting and
fun by the Bioelectronics group. It was great to learn
from so many fields presented by so many incredi-
ble researchers. I am confident that the world will see
much more of the great work you are doing here. I
would like to especially thank the students in the MSc
room for making the thesis bearable with the fun dis-
tractions and coffee breaks. I would also like to es-
pecially thank Marc for reviewing my thesis and Rui
for both reviewing my thesis and the many times she
could help me answer any questions I had. I am glad
that I was able to do something back for the Bioelec-
tronics group by introducing the Friday Afternoon
Drinks, or ‘VrijMiBio’, which is a tradition that I hope
will last for decades!

Thanks as well to Harry and Konstantinos from
Brainframe for letting me use your technology. I am
happy that my feedback on your platform was help-
ful, and wish you good luck in creating one of the best
neural simulation platforms.

Mum, Dad and Tijn, thank you for your confi-
dence and trust over my whole academic career. I
know that you have been wanting to hear a gradua-
tion date from me for quite some time now, and I was
happy that you trusted me and stayed patient when I
told you that I had no idea yet.

Dear Femke, thank you for motivating and sup-
porting me whenever necessary, doing some thinking
for me when I was unable to, and making sure that I
was doing enough fun things to distract me from my
thesis work.

Suzanne and Ron, it was great fun to graduating
parallel to you, thank you for the distractions during
the day. Some of the best ideas I had were at the end
of our lunch or extended coffee break.

Finally thanks to all my friends and family that I
have not previously mentioned. In many ways you
have given me support that all helped to achieve the
finish line of an eight year journey.

I would like to conclude this preface by giving a
piece of advice to anyone who is starting on his/her
thesis, inspired by the motto of Dutch Formula 1
driver Max Verstappen: ‘Keep pushing’. Whenever
you have the feeling that you are not getting any-
where, that progress is minimal or even absent, even
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if it lasts for weeks or even months: keep pushing.
Not just anywhere, but at the place that you feel is the
work environment, whether it is at a company, the
MSc room of your department, or even the same ta-
ble in the library that you go everyday: keep pushing.
If at the end of the day you feel that you spent more
time watching online videos or browsing your phone
than reading meaningful literature, don’t worry too
much and keep pushing. Cumulatively speaking you
have read more meaningful literature today than yes-
terday, and besides, ‘doing nothing’ was something
you needed, and now it is out of your system: keep
pushing. For me the first three months mostly felt like
I was getting nowhere, but everyday I kept returning
to the TU Delft. Then suddenly it hit me: I realized
exactly where I had to go, and the road to graduation
seemed as clear as day. All the knowledge that I ac-
quired over the past months, that sometimes seemed
useless, I could suddenly envision as chapters and
sections of the thesis that lies in front of you. The
three month delay I thought I built up, I never saw
again: at the start I envisioned to finish the thesis in
nine months, and that is exactly what happened.

The road ahead is tough, with many hurdles on
the way; it will sometimes feel like you are walking in
circles, or even taking a few steps back. It will even
sometimes feel that you completely lost sight of the
dot at the horizon. Gather the right people around
you for support, that can shift your vision back to the
dot. You will see that the dot has grown in size, as it
moved closer. Because every day you put into your
thesis, is you getting one day closer to graduation.
Keep pushing, and good luck.

It makes me proud and happy to present you with
my Master’s Thesis. Enjoy reading!

K.M. Emmer
Delft, May 2019



Abstract

A major cause for voiding dysfunction is the inability to relax the urethral sphincter. KiloHertz Frequency
Alternating Current (KHFAC) stimulation can block signals that are travelling through the body; applying this
type of stimulation at the pudendal nerve could inhibit the pulses that lead to contraction of the urethral
sphincter, and restore voiding ability.

In order to design a successful KHFAC block therapy for the pudendal nerve, it is necessary to understand
what impact different stimulation parameters have on efficacy, safety and power-efficiency. This thesis will
therefore test earlier researched KHFAC stimulation parameters against a new quality measure, study the
impact of new waveform alterations, and study how bipolar electrode design can improve KHFAC therapy.

By utilizing the theory behind the mechanism of the KHFAC nerve block, a new block-determination
model was developed that is over thirty times faster than the classic model. The McIntyre-Richardson-Grill
model was chosen as the implementation of the axon model, and the bipolar electrode was modelled as an
electric dipole.

The simulation experiments revealed that the charge per phase of the KHFAC signal at block threshold
could be reduced, without increasing the amplitude of the signal, by introducing interphase delays to the
waveforms and by creating asymmetric charge-balanced waveforms. Triangular waveforms were shown to
also require less charge per phase than a regular square wave to block, albeit with a higher amplitude. A cor-
rectly aligned bipolar electrode set-up with an interpolar distance that was about the same as the electrode-
to-axon distance was shown to result in reduced block thresholds.

Overall, this thesis has shown how stimulation parameters can be chosen to develop an effective KHFAC
block therapy for the pudendal nerve.
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1
Introduction

A 2011 study estimated the worldwide prevalence of lower urinary tract symptoms, and predicted that in
2018 over 1 billion people worldwide would suffer from symptoms related to voiding [1]. Voiding dysfunction
can result from multiple symptoms, one of which is the inability to relax the urethral sphincter, the ‘exit’
through which urine can leave the bladder [2]. Its cause can be related to neural damage, but it can also be a
psychological problem.

A new type of stimulation, which involves sending an alternating electric signal of frequencies in the kilo-
hertz range, has shown its ability to put a nerve in a ‘blocked’ state, where pulses travelling through the nerve
can not propagate past the point where the stimulation is applied. The terminology for this type of stimula-
tion is called KiloHertz Frequency Alternating Current (KHFAC) block, as proposed by Kilgore and Bhadra [3].
This type of induced nerve propagation block has been shown to be quickly reversible; meaning that after
ending the stimulation, cells quickly restore to their original state with no signs of tissue damage [4].

KHFAC stimulation has therefore been proposed as a solution to urethral sphincter related voiding dys-
function, as it could create a reversible block of the pulses that originate from the central nervous system to
contract the sphincter. The REValUE (REstoring Voiding Urinary rEtention) project, a research collaboration
between the Delft University of Technology (TU Delft) and Erasmus University Medical Center (Erasmus MC),
aims to apply this theory to create a working implant that can block pulses travelling through the pudendal
nerve [5]. To develop an implant that is able to deliver an efficient and safe blocking therapy, knowledge must
first be developed on how this implant should be designed.

1.1. Previous research
Since Kilgore and Bhadra demonstrated in 2004 that the nerve block was not a result of muscle fatigue [4],
different research groups have been using simulation approaches, often validated by experimental research,
to find stimulation parameters that can reduce the block threshold. This block threshold is defined as the
minimum required current amplitude that creates a block under specific conditions.

Parameters that have been tested previously are:

• signal frequency [6],

• electrode-to-axon distance [6],

• axon diameter [6],

• a selection of different waveforms [3, 7],

• temperature [8, 9], and

• electrode surface area (for nerve cuff electrodes) [10].

However, not all of these studies have used human-like axon models; other axon models can have different
blocking mechanisms, which result in outcomes that can be different and invalid for human nerves.

Furthermore, all of the mentioned simulation studies only focus on monopolar set-ups (set-ups involving
a return electrode placed at infinite distance); there is only one research that utilizes a bipolar set-up (a set-up

1



2 1. Introduction

involving a return electrode placed near the active electrode) to examine if block thresholds can be reduced by
changing the interpolar distance (the distance between the stimulating and return electrode) [11]. However,
this research only examines the case of an electrode that is perfectly aligned at 1.0 mm above the axon; no
insight is given on changing electrode orientations or distances.

Thus far, all of these studies only focused on the block threshold as a performance variable. However, the
required charge per phase at block threshold is just as important, as this is a measure of how many electrons
are actually physically injected into the tissue, and moreover the amount of injected charge at the electrode-
tissue interface should be minimized to prevent irreversible Faradaic reactions from occurring [12]. The
charge per phase is defined as the area underneath the positive or negative phase of a single signal period
of the current wave; it is therefore dependent on the shape and width of the waveform. A waveform with
a higher block threshold than another waveform can thus require less charge per phase. Bhadra et al. [6]
mentions the charge per phase, but only to compare the behaviour of the KHFAC block thresholds to regular
stimulation activation thresholds.

Another thing all previously mentioned KHFAC simulations have in common, is the way they establish
whether the simulation parameters lead to a successful block or not. This is a time-consuming process, which
has to be repeated until the block threshold has been found.

1.2. Thesis objectives
The main objective of this thesis is to find the important design considerations for building a KHFAC block
implant for the pudendal nerve. The main question that thus needs to be answered is:

“What is the impact of different design parameters on the effectiveness of a KHFAC conduction block in the
pudendal nerve?”

To answer this question, the following steps will be taken:

1. A new block-determination model for simulations will be developed to reduce simulation time. The
new model will use the theory behind the mechanism of the nerve block to achieve this speed-up. The
reduced simulation time will allow many more stimulation parameters to be evaluated for their impact
on the KHFAC block.

2. Existing research on stimulation parameters will be revisited, using a human-like axon model and with
an added focus on the charge per phase. The goal is to find out if some of these previously researched
parameters, that were either ignored or seemed to reduce performance as they resulted in increased
block thresholds, can compensate by requiring less charge per phase. This could lead to new design
possibilities.

3. New waveform alterations, that have not been researched yet, will be tested for their impact on the
performance of the KHFAC block.

4. The effect of bipolar electrode design will be further evaluated. It will be observed how different inter-
polar distances will influence the block threshold at different distances from the nerve, and also how
electrode orientation will affect the block thresholds.

The simulations are tailored to the pudendal nerve. The resulting data can then later be used for design-
ing a therapy for the REValUE project, which corresponds with experimentally proven safe and efficacious
electrical stimulation limits.

1.3. Thesis outline
The remainder of this thesis will elaborate on the problem of finding the impact of different design parameters
for KHFAC stimulation in the pudendal nerve, focus on the simulation approach of this thesis that is used to
solve this problem, and present the results that lead to the final conclusions.

Chapter 2 contains the necessary background information to understand the motivation of this work. An
elaboration on urinary retention is given, and KHFAC nerve propagation block is introduced. The mecha-
nism behind this phenomenon is explained, and existing research on KHFAC stimulation is presented. The
REValUE project [5] is also introduced, which is the original motivation for this thesis and researches if KHFAC
stimulation can become a real treatment for urinary retention.
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Chapter 3 focuses on the design of a new simulation method for detecting a successful block. First, the
classic method is introduced. Then the theory supporting the new method is explained, and step-by-step the
method is designed into a fully working model, which is tested against the classic block-detection method.

In Chapter 4, the full simulation system is introduced. The chapter covers the equations describing the
different electrode configurations, the explanation and justification of the McIntyre-Richardson-Grill (MRG)
model [13], and the simulation software that is used and how it impacts the design. It is also clarified how the
previously designed block-detection model is implemented in the simulation system.

The results of the simulations are presented and analysed in Chapter 5. From these analyses, design
considerations for KHFAC therapy in the pudendal nerve are derived.

Chapter 6 summarizes the conclusions of this thesis, and points out the contributions of this work. With
the knowledge that has been gathered for this thesis, recommendations are made not only for the REValUE
project, but for the entire field of KHFAC nerve propagation block.

A glossary is added for convenience at the end of this thesis. This includes both the medical terminology
that is important for this thesis work, as well as new terminology that is first introduced in this thesis.





2
Urinary retention and KHFAC stimulation

This chapter presents the literature that is necessary to understand this work, and highlights the higher over-
all goal to which this thesis contributes. Section 2.1 starts by introducing urinary retention: the high-level
problem to which solution this thesis contributes. Section 2.2 introduces KiloHertz Frequency Alternating
Current (KHFAC) stimulation as a solution to this problem. The underlying theory is explained, together with
the characteristics of this type of inhibiting stimulation that were found in previous studies. In Section 2.3 the
REValUE Project is introduced, which is the research project that aims to bring KHFAC stimulation to patients
suffering from urinary retention; an insight is given in how this thesis contributes to the REValUE project, and
the parameters that are defined by the project and are important for this thesis are discussed.

2.1. Urinary Retention
The normal control of micturition, or urination, can be roughly split up in three actions: (1) the contraction
of the bladder, (2) the relaxation of the internal urethral sphincter, and (3) the relaxation of external urethral
sphincter [14]; (1) and (3) are shown in Figure 2.1 and Figure 2.2. The external urethral sphincter is volun-
tarily relaxed during micturition; outside of micturition, the pudendal nerve is continuously stimulating the
external urethral sphincter to contract it and prevent leaking [15].

(a) (b) (c)

Figure 2.1: A schematic figure depicting normal voiding operation, focused on the bladder and the external urethral sphincter. (a) Non-
voiding operation. The bladder is relaxed; the external urethral sphincter is contracted to prevent urine from leaking out. (b) Contraction
of the bladder. Voiding is initiated by contracting the bladder, but urine can’t exit the bladder while the external urethral sphincter is
contracted. (c) Relaxation of the external urethral sphincter. Due to the increased bladder pressure, the external urethral sphincter is
relaxed, and the bladder is emptied.

One of the main causes for voiding dysfunction is the inability to voluntarily relax the external urethral
sphincter. Causes can be related to neural damage, such as a spinal cord injury, but can also be psychological,
such as paruresis (’shy bladder’) [16]. The result is an inability to fully empty the bladder, or even an inability
to void at all. Next to causing huge discomfort, not properly voiding the bladder can result in the tearing of
the bladder, and urine being pushed back into the kidneys due to increased bladder pressure which can lead
to severe health issues in the kidneys [17].

Treatment methods include [2]:

5
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(a) (b) (c)

Figure 2.2: Block diagram of voiding operation. (a) Non-voiding operation. The brain is sending pulses via the pudendal nerve to the
external urethral sphincter to ensure it is contracted. (b) Contraction of the bladder. Voiding is initiated by contracting the bladder,
resulting in an increased bladder pressure, which is signalled to the brain. (c) Relaxation of the external urethral sphincter. The brain
reacts to the increased bladder pressure and stops sending pulses to the external urethral sphincter, relaxing it; now voiding of the
bladder can take place.

• Mechanically emptying the bladder by, often intermittent, urethral catheterization; this method is the
most common, but can lead to a urinary tract infections,

• Relaxation of the external urethral sphincter by injecting botulin toxin; this method is not yet supported
by enough evidence,

• Surgery, which is highly invasive, has high costs and can cause irreversible effects.

None of these methods restore the original functionality: a temporary and quickly reversible relaxation of the
external urethral sphincter. If such a treatment method would exist, it would be the preferred over all others.

A more elaborate study on urinary retention can be found in the master thesis of Baquer Gómez [18].

2.2. KHFAC stimulation
Electrical stimulation is often related to the elicitation of action potentials in the nerve by the use of electrical
current. However, Tanner first mentioned a potential opposite application of electrical stimulation in 1962
[19]: inducing a reversible nerve conduction block. The hypothesis is that when a nerve is stimulated with an
alternating current signal of sufficiently high frequency and amplitude, no more action potential propagation
can take place inside the nerve. The lowest current amplitude for a specific frequency at which complete
block persists is defined as the block threshold for that frequency [3].

In 2004, Kilgore and Bhadra demonstrated through both simulation and experiment, that, for AC wave-
forms with frequencies in the range of 3 kHz to 10 kHz, a 100% block of action potential propagation in the
stimulated nerve could be accomplished [4]. The experiment demonstrated that these were true conduction
blocks, which blocking mechanism was different from synaptic and neural conduction fatigue. Their simu-
lations showed that during KHFAC stimulation, the paranode regions become sufficiently depolarised such
that action potentials can no longer propagate through them.

Applications of this quickly reversible nerve block involve any treatment where the goal is to stop signals
coming in from one end of the nerve to reach the other end. An example is chronic pain treatment, where
KHFAC stimulation can be used to stop ‘pain’-signals from reaching the brain. The Nevro Senza System [20]
provides such a treatment for people with back pain or leg pain, by applying a 10 kHz signal. Another potential
application would be to block signals sent from the central nervous system to the urethral sphincter, to force a
relaxation of the sphincter muscle resulting in proper micturition; a treatment for the dysfunction explained
in Section 2.1.

This section presents a literature overview of KHFAC nerve blocks. First, the theory behind the mechanism
of the nerve block will be discussed. This will be followed by an overview of earlier research that has been done
on determining nerve block thresholds.
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2.2.1. Nerve block mechanisms
At the moment, there are two different hypotheses on why a nerve block occurs, based on different simulation
studies. The reason there’s a difference between the two theories, is because the axon models used are based
on different species. The two theories on KHFAC induced nerve block are:

• Outward potassium currents overwhelm the inward sodium currents at the nodes of Ranvier (or
axon section in unmyelinated axons). This theory was proposed by Zhang et al. [21] in 2006 based
on simulations done with the Frankenhaeuser-Huxley (FH) model [22]. Wang et al. [9] found the same
result after simulating the nerve block using the Schwarz-Eikhof (SE) equation [23]. However, Wang
et al. note that the fast potassium current is small in mammalian myelinated axon, suggesting that
KHFAC block for this type of axons is still mostly a result of the inactivation of sodium channels. There
is also no experimental confirmation of this theory being the cause of the nerve block.

• Inactivation of the sodium channel. In 2007, Bhadra et al. [6] also looked into the mechanism of con-
duction block, and found that for the McIntyre-Richardson-Grill (MRG) model, the average inward
sodium current exceeded the average outward potassium current; the theory of Zhang et al. [21] was
thus not applicable. Instead, Bhadra et al. found that the sodium channels are in a state of inactivation
during KHFAC stimulation, which causes the conduction block.

The FH model and SE model are based on frog and rat data, respectively, whereas the MRG model is based on
data from mammalian axons. This means that for human axons, as the fast potassium current is small, the
most likely mechanism for the nerve block is the inactivation of the sodium channel.

Cellular mechanisms
Cell membranes contain ion channels that allow the passing of ions through the membrane. The two most
important ions in generating electrical signals are sodium and potassium. The regulation of their in- and out-
flow is modelled by at least three membrane ‘gates’, that open or close their respective ion channels. These
were first defined and quantitatively described by Hodgkin and Huxley [24]. Two of these gates are related
to the voltage-gated sodium channel, and one is related to the voltage-gated potassium channel. The mem-
brane channel gates are described by their state variables: m for the sodium activation gate, h for the sodium
inactivation gate, and s for the potassium activation gate. These ‘gate’ variables are dimensionless and have a
value between 0 and 1. A value of 0 means that the gate is ‘closed’, whereas a value of 1 means that the gate is
‘open’, and that the ions corresponding to the gate can flow through. A visualization of the sodium channel,
containing both activation and inactivation gate, is given in Figure 2.3.

(a) Closed state (b) Open state (c) Inactivated state

Figure 2.3: The voltage-gated sodium channel in three phases of the action potential. (a) The sodium channel at resting potential is
in a closed state. This is due to the activation gate m (green) being closed. (b) When the membrane voltage becomes higher than the
threshold voltage, the activation gate m opens, and positively charged sodium ions start flowing through the membrane, dramatically
increasing the membrane voltage. (c) With a small delay the inactivation gate h (yellow) closes, and no more sodium ions flow through
the membrane. The sodium channel is now inactivated. By now, the potassium channel s (not in the figure) is opened, restoring the
membrane potential to its initial value.

To properly understand the mechanics behind a nerve block, it is important to understand the mecha-
nism behind nerve activation. Signals travel through nerves as ‘action potentials’, which are short peaks of
the membrane potential of the axon, as shown in Figure 2.4.

A typical action potential cycles through four phases [25]:
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Figure 2.4: The membrane voltage Vm , sodium inactivation gate variable h, sodium activation gate variable m, and potassium activation
gate variable s during an action potential. The action potential is triggered by a single test pulse delivered at t = 3 ms. The axon was
modelled by the MRG model such that the simulated behaviour closely resembles that of a human axon. (a) The action potential with
the afterhyperpolarization visualized. The scale has been adjusted such that the small afterhyperpolarization is clearly visible. The peak
value of Vm , which is 30 mV, is therefore not shown. (b) A close-up of the depolarization and repolarization phase of the action potential.
Note the different scale for the membrane voltage; the peak value of Vm is now clearly shown.

1. The membrane starts at the resting potential, where the different components of the membrane current
are in equilibrium; this results in a constant resting potential. This state of the membrane is visualized
in Figure 2.3a for the sodium channel.

2. When a stimulus is applied, the activation gate of the sodium channel (m) will open, leading to a mas-
sive inflow of sodium ions. This leads to a rapid spike in voltage, and is called ‘depolarization’. This
state is visualized in Figure 2.3b for the sodium channel.

3. The increased membrane voltage also leads to the closing of the sodium inactivation gate (h), a pro-
cess that is slightly slower than the opening of the sodium activation gate. The inactivation gate is
often modelled as a ‘ball-and-chain’ gate; the massive inflow of sodium ions moves the ball toward the
opening of the sodium channel, effectively closing it. At the same time, the slow potassium channel
(s) opens, leading to the outflow of potassium ions, decreasing the membrane voltage; this is called
‘repolarization’. This state is visualized in Figure 2.3c for the sodium channel.

4. The outflow of potassium channels leads to an undershoot of the membrane voltage. The sodium and
potassium ions redistribute themselves across the membrane, until the resting voltage is restored. This
period of undershoot being restored is called ‘afterhyperpolarization’.

When a KHFAC signal is applied at a node of Ranvier, some of the gate variables behave different com-
pared to when an action potential is triggered: it can be observed from Figure 2.5 that, after the inactivation
variable h in and around the stimulated node drops close to 0, it does not rise again; whereas m is fluctuating
between values above 0.5. These nodes thus remain in a state of inactivation.

Especially the two nodes around the KHFAC stimulated node seem to exhibit this behaviour, with the
lowest values for h of the entire axon (visible in Figure 2.5a). These two nodes are referred to in literature as
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‘virtual anodes’ [4, 26].
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Figure 2.5: Application of KHFAC stimulation to an MRG axon of 51 nodes (10 kHz, 1.0 mA, 1.0 mm electrode-to-axon distance, 10µm
axon diameter). The KHFAC signal was initiated above node 25 at t = 2 ms. (a) The values of all gate variables at t =20 ms. At the two
nodes surrounding the node closest to the KHFAC electrode (nodes 24 and 26), h is closest to 0. These two nodes are referred to in
literature as ‘virtual anodes’ [4, 26]. (b) The membrane voltage and gate parameters over time for node 26, one of the two virtual anodes.
After application of the KHFAC signal, h drops to nearly 0 and does not rise again, whereas m is fluctuating between values above 0.5; the
sodium channel is thus in a state of inactivation. The membrane voltage is still fluctuating as a result of the varying electric field caused
by the KHFAC electrode, but no new action potentials are triggered. Meanwhile, s restores to its original value, as it would do after a
regular action potential; the potassium channel thus seems to be unaffected by KHFAC stimulation.

An inactivated sodium channel leads to a nerve block, as it can no longer elicit new action potentials. This
can be observed from analysing the sodium current, which is given by the following equation [24]:

IN a = gN a ∗m3 ∗h ∗ (Vm −EN a) (2.1)

Where gN a is a constant representing the maximum conductance for the sodium channel in Siemens, Vm

is the membrane voltage in millivolt, and EN a is the equilibrium potential for sodium ions in millivolt. This
equation implies that a low h value (which points to an inactivated sodium channel) results in a small sodium
current, which makes it impossible to trigger a new action potential; this would thus result in a blocked axon.

Although it is unclear why the sodium inactivation gate remains closed, an explanation can possibly be
found in the definition of the inactivation parameter h [24]:

dh

d t
=αh(1−h)−βhh (2.2)

where parameters αh and βh are rate constants (in ms−1) given by the MRG model as [13]:

αh = 0.34∗−(Vm +114)

1−e(Vm+114)/11
(2.3)

βh = 12.6

1+e−(Vm+31.8)/13.4
(2.4)

From these equations, it can be seen that the change in h is a function of the membrane potential Vm . This
membrane potential is dependent on the charge concentrations on both the intracellular and extracellular
sides of the membrane. When applying a signal on the extracellular side, with high frequency and sufficient
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amplitude, the charge concentration on the extracellular side continuously changes at a high rate. As a result,
the same thing happens to the membrane potential; the inactivation gate is now too slow to keep up, resulting
in values for dh

d t that are too low to raise the value of h closer to 1.
From Equation (2.2) there are also two other variables that can be derived, namely the steady-state solu-

tion h∞ and time constant τh :

h∞ = αh

αh +βh
(2.5)

τh = 1

αh +βh
(2.6)

Since αh and βh are functions of the membrane potential Vm , h∞ and τh are so as well, and they can be
plotted against the membrane potential. This results in the plot of Figure 2.6 for the steady-state values and
time constants of both h and m (which has mostly the same set of equations as h, but different definitions
for αm and βm). The most interesting of these curves, is that the time constant of h has a large peak in its
dependency of Vm ; at a Vm around −75 mV, h changes more than ten times slower than at a Vm of 0 mV.
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Figure 2.6: The dependencies of (a) steady-state values h∞ and m∞, and (b) time constants τh and τm on the membrane voltage Vm .
Note how inactivation variable h has a relatively small time constant for steady-state values close to 0, whereas h has a relatively high
time constant at steady-state values close to 1. This implies that the inactivation gate closes faster than it opens. It can also be seen that
m is much faster than h, which allows the sodium channel to be briefly opened during an action potential before being inactivated.

Onset response
In both experimental and computational studies, one or multiple peaks in the membrane potential are visible
immediately after applying KHFAC-stimulation; this is called the ‘onset response’, of which an example is
shown in Figure 2.7. There has been no record of applying KHFAC stimulation without this onset response,
although some solutions have been provided, such as adding a short DC pulse next to the KHFAC stimulation
site [27], or by combining the KHFAC stimulation with infrared light [28].
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Figure 2.7: Membrane potential and gate parameter state values over time of a node showing the onset response after KHFAC stimulation
(10 kHz, 1.0 mA, 1.0 mm electrode-to-axon distance, 10µm axon diameter). The figure is a result of the same simulation as done in
Figure 2.5, and focuses on node 10, and is thus 15 nodes of Ranvier apart from the node above which the KHFAC signal is applied. The
KHFAC signal is initiated at node 25 at t = 2 ms. For node 10 this results in an action potential triggered with slight delay around t =
2.5 ms, and two more at t = 4.7 ms and t = 7.2 ms; this effect is called the onset response.

It has been found that it is not possible to obtain conduction block without firing at least one action po-
tential [29]. However, once block is obtained, the current amplitude can be adjusted to another level sufficient
for block without firing more action potentials. Furthermore, the number of action potentials that were fired
at block threshold is higher with smaller diameter axons.

Miles et al. tested the hypothesis that slowly ramping up the amplitude of a KHFAC waveform could pro-
duce nerve block without an onset response, both through experiment and simulation [29]. The onset re-
sponse did not disappear for any of these simulations and experiments, proving that slowly ramping up the
amplitude does not prevent the onset response from occurring.

There is no clear evidence yet on why this onset response takes place. However, in order to reach the
inactivation state, the sodium channel should first be put in the activation state (as explained in Figure 2.3).
Following this line of thought, the application of a KHFAC signal should always trigger at least one action
potential before it blocks the axon.

The aforementioned research by Miles et al. does show that the onset response causes a peak twitch force
in muscle tissue [29], most likely due to that the onset response often consists of multiple rapid action po-
tentials after another. The presence of this onset response is important, as the rapid pulses can result in
unwanted muscle twitches (in the efferent path) or possibly the feeling of pain (in the afferent path). The true
severity of this problem is however yet to be proven, and should be weighed against the potential benefit of
KHFAC nerve block.

2.2.2. Earlier research on nerve block thresholds
There are already many simulation and experimental studies that have been performed on the block thresh-
olds for changing conditions. So far, most simulation studies involve a monopolar set-up, where the return
electrode is placed at infinity. It has been studied how blocking frequency, electrode distance, waveform and
axon diameter affect the blocking threshold; however, detailed simulation results are sometimes missing.

KHFAC frequency
From the lowest possible KHFAC frequency to 10 kHz, the blocking threshold current increased in a non-
linear manner [6]. Above 10 kHz, the block threshold increases linearly. This behaviour can be observed in
Figure 2.8.

KHFAC electrode distance
Williamson and Andrews first attempted in 2005 to derive general relationships for current versus diameter,
frequency and sinusoidal source location for nerve block [30]. They stated that a full nerve block through the
entire cross section of the nerve, would require blocking axons of different diameters, with different distances
between the source of the KHFAC electrode and the closest node of Ranvier of each axon. The relationship
between the block threshold and the axon diameter was derived to fit:

I = b +
(

D

d

)−m

(2.7)
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Figure 2.8: The relationship between the frequency used for the KHFAC signal and the block threshold, as found by Bhadra et al. [6]. The
set-up used a 1 mm electrode to axon distance.

with I the current in µA and d the diameter of the axon in µm. Offset b, diameter constant D and exponent
m were fitted based on the data found.

The relationship between the block threshold and perpendicular distance from the blocking stimulus
source to the axon was derived to fit:

I = Aemz (2.8)

with I the current threshold, z the perpendicular distance between the KHFAC electrode and axon, and m
and A constants, that were fitted based on the data found.

Bhadra et al. [6] researched the influence of the electrode distance as well, but by using the MRG model,
and also found an approximately square relationship between the block threshold and the perpendicular
distance between blocking electrode and axon. It was stated that when the electrode was moved to closer
than 1 mm to the axon, the distance of the electrode to the nearest node became the predominant factor
influencing block threshold. This can be observed from Figure 2.9. However, in a real clinical application it
is unlikely that the electrode will be this close to the axons that need to be blocked, and the minimal effect of
the parallel distance can be ignored.

(a) (b)

Figure 2.9: The relationship between the KHFAC electrode distance and the block threshold, as found by Bhadra et al. [6]. (a) The
influence of changing the perpendicular distance between the KHFAC electrode and the axon. (b) The influence of changing the parallel
location of the KHFAC electrode along the axon for different perpendicular distances.
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KHFAC signal waveform
According to Kilgore and Bhadra [3], there are no significant differences between rectangular, sinusoidal, or
triangular waveforms, except that the block thresholds are lowest for square waves and highest for triangular
waves.

Zhao et al. [7] researched the influence of using asymmetric waveforms in the blocking signal by using the
FH-model. A symmetric square wave was compared to a waveform that had a positive pulse that was 1µs or
2µs longer than the negative pulse, and to a waveform that had a negative pulse that was 1µs or 2µs longer
than the positive pulse. However, the amplitudes were not corrected to maintain charge balance. The result
can be found in Figure 2.10.

(a) (b) (c)

Figure 2.10: The influence of using asymmetric waveforms on the block threshold, as researched by Zhao et al. [7].

Axon diameter
Larger axon diameters result in lower block thresholds, as was shown in the research by Bhadra et al. [6]
(Figure 2.11). This effect was stronger at higher KHFAC frequencies, as with the lower frequencies the block
threshold was approximately constant with changing axon diameters.

Figure 2.11: The relationship between the axon diameter and the block threshold at different frequencies, as found by Bhadra et al. [6].
The set-up used a 1 mm electrode to axon distance.

2.3. High frequency nerve block in the pudendal nerve for treatment of
nerve-related urinary retention: REValUE project

As stated in Section 2.1, urinary retention can be caused by an inability to voluntarily relax the urethral
sphincter. A KHFAC-induced nerve propagation block, introduced in Section 2.2, can be used to stop ac-
tion potentials from propagating through a nerve. Theoretically, by applying a KHFAC signal to the puden-
dal nerve, the signals coming from the central nervous system that are on their way to the external urethral
sphincter can be blocked ‘by the press of a button’, returning voluntary control over the relaxation of the
urethral sphincter. This theory is the motivation behind the REValUE (REstoring Voiding Urinary rEtention)
project [5], a collaboration between Erasmus MC and TU Delft.

This section will start by discussing the project design goals. The electrode that is preferred for the project
has been determined before, and the location of implantation as well: this leads to constraints, which will be
discussed next. The section will conclude with how this thesis will contribute to the project.
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2.3.1. Design goals
The goal of the REValUE project is to develop a neurostimulator for humans that produces a temporary,
quickly reversible action potential propagation block in the pudendal nerve, which should result in relaxation
of the urethral sphincter. The patient should be able to control when the block is initiated. The stimulation
therapy should be efficacious, power-efficient and safe (i.e., it should not result in nerve damage). The stimu-
lation signal should be controllable, such that the settings can be adjusted to work best for a specific patient.
A full nerve block may not always be necessary, as different bladder pressures require different urethral pres-
sures for optimal operation. Ideally, the signal is adjusted during voiding to produce a block that corresponds
to the bladder pressure.

2.3.2. Proposed electrode
The electrode that is proposed for the stimulator, is the Medtronic Spinal Neurostimulation Lead [31], shown
in Figure 2.12. The lead has four cylindrical electrodes, and is part of the Medtronic InterStim system. This
lead has the advantage that it can be implanted relatively easy, by making a small incision and from there
positioning it next to the pudendal nerve, as it offers fluoroscopy and positioning with visual aids. This is a
surgical operation that can be completed within half an hour. This makes it highly preferred to a cuff-type
electrode, which is placed around a nerve. Placing a cuff-type electrode is a surgically much more invasive
operation, requiring multiple doctors working on a single patient for multiple hours.

Figure 2.12: The Medtronic Spinal Neurostimulation Lead 3889, that is the proposed electrode for the REValUE project. Source:
Medtronic [31].

2.3.3. Properties of the human pudendal nerve
The human pudendal nerve is a mixed nerve (meaning that it contains both afferent and efferent nerves) that
consists of myelinated axons. The proposed stimulation site for the REValUE project is Alcock’s canal (also
named pudendal canal), a fascial compartment containing the pudendal nerves, arteries and veins. Alcock’s
canal is preferred, as it can hold the electrode in place, such that electrode migration is minimized. The
average diameter of the pudendal nerve at the proposed stimulation site is 4.67±1.17 mm [32].

Axons within the pudendal nerve that are responsible for the pressure in the urethra are constantly being
stimulated when not voiding, such that the urethra is closed. This means that an onset response should have
no effect in these axons. However, since the pudendal nerve is a mixed nerve, that also carries afferent axons,
the onset response can potentially cause sensations such as pain each time stimulation is turned on. The
severity of this should be further examined from experimental research, preferably on humans as they can
tell whether these sensations are felt or not.

2.3.4. Goal of this thesis for REValUE
In order to create an effective KHFAC stimulation protocol for blocking the pudendal nerve, one of the steps
that needs to be taken is to find which simulation parameters influence the effectiveness of the nerve block.
As noted in Section 2.2.2, this already has been researched for stimulation frequency, electrode distance and
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some alterations of the waveform. However, the effect of waveform alterations are missing documented re-
sults, or have been executed in a way that results in charge-imbalanced waveforms; this adds a DC compo-
nent to the signal, which might have resulted in an unwanted influence on the research results. Moreover,
none of these analyses have focused on the specific case of the pudendal nerve. Finally, most results so far
have been achieved using a monopolar set-up, with a return electrode placed at infinity.

This research focuses on finding how the stimulation parameter relationships impact the effectiveness of
the KHFAC block, specifically in the pudendal nerve. Note that all variations are charge-balanced, to ensure
that no DC component exists.

The stimulation parameters that are researched for their impact on effectiveness are:

• Waveform-related parameters

– Square waveforms

– Sine waveforms

– Triangular waveforms

– Step function waveforms

– Asymmetrical square waveforms

– Addition of inter-phase delays

• Electrode-to-axon distance as-is in the pudendal nerve

In order to achieve a complete picture of the impact of the different waveforms, not only the block thresh-
old will be measured, but also the minimum charge per phase that is necessary to create a block.

This will be followed by bipolar simulations (with a return electrode placed close to the KHFAC electrode),
where the following parameters are tested:

• Effect of interpolar distance for various electrode-to-axon distances

• Electrode orientation

The exact block thresholds are not realistic in a clinical context, as the simulation does not fully model all
elements that are in the body surrounding the stimulation site, which can alter the electric fields generated.
However, the trends that are found through stimulation can be very helpful, as they can guide both the circuit
designer and the clinician in finding a set of optimal stimulation parameters. These trend lines can reveal
how the stimulation parameters can be adjusted such that the block remains successful, but less energy is
needed or safer stimulation is achieved.

2.4. Conclusion
In this chapter one of the fundamental causes for urinary retention, an inability to voluntarily relax the
sphincter, was given. An anatomical and physiological simplification was made, to highlight the root of this
problem: the constant pulse train that travels from the brain via the pudendal nerve to the external urethral
sphincter, contracting the latter.

KHFAC stimulation was introduced as a potential solution. This type of stimulation encompasses alter-
nating current stimulation signals with a frequency in the kilohertz range, which may result in an inhibition
of action potentials propagating down a nerve, called a ‘nerve block’. Simulation analysis has shown that the
most likely reason for this effect to appear in mammals is the inactivation of the sodium channel: a state
where the sodium activation gate, described by gate variable m, is open, whereas the sodium inactivation
gate, described by gate variable h, is closed. In a normal action potential, the inactivation state of the sodium
channel is related to repolarization. When initiating KHFAC stimulation, this always leads to an ‘onset re-
sponse’, which consists of a series of one to five pulses that quickly travel down the axon in both ways, away
from the point where the KHFAC stimulation was initiated. It can theoretically lead to muscle twitches as a
result of the pulses in the efferent path, and a short sensation of pain as a result of the pulses in the afferent
path. The latter might not be a severe problem for stimulation in the pudendal nerve, as action potentials cre-
ated by the onset response will meet the action potentials that were travelling down the brain to the sphincter,
resulting in a collision block.
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Previous research examined the influence of frequency, electrode-to-axon distance, waveform asymmetry
and axon diameter on the block threshold, which is the minimum current necessary to inhibit the nerve under
a set of circumstances.

Finally, the REValUE Project was introduced, which aims to bring KHFAC stimulation to urinary retention
patients, by implanting a lead electrode in the Alcock’s canal. It was explained how this thesis contributes
to the project. The trends that are found for changing simulation parameters are more important than exact
block thresholds, as the latter can differ greatly depending on the specific anatomy of a patient.



3
Determination of effectiveness of block

When searching for the influence of different stimulation parameters on the effectiveness of a nerve propa-
gation block, a simulation method is needed that can determine block thresholds. Figure 3.1 represents the
standard approach for finding the block threshold for a specific set of stimulation (and environmental) pa-
rameters. A simulation environment is built up for the set of parameters, on which a nerve block simulation is
repeated with increasing KHFAC amplitude until a successful nerve block is registered; the KHFAC amplitude
that causes this block is the block threshold.

Figure 3.1: Overview of a block threshold determination process using simulations. For a set of stimulation parameters, a simulation
environment is initialized, and a small initial KHFAC amplitude is chosen. A nerve block simulation is executed, and the results are
checked to determine whether the nerve block was successful. If not, the simulation has to be repeated, with an increased KHFAC
amplitude. If the block was successful, the KHFAC amplitude is registered as the block threshold for the set of stimulation parameters.
This chapter focuses on the block-determination model (coloured red) of the process, and how it can be altered to reduce the time
necessary for a nerve block simulation.

The most extensive part of this process is running the nerve block simulation and is part of the process
that is being repeated. Reducing the time to run a single nerve block simulation can thus drastically reduce
total simulation time. However, the size of the nerve block simulation is dependent on the block determina-
tion model, which checks if the nerve block simulation resulted in a ‘successful’ block.

Previous research has only used one method to determine the effectiveness of a block, which is discussed
in Section 3.1. To be able to reduce the nerve block simulation size, Section 3.2 introduces a new method for
determining a successful nerve block, that utilizes the gate variables of the sodium channel. The proposed
method is used to build a working model, and its performance is compared with a model using the classic
method.

3.1. Classic method: visualizing the actual block
The classic method of determining whether a successful block has occurred in a simulation, often involves a
set-up as shown in Figure 3.2, and is used by many studies [4, 6–9, 21, 29, 33]. An axon of sufficient length is
modelled (51 nodes of Ranvier for the MRG model [6]), and somewhere in the middle, at a small distance from
the axon, an electrode is placed that will deliver the blocking signal. The return electrode is placed at infinity,

17
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such that the KHFAC electrode can be modelled as a point source. After application of the KHFAC signal, an
onset response will occur, such that the axon needs a few milliseconds to settle. Then, at one end of the axon,
an intracellular test pulse is delivered; on the other end of the axon, the membrane voltage is measured to see
if the test pulse arrives. A step-by-step demonstration of a successful block can be seen in Figure 3.3, whereas
the time-spatial result of the simulation described for an unsuccessful and successful block can be seen in
Figure 3.4a and Figure 3.4b, respectively.

Figure 3.2: The simulation set-up used in the classic method. An axon of 51 nodes of Ranvier is modelled, with an extracellular electrode
placed somewhere above the middle node. This electrode, modelled as a point source, generates a KHFAC signal. After at least 10 ms
(when the onset response is over), an intracellular test pulse is generated at one end of the axon (node 0). The membrane voltage of the
node at the other end of the axon (node 50) is being measured to see if the action potential has passed the KHFAC node, or if it has been
blocked.

A variation of this simulation can be done by replacing the single test pulse by a pulse train. This can much
more accurately determine the effectiveness of the block, as it can also distinguish a partial block (where
some of the pulses are blocked and some are not), which is demonstrated in Figure 3.4c. If these parameters
were used in the single pulse test, the partial block could be mistakenly identified as either a full block or as
non-blocking.

For all simulations, the amount of pulses at the receiving end can be counted. In the intracellular pulse
train simulations, the amount of received pulses over time can be compared to the amount of pulses that are
received when no blocking signal is applied, as to develop a measure for the exact degree of effectiveness of a
partial block.

3.1.1. Disadvantages of classic method
Simulations like the ones done in Figure 3.4 are quite extensive. Many nodes of Ranvier are necessary, as
the depolarization profile in KHFAC block modelling extends 17 to 21 nodes in the region under the elec-
trode, which for a too small axon model can lead to exaggerated onset firing from the two ends of the axon,
under-estimation of block thresholds and inaccuracies in the electrode-to-axon distance and axon diameter
relationships [6].

Another factor is a result of the onset response, that was discussed in Section 2.2.1. Before the effective-
ness of the block is determined, the onset response should have passed. The duration of the onset response
can differ based on simulation parameters, so often a relatively long settling time is chosen between the ini-
tiation of the KHFAC blocking signal and the determination of the effectiveness of the block. This increases
the simulation time frame. Moreover, because the KHFAC signal is at a relatively high frequency, many more
simulation time steps are necessary compared to simulations that study low frequency stimulation (at least
ten time steps per signal period).

As an example, the simulations that were done in Figure 3.4 each consisted of 51 nodes of Ranvier. The
model used was the McIntyre-Richardson-Grill model [13], where every section between two nodes is mod-
elled by 10 internodal segments (this is more elaborately explained in Section 4.3.1). Thus the axon is mod-
elled by a total of 51+50×10 = 551 segments. The simulation time frame in these simulations was 40 ms. The
frequency of the KHFAC signal was 20 kHz, and thus had a period of 0.05 ms. In order to simulate at least 10
samples of each signal period, the time step should thus be set to 0.005 ms. That is a total of 8000 time steps
in one simulation, where in each time step calculations are done for 551 segments.

When checking for a few standard situations, this is not a problem. However, when searching for the block
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Figure 3.3: Example of a successful KHFAC block. The figure at t =15.0 ms displays that most of the axon is at resting potential, except
the middle node of Ranvier, where the KHFAC signal is applied. At t =15.2 ms an action potential has been initiated at node 0, and
has started propagation further down the axon. At t =15.4 ms, the propagation can be clearly seen, and at t =15.6 ms, the pulse has
propagated towards the KHFAC node. At t =15.8 ms it can be seen that the pulse is not able to pass the KHFAC node, which is confirmed
by the image at t =16.0 ms, as the axon has now been reset fully to the original state.
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(a) KHFAC amplitude = 0.53 mA. No block.
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(b) KHFAC amplitude = 0.6 mA. Successful block
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(c) KHFAC amplitude = 0.53 mA. Partial block
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(d) KHFAC amplitude = 0.6 mA. 100% block

Figure 3.4: Four different KHFAC block-determination simulations. The axon is modelled to consist of 51 nodes of Ranvier, with a 10µm
axon diameter. The KHFAC signal for each simulation is sinusoidal with a frequency of 20 kHz, and is initiated directly above the middle
node at a distance of 1 mm. The simulation time step size used was 0.001 ms. (a) A KHFAC signal with a 0.53 mA amplitude is initiated
at t =0 ms. A single test pulse is delivered at node 0 at t=20 ms. The block is unsuccessful. (b) A KHFAC signal with a 0.6 mA amplitude
is initiated at t =0 ms. A single test pulse is delivered at node 0 at t =20 ms. The block is successful. (c) A KHFAC signal with a 0.53 mA
amplitude is initiated at t =0 ms. A pulse train starts from node 0 at t =20 ms. Close inspection shows that the block is slightly successful,
with a few pulses not reaching the other end of the axon. This simulation thus nuances the result observed in Figure (a), as an amplitude
of 0.53 mA apparently is able to block some of the pulses. (d) A KHFAC signal with a 0.6 mA amplitude is initiated at t =0 ms. A pulse
train starts from node 0 at t =20 ms. The block is 100% successful.

threshold under specific conditions, these simulations have to be repeated until the minimum KHFAC am-
plitude is found that results in a block. If a higher accuracy is necessary, the number of simulations is further
increased. Then, when the minimal KHFAC blocking amplitude for different frequencies, waveforms, axon
diameters or other parameters needs to be found, the number of simulations starts growing exponentially.

3.2. Proposed method: Measurement of gate quantities
In this research, the effectiveness of KHFAC stimulation is studied for multiple signal parameters. It is thus
desirable to minimize the simulation time of a single nerve block determination simulation as much as pos-
sible.

This section will introduce a new method, based on the sodium channel ‘gate’ variables. First, the be-
haviour of the sodium channel inactivation gate during KHFAC stimulation will be described, and how this
can be used to develop a new block determination method. Next, this section will describe step-by-step how
this theory was used to develop a fully functioning gate-dependent block determination model. The section
will conclude by analysing the performance of the newly developed model.
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3.2.1. Characteristics of sodium channel inactivation variable h during nerve block
As stated in Section 2.2.1, a KHFAC nerve block is most likely the result of the sodium channel being forced
into the inactivation state. This can be observed from plotting the gate variables, as was done in Figure 2.5.
After applying the KHFAC signal, the variable describing the state of the sodium channel activation gate, m,
was above 0.5 for the virtual anodes, meaning the activation gate was mostly opened. The variable describ-
ing the state of the sodium channel inactivation gate, h, dropped to a value close to 0 and remained nearly
constant, meaning the inactivation gate was closed. These values reveal that the membrane is in a state of
inactivation.

The most important aspect however, is the relative constant value h takes on after the initiation of the
KHFAC signal. This leads to the suspicion that a nerve block may be identified by simply studying variables
such as the mean and variance of h. If clear conditions can be found for h, for which blocking will occur, the
need for sending an intracellular pulse across the axon can be taken out. Moreover, the amount of nodes of
Ranvier can possibly be reduced.

3.2.2. Implementing the gate-dependent method into a working model
Theory hints to a solution for determining nerve block effectiveness without having to simulate an entire
axon, followed by checking if pulses can travel from one end of the axon to the other. In order to apply the
proposed method to real simulations, it first needs to be implemented as a working model. That means deter-
mining the size of both the axon model and the simulated time frame, and finding the threshold conditions
which, if met, indicate a successful nerve block.

Selecting the number of nodes of Ranvier
In the classic method, the number of nodes needs to be sufficient to prevent the depolarization profile in
the region under the electrode from influencing the results. However, this assumes that a simulation set-up
is used as in Figure 3.2, where a pulse is sent from one end to the axon, to see whether it reaches the other
end of the axon. Whereas the extended depolarization profile can definitely influence the propagation of this
pulse, it is hard to see how it would influence the behaviour of the individual nodes if such a pulse is left out;
as is the case with the proposed method.

It is therefore expected that the amount of nodes of Ranvier can be reduced to a minimum for the pro-
posed method. As stated in Section 3.2.1, the virtual anodes are just as important for the existence of the
block as KHFAC node. This means that at least the virtual anodes should be fully modelled, meaning that the
internodal segments on each side of the virtual anodes should be taken into account as well. Thus, at least
five nodes of Ranvier should be included in the proposed model, with the middle node acting as the KHFAC
node.

Since every node of Ranvier that is added to the model, also adds a total of 10 segments that need to be
evaluated in every simulation time step, the total simulation time could be greatly reduced by minimizing the
number of nodes of Ranvier that are modelled. Therefore, the proposed model shall be developed to use the
minimum of five nodes of Ranvier; the resulting set-up is shown in Figure 3.5.

Selecting the measurement time frame
Figure 3.6 is the result of a single KHFAC simulation using the set-up of Figure 3.5. It can be seen that the mean
values of the membrane voltage Vm and gating variables h and m of the virtual anode are slowly changing, but
after about 15 milliseconds the mean values seem to reach a steady state value. The measurement time frame
should be selected to only measure the membrane voltage and gating variables during this steady state; this
best represents the state of the axon during most of the real stimulation. The total simulation time frame thus
becomes the sum of the ’settling’ time frame and the measurement time frame. In this implementation a total
simulation time frame of 20 milliseconds is chosen, with the last two milliseconds being the measurement
time frame.

Calibrating the model: selecting threshold conditions
With the time frame and number of nodes of Ranvier for the proposed model selected, the model is ready
to run simulations. This can be used to develop the most important aspect of the model: the threshold
conditions that decide whether a block is effective or ineffective.

Promising candidate variables that form the basis for threshold conditions are gate variables h and m, as
they can reveal whether the sodium channel is in a state of inactivation, and the membrane voltage Vm , since
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Figure 3.5: The basic simulation set-up used for the proposed block effectiveness determination method. The model is simplified to 5
nodes. The KHFAC electrode is situated above node 2, which is called the KHFAC node. Nodes 1 and 3 are the ’virtual anodes’, the two
nodes that have the lowest, most stable values for h when the KHFAC signal is initiated, as was observed in Figure 2.5.
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Figure 3.6: Gating variables h and m and the membrane voltage Vm of a virtual anode after applying a KHFAC signal, using 5 nodes of
Ranvier. After the KHFAC stimulation signal is applied at t =0 ms, it can be seen that the mean values of the membrane voltage Vm and
gating variables h and m are slowly moving to a steady state value, which is reached after about 15 ms.

it is directly related to h∞, m∞, τh and τm (as explained in Section 2.2.1), and thus projects to which values h
and m are changing at which speed.

In order to find the exact threshold conditions, at first the classic method (described in Section 3.1) was
applied to different charge-balanced asymmetrical waveforms (described in Figure 3.7), to determine the
corresponding block thresholds for frequencies between 3 and 40 kHz. This implementation of the classic
method consisted of a pulse train that was introduced at t = 10 ms, which is directly after the onset response
ends. The pulse train brought in one pulse at one end of the axon every 2 ms. The simulation ended after a
total simulation time frame of 51 ms, equal to 21 pulses. A successful nerve block was perceived if less than
90% of the pulses were measured at the other end of the axon.

The same waveforms with the same frequencies where simulated using the proposed gate-dependent
model, and were kept running after the block threshold (retrieved from the classic method) was reached; for
every single repetition, the maximum, minimum, mean and variance values were stored for the variables h,
m and Vm .

With these two datasets available, the threshold conditions could be found. First, a ‘filter’ was created
consisting of a group of thresholds that were conditions for a successful block. The starting point for these
threshold conditions was made by comparing the results of the classic method to the values measured with
the proposed model. The dataset retrieved from the proposed method was pulled through this filter, and
the resulting block thresholds were plotted against the block thresholds derived using the classic method (as
shown in Figure 3.8). The resulting curves of the proposed model were brought closer to the classic curves by
adjusting the values of the threshold variables, whereas anomalies (e.g. peaks) in the curve of the proposed
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Figure 3.7: An example of two charge-balanced asymmetrical waveforms and one symmetrical waveform, all three with the same charge

per phase. The fraction that represents the anodal pulse, given by
T anodal

T anodal+T cathodal
, is called ‘anode fraction’. For the anode fraction

of 0.2, the anodal (positive) pulse lasts 1/5th of the signal time period (Thi = 0.2T signal), whereas the cathodal (negative) pulse lasts for

4/5th of the signal period. The cathodal pulse is thus four times as long. To achieve charge-balance, the anodal pulse has an amplitude
that is 4 times as high as the cathodal pulse, or 2.5 times as high as the amplitude for a symmetrical square wave with the same charge
per phase. For the anode fraction of 0.2, this thus results in an anodal amplitude of 2.5 mA and cathodal amplitude of 0.625 mA, if the
charge is matched to a symmetrical square wave with amplitude 1 mA. For the pulse with an anode fraction of 0.8 the inverse description
is true. The figure also clearly shows that an anode fraction of 0.5 results in a regular symmetrical square wave.

model were taken out by introducing new threshold variables or taking old ones out. This resulted in the
following condition:

Successful block if: max(hvirtualanode) < 0.04 AND


max(Vm,virtualanode) >−22mV

OR
mi n(Vm,virtualanode) >−51.5mV

OR
mi n(Vm,KHFACnode) <−90mV

 (3.1)

Where h is the dimensionless variable that describes the state of the inactivation gate of the sodium channel,
Vm is the membrane voltage, ‘KHFACnode’ is the node of Ranvier closest to the external KHFAC electrode, and
‘virtualanode’ is one of the two nodes of Ranvier directly next to the ‘KHFACnode’. Qualitatively, the condition
described in Equation (3.1) categorizes a nerve block as ‘successful’, if:

• The maximum value of h in the virtual anode is almost zero,

• The membrane voltage in the virtual anode is either never too negative, such that the value of h could
potentially climb to a value close to 1 too fast, or that the membrane voltage has it’s peaks at sufficiently
high voltage to pull the value of h back to zero at high speed to compensate for rising values of h.

The condition concerning Vm,KHFACnode can not be explained from theory; this has been introduced as an
‘override’ condition, as the lower frequencies had trouble with meeting the other two conditions in the OR
block (the right part of Equation (3.1)), leading to large over-estimations of the block thresholds. Moreover,
the membrane voltage in the KHFAC node does not become as negative as −90 mV for higher frequencies.
The introduction of this override condition thus had no effect on the results found in higher frequencies.

3.2.3. Performance of proposed model
Now that a working model that implements the proposed method is introduced, the performance should be
evaluated in order to determine if this model is worth using for the rest of the research.

Error margins of proposed model design
The proposed nerve block effectiveness determination model with the settings described in Equation (3.1)
was tested against the classic model to analyse the reliability. The classic model data points were found by
simulating an axon model of 51 nodes of Ranvier, with an axon diameter of 10µm, an electrode-to-axon
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distance of 1 mm, and a pulse train introduced at one end of the axon starting at 10 ms that initiates an action
potential once every 2 ms. The data points represent the minimum charge per phase necessary to have at
least 90% of all pulses blocked after a simulated time of 50 ms.

The settings of Equation (3.1) were created by calibrating for the asymmetrical waveforms with anode
fractions ranging between 0.1 and 0.9. The resulting block thresholds are compared with the classic model in
Figure 3.8 for a selection of the anode fractions. It can be seen that for the two extremes, the anode fractions
of 0.1 and 0.9, the proposed gate-dependent model approaches the results of the classic model very closely.
Same goes for an anode fraction of 0.5, which essentially is a regular square wave. For an anode fraction
of 0.8, the model underestimates the block threshold charge per phase up until 21 kHz, after which it starts
overestimating up to about 30% at 40 kHz.
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Figure 3.8: Comparison of block thresholds resulting from the classic block determination method and the proposed gate-dependent
block determination method for asymmetrical waveforms (described in Figure 3.7) with anode fractions of 0.1, 0.5 (a symmetrical square
wave), 0.9, and 0.8, for frequencies between 3 and 40 kHz. The block thresholds are presented as threshold charge per phase, which is the
total charge of a single anodic or cathodic pulse at block threshold, and is chosen as the comparison value as the asymmetrical waveforms
have a different anodal and cathodal amplitude. For an anode fraction of 0.9, results for frequencies above 24 kHz are missing, most likely
due to the simulation boundaries that were chosen to limit the time of the total simulation.

The same comparison was made for a regular sine wave, and the result can be found in Figure 3.9 (for
both block threshold and charge per phase at block threshold). The proposed model underestimates the
block thresholds by about 10% to 15%. However, the trend at which the threshold changes over frequency
closely matches that of the classic model.

Advantages of proposed model
The biggest advantage of the gate-dependent model is the speed-up. The model design as described in Sec-
tion 3.2.2 runs over 30 times faster than the model design based on the classic method that was used to find
the 90% block thresholds in Section 3.2.2 (which simulated a total time of 50 ms), and over 14 times faster
than when 20 ms are simulated in the classic model (which is the same simulation time frame used for the
proposed model); this is a significant speed-up, and useful when performing larger and more complex sim-
ulations that are closer to reality. For example, for a nerve bundle consisting of 30 axons, all block thresholds
can be found in about the same time that it takes the classic model to find the block threshold for a single
axon.



3.2. Proposed method: Measurement of gate quantities 25

0 5 10 15 20 25 30 35 40
Frequency (kHz)

0.0

0.2

0.4

0.6

0.8

1.0
M

in
im

al
 b

lo
ck

in
g 

am
pl

itu
de

 (m
A) Classic Method

Proposed Method

(a)

0 5 10 15 20 25 30 35 40
Frequency (kHz)

0.00

0.01

0.02

0.03

0.04

0.05

Th
re

sh
ol

d 
ch

ar
ge

 p
er

 p
ha

se
 (μ

C)

Classic Method
Proposed Method

(b)

Figure 3.9: Comparison of block thresholds resulting from the classic block determination method and the proposed gate-dependent
block determination method for sine waves with frequencies between 3 and 40 kHz. (a) The resulting block thresholds. (b) The resulting
block thresholds as charge per phase.

Weaknesses of proposed model
The proposed method for determining blocking effectiveness uses a more abstract vision on what is consid-
ered a nerve block, leading to a loss of information. As explained in Section 3.2.2, many steps are necessary to
determine the model threshold conditions for one blocking efficiency level (in this case: 90% block). It is also
unsure how well the threshold conditions will work under extremely different conditions, such as waveforms
that have multiple anodal and cathodal components in a single period (for example, the waveform that is the
result of the work of Baquer Gómez [18]), different axon diameters, or the effect of added noise.

As can be seen in Figure 3.8 and Figure 3.9, the model produces a small error compared to the results
that were retrieved via the classic method. This error is biggest for the sinewave, as the thresholds from
Equation (3.1) originate from a calibration done on the asymmetrical waves. Even though the error margin is
acceptable, this clearly shows that the model contains flaws, and that the results need some validation when
circumstances are changed greatly. A combination of the proposed model and the classic method comes to
mind, where the proposed model can scan quickly over a large range of amplitudes, and the most promising
values are validated using the classic method to determine the exact block threshold.

Finally, this nerve block effectiveness determination method is only applicable to the MRG axon model
[13], or any other model which produces a nerve propagation block as a result of the inactivation of the
sodium channel. It would not work for example on models based on frog or rat data, as these models have a
different mechanism for block (explained in Section 2.2.1).

Justification of proposed model
Extracting exact stimulation parameters through simulation does not make sense, as the characteristics of the
stimulation site can differ greatly depending on the patient and the exact placement of the electrode during
surgery. In state-of-the-art implantable neurostimulators, the doctor tests different settings to see which set
of stimulation parameters have the desired effect. Thus, more interesting would be to know the trends; for
example, by how much can the blocking amplitude be decreased, if the stimulation frequency is halved?
With this in mind, the error margins introduced by the gate-dependent model are even less significant. Some
caution must be taken when comparing, for example, a sine wave to a square wave, due to the slight difference
in error margin; but for most simulations so far, the resulting trends are close to trends found with the classic
method, justifying the use of the gate-dependent model.

Potential of proposed model
The model design of Section 3.2.2 implements only one blocking efficiency (90% of incoming pulses blocked).
However, using an extensive dataset, acquired from the classic method (which has different efficiencies stored
and the corresponding minimum blocking amplitudes), threshold conditions for many more efficiency levels
could be developed. An extended version of the model would be then able to make much more accurate
estimations, without needing to increase the simulation time.

Even though the thresholds as described in Equation (3.1) are imperfect, it is able to produce results with
trends and values resembling those of the classic model. There is most likely much more to be gained from
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to this approach of determining an effective block than has been found in this study. The solution to a more
accurate model might be a threshold condition that also takes the length and amplitude of the separate pos-
itive and negative cycles of the KHFAC waveform into account, since these are connected to the values of
h∞ and τh . Moreover, in this implementation m was left out of the condition due to its varying value which
did not reveal any consistency yet for different anodal fractions; if a consistency could be found for m, this
could also make the model more accurate. If more stable threshold conditions can be found, this could lead
to an even more accurate model, that can also increase the general understanding of the origins of the nerve
propagation block.

3.3. Conclusion
To determine which stimulation parameters perform better than others, the block thresholds for different
settings are compared. The classic method used to find these thresholds involves an extensive time-spatial
simulation that needs to be repeated until the blocking threshold for a specific setting is found.

An alternative method was proposed, that measures the membrane voltage Vm and the state of the in-
activation variable h. In a simulation set-up involving five nodes of Ranvier and a simulated time of 20 mil-
liseconds, the values of Vm and h during the last two milliseconds were measured. A block was perceived as
successful when these variables met the following condition:

Successful block if: max(hvi r tual anode ) < 0.04 AND


max(Vm,vi r tual anode ) >−22mV

OR
mi n(Vm,vi r tual anode ) >−51.5mV

OR
mi n(Vm,K HF AC node ) <−90mV


The performance of the proposed model was tested against the classic method. For most of the waveforms
tested, no errors larger than 15% were found compared to the results of the classic method, and the shape of
the resulting curves closely resembled those acquired with the classic method. Most important however, was
the dramatic increase in speed, as the proposed model runs a single simulation more than 30 times faster
than the classic model.

Even though the proposed model is less accurate than the classic model, and only implements one block-
ing efficiency (90% of pulses blocked), the fact that it can generate results that are closely resembling the
results of the classic model is promising. A deeper analysis in the threshold conditions could potentially lead
to a much deeper understanding of the dynamics that result in a nerve propagation block.

For this research, the model performs well enough, as it is able to find the correct trends on the effective-
ness of different stimulation parameters.



4
Implementation of the simulator

This chapter focuses on the full implementation of the simulator on which different stimulation parameters
are tested for their effectiveness. The full system implementation can be seen in Figure 4.1.
The signal generation model converts waveforms to a format that can be interpreted by the simulation en-
vironment, and is explained in Section 4.1. The source of the current waveform is given spatial locations by
the electrode model, and transformed into extracellular voltages at the axon segments via the axon environ-
ment model, which models the space surrounding the axon. In this implementation, the electrode and axon
environment models are implemented together as one model, described in Section 4.2. The axon model of-
fers a circuit representation of the axon with dynamics based on experimental results, and is explained in
Section 4.3. When everything is set up, the simulation environment can then run the actual simulations.
The simulation environment is shortly discussed in Section 4.4. The results of the simulation are then finally
interpreted by the block determination model, which implementation has been broadly discussed in Chap-
ter 3. Based on the results of the block determination model, the system decides which waveform or electrode
set-up to simulate next, and saves the simulated values if a successful block was detected.

Figure 4.1: An overview of the complete simulation set-up. The yellow blocks represent code written in Python 2.7 [34], the orange blocks
represent code written in the hoc (High Order Calculator) programming language [35], and green represents the Neuron simulation
environment (version 7.6) [36]. The arrows with text describes which data is sent in which direction.
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4.1. Signal generation model
The waveforms need to be generated in a way that they can be interpreted by the simulator. Neuron [36], the
simulator that is used in this thesis, uses vectors to interpret signals, specifically a time and amplitude vector.
An example set of these two vectors can look as follows:

t = [
0 0 1 1 2 2

]
i = [

0 1 1 −1 −1 0
] (4.1)

This means that at t = 0 ms, the amplitude rises from 0 mA to 1 mA. Then the amplitude stays 1 mA until t = 1
ms, when it drops to −1 mA. The amplitude then stays −1 mA until t = 2 ms. when it returns to 0 mA. This
creates a square wave.

Another example can look like this:

t = [
0 0.5 1.5 2

]
i = [

0 1 −1 0
] (4.2)

With this set of vectors, the waveform increases amplitude from 0 mA to 1 mA until t =0.5 ms. Then it imme-
diately starts decreasing until −1 mA is reached at t =1.5 ms is reached. From there it increases back to 0 mA
at t =2 ms. This results in a triangle wave.

For Neuron, vector representations like in Equation (4.1) and Equation (4.2) are necessary to represent
any kind of waveform. Sinusoidal waveforms can thus only be approximated by sampling. The sample size
should then preferably be equal to at least the simulation step size.

4.2. Electrode and axon environment model
In this thesis, the electrode model and the axon environment model are implemented as one code block
in the simulation environment. The conversion from the KHFAC signal at the electrode(s) to extracellular
voltages at the axon segments consists of a set of equations from a simplified model. Two electrode set-ups
are implemented:

• A monopolar set-up. In this set-up, the return electrode is placed at infinity. This leads to that the
KHFAC electrode can be modelled as a point charge, which results in the electric field and equipotential
lines (lines on which the electric potential is equal) of Figure 4.2a.

• A bipolar set-up. In this set-up, the return electrode is placed close to the KHFAC electrode. A simplified
model of this set-up is an electric dipole, which results in the electric field and equipotential lines of
Figure 4.2b. These altered equipotential lines affect the potentials at the different nodes of Ranvier,
which can lead to a decrease in block thresholds.

In this section, the equations that implement both set-ups will be discussed. It will also be explained how
the axon environment is modelled as part of the equations, and suggestions for a different implementation
of the axon environment are as well.

4.2.1. Monopolar set-up
The first electrode implementation is a monopolar configuration, one that has been used by most previous
research. Figure 4.3 displays the model and the different geometrical variables that are involved.

With this model, the extracellular voltages for all the internodal segments (Ve in the MRG Model [38])
can be calculated from the stimulation current. Assuming the electrode is modelled as a single point source
placed in an infinite homogeneous isotropic medium, and the return electrode is placed at infinity, the elec-
tric potential at any (inter)nodal segment is given by:

Ve,n(t ) = ρe

[
Iblock(t )

4πr

]
(4.3)

where Iblock(t ) is the KHFAC current delivered to the block electrode, ρe is the extracellular resistivity, and r
is the distance between the electrode and the internodal segment. When the axon is modelled to be on the
y-axis, such that x = 0 and z = 0 for all axon segments, r can be rewritten to:√

(yn − ye )2 +x2
e + z2

e (4.4)
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(a) Point charge (b) Electric dipole

Figure 4.2: Electric field lines (black arrows) and equipotential lines (red dotted lines) for (a) a point charge, which is how the electrodes
of the monopolar set-ups are modelled, and (b) an electric dipole, which is how the electrodes of the bipolar set-ups are modelled.
Source: Graham, 2003 [37].

with yn being the location of the axon (inter)nodal segment on the y-axis, and ye , xe and ze being respectively
the y-, x- and z-position of the electrode. This can be plugged back into Equation (4.3):

Ve,s (t ) = ρe

 Iblock(t )

4π
√

(yn − ye )2 +x2
e + z2

e

 (4.5)

The value of extracellular resistivity ρe is taken from the MRG model to be 500Ωcm [38].

4.2.2. Bipolar electrode
The second electrode implementation that will be researched is a bipolar configuration, which models the in-
fluence of both the KHFAC electrode and the return electrode. Figure 4.4 displays the model and the different
geometrical variables that are involved.

Assuming again that the electrodes are placed in an infinite homogeneous isotropic medium, and mod-
elling the bipolar electrode lead as a dipole, the voltage at any (inter)nodal segment is given by the sum of
the electric potential resulting from the active electrode and from the return electrode. These potentials are
given by Equation (4.3). However, for the return electrode, the current flows in opposite direction compared
to the active electrode; this results in the following equation:

Ve,n(t ) = ρe

[
Iblock(t )

4πr+
+ −Iblock(t )

4πr−

]
(4.6)

With r+ being the distance to the anode and r− being the distance to the cathode. Implementing the x-,
y- and z-location for both poles, as was done in Equation (4.4), yields the following result:

Ve,n(t ) = ρe Iblock(t )

4π

 1√
(yn − ye,+)2 +x2

e,++ z2
e,+

− 1√
(yn − ye,−)2 +x2

e,−+ z2
e,−

 (4.7)

The value of extracellular resistivity ρe is again 500Ωcm, the same as in the monopolar set-up.

4.2.3. Improvements for modelling electrodes and axon environment
Both electrode set-ups are simplified, such that only an equation is left that transforms the KHFAC current at
any point in time to the respective extracellular voltages at the (inter)nodal segments. The axon environment
is modelled only as an infinite homogeneous isotropic medium with resistivity ρe . To gain more accurate
results, both the electrode and the axon environment could be modelled with software like COMSOL. By
implementing these two environments as separate models, different electrode configurations could be tested
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Figure 4.3: The simulation set-up for a monopolar electrode configuration. The axon is situated on the y-axis. Variables ze , xe and ye
represent the coordinates of the monopolar electrode, and yn represents the location of a node of Ranvier. The distance vector between
a node and the electrode signal source is given by rn .

Figure 4.4: The simulation set-up for a bipolar electrode configuration. The axon is situated on the y-axis. Variables ze,+, xe,+ and ye,+
represent the coordinates of the anode of the bipolar electrode; ze,−, xe,− and ye,− represent the coordinates of the cathode of the bipolar
electrode; yn represents the location of a node of Ranvier.
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on different models for the axon environment, and parameters such as (electrode) material characteristics
can be included.

4.3. Axon model
The simulator needs a model of the axon to describe the dynamics of the ion channels and the behaviour of
propagation of signals along the axon. Moreover, not all models include extracellular stimulation.

The first model was developed by Hodgkin and Huxley [24] based on an unmyelinated giant squid axon. In
1976, McNeal [39] published the McNeal cable model, which can be used to describe the effect of extracellular
stimulation on a myelinated axon. This model is the foundation for many future myelinated axon models that
include extracellular stimulation. In 2001, McIntyre et al. [13] published a myelinated axon model based on
human, cat and rat experimental data, that utilized a double-cable structure, and implemented an accurate
description of the myelin attachments. This model, named the McIntyre-Richardson-Grill (MRG) model, has
become the state-of-the-art axon model in simulation studies that focus on KHFAC nerve block in humans.
An overview of other models that are used in KHFAC nerve block simulation studies can be found in Table 4.1.

Table 4.1: Axon models used in nerve propagation block simulation studies

Axon model Axon type Based on data of: Characteristics:

Hodgkin-Huxley
(HH) [24]

Unmyelinated Giant squid Describes ion channels and membrane
capacity

Frankenhaeuser-
Huxley (FH)
[22]

Myelinated Frog (Xenopus
Laevis)

First myelinated adaptation of the HH
model.

McNeal Cable model
[39]

Myelinated Frog (Xenopus
Laevis)

First nerve model for myelinated fibre that
allows stimuli from extracellular electrodes.

Chiu-Ritchie-Rogart-
Stagg-Sweeney
(CRRSS) [40, 41]

Myelinated None Chiu et al. [40] acquired data for rabbit
axons, which Sweeney et al. [41] used to
publish the first model for warm blooded
nerves.

Schwarz-Eikhof (SE)
[23]

Myelinated Rat Describes sodium currents.

Schwarz-Reid-
Bostock (SRB)
[42]

Myelinated Human Models human node of Ranvier.

McIntyre-
Richardson-Grill
(MRG) [13]

Myelinated Human, cat and
rat

A double cable model that includes explicit
representations of the myelin sheath
(useful for studying the effect of
extracellular stimulation) and the
internodal segments (including myelin
attachments).

This research is focused on the human pudendal nerve, which contains myelinated axons. A model of
a myelinated axon based on human data is therefore preferred. The model must also include an option for
extracellular stimulation. With this in mind, the MRG model is the preferred model for this research.

4.3.1. McIntyre-Richardson-Grill model for simulation of nerve block
The MRG model models the axon as a double-cable structure, and includes the nodes of Ranvier, the para-
nodal sections (where the myelin sheaths connect to the nodes) and the internodal sections (the myelin com-
partments between the nodes) [13]. Between each node of Ranvier, 10 segments are used: 2 paranode myelin
attachment segments (MYSA), 2 paranode main segments (FLUT) and 6 internode segments (STIN), making
the connections between two successive nodes:

-NODE(i)-MYSA-FLUT-STIN-STIN-STIN-STIN-STIN-STIN-FLUT-MYSA-NODE(i+1)-

The different internodal regions were discovered by Berthold and Rydmark [43]. ‘STIN’ stands for the ‘stereo-
type internodal segment’, and is the internodal region where the axon is tightly ensheathed by myelin. ‘FLUT’
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stands for the ‘paranodal main segment characterized by a fluted axon’, and corresponds to a fluted region
near the node of Ranvier; the fluting becomes increasingly deeper near the node. ‘MYSA’ stands for the ‘para-
nodal end segment characterized by the myelin sheath attachment to the axolemma’ and corresponds to the
region where the paranode is abruptly terminated by the attachment of the myelin sheath to the axon.

The nodes of Ranvier itself are modelled as a combination of a fast sodium channel, persistent sodium
channel, slow potassium channel, a leakage channel and the membrane capacitance Cn. The sodium chan-
nels and potassium channels are represented as nonlinear conductances Naf, Nap and Ks; the leakage chan-
nel as a linear conductance Lk. All of these conductances are in a parallel combination, as can be observed
from Figure 4.5a.

The paranodal and internodal segments are all built up of an axolemma circuit representation in series
with a myelin sheath circuit representation. The axolemma, which is the cell membrane surrounding the
axon, is represented by an internodal axolemma capacitance Ci in parallel with the series connection of the
internodal conductance Gi and the rest potential Vrest, as can be seen from Figure 4.5b. The myelin sheath
is represented by the myelin capacitance Cm in parallel with the myelin conductance Gm, as can be seen in
Figure 4.5c.

(a) (b) (c)

(d)

Figure 4.5: The double cable structure and circuit representation of the McIntyre-Richardson-Grill model [13]. (a) The circuit represen-
tation for the nodes of Ranvier (N-blocks in the complete structure). Ks represents the slow potassium channel, Naf the fast sodium
channel, Nap the persistent sodium channel, Lk the leakage channel, and Cn the membrane capacitance. (b) The circuit representation
for the axolemma of the internodal and paranodal segments (I-blocks in the complete structure). Gi represents the internodal con-
ductance, Ci the internodal axolemma capacitance, and Vrest the rest potential. (c) The circuit representation for the myelin sheath of
the internodal and paranodal segments (M-blocks in the complete structure). Gm represents the myelin conductance, Cm the myelin
capacitance. (d) The complete structure of a node of Ranvier with all 10 segments surrounding it (2 MYSA segments, 2 FLUT segments
and 6 STIN segments). It can be repeated to form an axon consisting of multiple nodes. Ga represents an axoplasmic conductance, Gp a
periaxonal conductance.

Finally, all nodal, paranodal and internodal segments are connected via axoplasmic conductances Ga and
periaxonal conductances Gp, as can be seen from Figure 4.5d. Most of the variables given are quickly deduced
from the MRG Model geometric and electrical parameters, found in Table 4.2, only the periaxonal conduc-
tances are a little more complicated. The periaxonal space is defined as the space between the axolemma and
the myelin sheath, and the inverse of the periaxonal conductances, the periaxonal resistances, are described
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by the following formulas:

Rp,NODE [MΩ/cm] = ρp

π((rNODE +wMY S A−per i oaxonal−space )2 − r 2
node )

(4.8)

Rp,MY S A[MΩ/cm] = ρp

π((rMY S A +wMY S A−per i oaxonal−space )2 − r 2
MY S A)

(4.9)

Rp,F LU T [MΩ/cm] = ρp

π((rF LU T +wF LU T−per i oaxonal−space )2 − r 2
F LU T )

(4.10)

Rp,ST I N [MΩ/cm] = ρp

π((rST I N +wST I N−per i oaxonal−space )2 − r 2
ST I N )

(4.11)

In these formulas, r represents radius, w represents width, and ρp represents the periaxonal resistivity which
is defined as 70Ωcm in the MRG Model [13]. As can be interpreted from these formulas, the periaxonal space
is represented as a cylinder, and by dividing the periaxonal resistivity by the area of the periaxonal space
cylinder profile, the periaxonal resistance per centimetre can be derived.

4.3.2. Properties of axon model
There is no published research on the axon sizes within the pudendal nerve. For simulations done in this
thesis, an axon diameter of 10µm will be used, as was agreed on with the medical specialists of the REValUE
Project, who stated that axons in the pudendal nerve are between 10µm and 15µm. As described in Fig-
ure 2.11, earlier research shows higher block thresholds for axons with a smaller diameter; the worst-case
results for the pudendal nerve are thus found at an axon diameter of 10µm, which is therefore the preferred
diameter to be used. This axon diameter results in the MRG model parameters shown in Table 4.2.

Table 4.2: The MRG model parameters for an axon diameter of 10µm [13].

(a) Model geometric parameters (in µm)

Axon diameter 10.0
Node-node separation 1150
Number of myelin lemella 120
Node length 1
Node diameter 3.3
MYSA length 3
MYSA diameter 3.3
MYSA periaxonal space width 0.002
FLUT length 46
FLUT diameter 6.9
FLUT periaxonal space width 0.004
STIN length 175.2
STIN diameter 6.9
STIN periaxonal space width 0.004

(b) Model electrical parameters

Nodal capacitance (cn) 2µF/cm2

Internodal capacitance (ci ) 2µF/cm2

Myelin capacitance (cm) 0.1µF/cm2

Axoplasmic resistivity (ρa) 70Ωcm
Periaxonal resistivity (ρp ) 70Ωcm
Myelin conductancea (gm) 0.001 S/cm2

MYSA conductance (ga) 0.001 S/cm2

FLUT conductance (g f ) 0.0001 S/cm2

STIN conductance (gi ) 0.0001 S/cm2

Maximum fast Na+ conductance (gN a f ) 3.0 S/cm2

Maximum slow K+ conductance (gks ) 0.08 S/cm2

Maximum persistent Na+ conductance (gN ap ) 0.01 S/cm2

Maximum leakage conductance (gLk ) 0.007 S/cm2

Na+ Nernst potential (EN a) 50 mV
K+ Nernst potential (EK ) −90 mV
Leakage reverse potential (ELk ) −90 mV
Rest potential (Vrest) −80 mV

aPer lamella membrane (2 membranes per lamella)

4.4. Simulation environment
For this thesis the simulation environment of Neuron [36] was chosen. Neuron contains its own programming
language, based on the hoc (High Order Calculator) programming language [35], that is focused on modelling
neuronal models, and has a large online database available containing existing models, such as the MRG
model.

When simulating, Neuron uses spatial discretization to reduce the cable equation to a set of ordinary
differential equations with first order derivatives in time. It then offers backward Euler as integration method
to solve these equations.
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Another simulation environment option could be Matlab, but Matlab implementations of neuronal mod-
els such as the MRG model are much more computationally expensive. Neuron also has the option to in-
terface with Python, meaning that it can also communicate with other software that is Python compatible.
In the implementation of this thesis, most of the preparations and the interpretations of results are done via
Python (version 2.7) [34], while only the actual axon simulations runs on Neuron.

4.4.1. Interface with Brainframe
As large simulations can still take up large chunks of time in which the computer running the simulation
is mostly unavailable, there is a preference to run the simulations externally. The larger simulations in this
thesis are therefore not run locally, but on Brainframe [44]: a cloud platform for running simulations with
Neuron. Interfacing with Brainframe does not require any special additions, as it just involves uploading
project files to the online platform.

4.5. Conclusion
In this chapter an overview of the full implementation of the simulation platform was given with which the
different stimulation parameters, described in Section 2.3.4, are evaluated.
Neuron [36] was chosen as the main software on which to simulate the neuronal dynamics, which requires
the KHFAC waveforms to be converted to a format consisting of a time and amplitude vector.
The electrode model and axon environment model are implemented as one and the same model. A monopo-
lar electrode is modelled as a single point source placed in an infinite homogeneous isotropic medium, with
a return electrode placed at infinity. A bipolar electrode is modelled as two point sources, placed in the same
medium.
The McIntyre-Richardson-Grill model [13] is chosen as the implementation of the axon model, as this model
is the state-of-the-art representation of a myelinated mammalian axon, with representations for the myelin
attachments. With information missing on axon diameters in the pudendal nerve, an axon diameter of 10µm
is chosen for simulations, as agreed with the clinical specialist.
The simulations will be performed on the newly developed cloud Neuron simulation platform ’Brainframe’
[44]. As Brainframe is still in a bèta-phase, the research of this thesis serves as one of the pilot studies per-
formed on Brainframe.



5
Simulation analysis of stimulation
parameters for KHFAC stimulation

For the design of the pudendal nerve block stimulator of the REValUE project it is important to understand
which stimulation parameters can improve its performance. Section 2.2.2 explored some of the earlier re-
search that was done on nerve block thresholds. In this chapter, some of this research is re-evaluated for the
case of the pudendal nerve; the knowledge on KHFAC blocks is also further extended by simulating stimula-
tion parameters that have not been studied before.

The performance of different geometrical and electrical stimulation parameters is compared by looking
at two quality measures:

• Block threshold: this is the minimum required current amplitude to create a successful nerve block
at the set stimulating conditions. The block threshold can be used to compare efficacy, as it reveals
which stimulation parameters should be changed to bring the stimulation conditions in the area where
a block occurs most effectively. It can also be related to power consumption, as power is proportional
to current squared.

• Block threshold charge per phase: this is the charge carried by a single anodic or cathodic pulse when
the current amplitude is equal to the block threshold. This charge is dependent of the surface area
under the anodic or cathodic pulse; a higher frequency pulse with a larger block threshold can thus
still require less charge per phase. Also the shape of the waveform can have a large influence, e.g. a
square wave has more area in a single phase than a sine of the same amplitude. The charge per phase
is an important parameter when evaluating safety, as building up too much charge at the electrode-
tissue interface can lead to irreversible reactions [12]. It also provides a more realistic view on what is
physically happening, as the charge per phase is actually a measure for the amount of electrons that
are injected into the tissue.

Section 5.1 explains the final simulation parameters that were used in the experiments done in this chap-
ter. In Section 5.2, results are presented for monopolar simulation set-ups; waveform alterations and the
effect of the pudendal nerve diameter are studied. In Section 5.3, results are presented for bipolar stimula-
tion set-ups; the effect of the distance between the two poles on effectiveness is evaluated for all distances
across the pudendal nerve diameter, and the effect of different orientations of the bipolar electrode lead are
tested as well. The results are evaluated from both a clinical and a circuit design perspective in Section 5.4, in
order to set a direction for the design of the REValUE stimulator.

5.1. Simulation set-ups
For all simulations, the axon parameters of Table 4.2 are used. As explained in Section 3.2.2, at least five
nodes of Ranvier are necessary for the proposed model of Chapter 3 to work. To minimize simulation time,
the minimum of five nodes of Ranvier are used in each of the simulations. The axon is modelled on the y-axis,
and centred on the x- and z-axis; thus, every node is at x = 0, z = 0, y = ynode. This is equal to the set-up shown
in Figure 4.3 and Figure 4.4. Furthermore, the simulation time-step size used is 1µs. All KHFAC waveforms
used are charge-balanced, meaning that the anodic pulse contains the same charge as the cathodic pulse.

35
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5.1.1. Monopolar set-ups
The monopolar simulations consist mostly of simulations that concentrate on waveform types or alterations
on which no data is present. First, the performance of three standard waveforms are tested, namely a square,
sine and triangular wave. The sine and triangular waveform are also further explored in their stepped variants.
Next, asymmetrical charge-balanced waveforms were tested (explained in Figure 3.7). The final alteration
that is made on the waveform, is the addition of interphase delays, both after the anodic and cathodic pulse,
of which the length is varied. The results of the waveform simulations can be found in Section 5.2.1.

To understand how well KHFAC stimulation would perform in the pudendal nerve, the electrode-to-axon
distance simulation performed by Bhadra et al. [6] is repeated, but for distances that equal the diameter of the
pudendal nerve. This gives insight in how much the block thresholds increase if, for example, the full nerve
needs to be blocked instead of half the nerve. The result can be found in Section 5.2.2.

The monopolar set-ups consist of one electrode which is situated at (x, y, z) = (0,0,1000) [unit = µm] ex-
cept for the simulation that models the block thresholds across the pudendal nerve diameter, where the lo-
cation along the z-axis is altered. The rest of the simulation parameters can be found in Table 5.1.

Table 5.1: Simulation parameters for monopolar simulations

Simulation
type

Waveform type Frequency
range

Electrode to axon
distance(s)

Other variables changed

Standard
waveforms

Square, sine
and triangular

4 to 40 kHz
(2 kHz spacing)
+ 3 kHz

1 mm

Stepped
waveforms

Stepped sine
and stepped
triangular

4 to 40 kHz
(2 kHz spacing)
+ 3 kHz

1 mm 4 to 200 steps per period (4
steps spacing)

Asymmetrical
waveforms

Asymmetrical
square waves

4 to 40 kHz
(2 kHz spacing)
+ 3 kHz

1 mm Anode fraction ranging from
0.1 to 0.95 (0.05 spacing)

Interphase
delays

Square with
interphase
delays

4 to 40 kHz
(2 kHz spacing)
+ 3 kHz

1 mm Anodal and cathodal inter-
phase delay ranging from 0.1
to 0.9 (0.05 spacing) with:
Tipd_anodal+Tipd_cathodal < 1.0

Perpendicular
distance

Square 10 kHz 0.1 to 58.5 mm
(0.1 mm spacing)

5.1.2. Bipolar set-ups
The bipolar simulations are aimed to understand how the performance of the KHFAC block can be optimized
by placing the two electrodes at different distances from each other; the separation distance between the two
electrodes is referred to as interpolar distance, and is shown in Figure 5.1.

Figure 5.1: The interpolar distance is the distance between the two electrodes. For most bipolar simulations, this distance is increased
to study how KHFAC stimulation can be optimized by choosing an optimal interpolar distance.

Section 5.3.1 explores the initial influence of the interpolar distance, and how this varies between a lead
electrode that is aligned in parallel with the axon, and a lead electrode that is aligned perpendicular to the
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axon. The active electrode on the lead is called the anode, and is placed at (x, y, z) = (0,0,1000). The return
electrode, which is called the cathode, is placed at (x, y, z) = (0,−l interpolar-distance,1000) for the parallel set-
up, or (x, y, z) = (l interpolar-distance,0,1000) for the perpendicular set-up (these two positions are also shown
in Figure 5.3a); l interpolar-distance represents the distance between the two electrodes. The minus sign in the
parallel set-up for the y coordinate is used to place the cathode in the direction of nodes 0 and 1; node 3 can
then be used as the ‘virtual anode’, which values are being read to predict if a block is successful or not. This
way, the node is mostly unaffected by the potential reduction of the cathode.

For the simulation in Section 5.3.2, the set-up was mostly the same as for the parallel case, except that z for
both anode and cathode was increased from 1000 to 60000µm, ‘lifting the electrode’, as shown in Figure 5.2.
The interpolar distance was increased from 0 to 60 mm for each z.

(a) (b)

Figure 5.2: Electrode set-up for the bipolar varying electrode-to-axon distance simulation. The z-coordinate of the anode and cathode
are equally increased, such that the set-up changes from the situation in (a) to the situation in (b).

For the simulation in Section 5.3.3, the set-up of the parallel case was slowly changed into the set-up of
the parallel case, by moving the cathode in the x y-plane towards the x-axis. Another orientation study was
also performed, where the cathode moved into the y z-plane towards the z-axis until a 90° angle was made
between the electrodes and the axon. Both set-ups can be observed in Figure 5.3.

The waveforms used in all bipolar simulations were 10 kHz symmetric square waves. The rest of the bipo-
lar simulation parameters can be found in Table 5.2.

Table 5.2: Simulation parameters for bipolar simulations

Simulation type Electrode to axon
distance(s)

Interpolar distance Other variables changed

Interpolar distance 1 mm 1 to 60 mm
(0.5 mm spacing)

Cathode located in y z-plane for
parallel simulations, and in xz-
plane for perpendicular simula-
tions

Electrode
perpendicular
distance and
interpolar distance

1 to 6 mm
(0.5 mm spacing)

1 to 60 mm
(0.5 mm spacing)

Interpolar distance for zoomed
variant:
1 to 10 mm (0.1 mm spacing)

Electrode
orientation

1 mm (only the
anode)

2.2 mm For angle made in x y-plane, cath-
ode moved in the x y-plane to-
wards x-axis. For angle made in
y z-plane, cathode moved in y z-
plane towards z-axis. Anode loca-
tion and interpolar distance were
kept equal.
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(a) Electrode angle shifted in x y-plane

(b) Electrode angle shifted in y z-plane

Figure 5.3: Electrode set-ups for the electrode orientation simulation. The location of the anode remains unchanged for both experi-
ments. (a) An angle is made in the x y-plane, such that the electrode starts parallel to the y-axis, and ends parallel to the x-axis. (b) An
angle is made in the y z-plane, such that the electrode starts parallel to the y-axis, and ends parallel to the z-axis.

5.2. Monopolar simulation results
This section focuses on the results of simulations using a single electrode, with a return electrode placed at
infinity; this is the set-up used in most other simulation studies on KHFAC blocks (like the ones discussed
in Section 2.2.2). Section 5.2.1 discusses the influence of waveform-related parameters to the effectiveness
of the KHFAC block. Section 5.2.2 focuses on how the block threshold changes for axons lying at different
locations within the pudendal nerve.

5.2.1. Influence of waveform
Waveform alterations can potentially drastically improve performance of KHFAC stimulation. Baquer Gómez
[18] found a waveform that minimized potential at the electrode-tissue interface. Although it is complicated
to synthesize that waveform on a circuit, and it is questionable how well it performs in conditions that are dif-
ferent from simulation, it does reveal that KHFAC therapy can be improved by altering the waveform shapes
that are being used.

In this section, multiple different waveform alterations are tested. First, three basic waveform shapes
(square, sine and triangular) are simulated, together with stepped variants of two of these basic waveforms.
Next, the effect of charge-balanced asymmetry (earlier described in Figure 3.7) is studied. Finally, the effect
of adding interphase delays is explored.

Performance differences between basic waveforms
The performance of a square wave was compared with the performances of a sine and triangular waveform.
The results are visible in Figure 5.4. Beneath 15 kHz, the block thresholds are relatively close together. How-
ever, due to the shape of the sine and triangular waveforms, the amount of charge that is injected in a single
anodic or cathodic phase is significantly lower. Above 15 kHz, the block thresholds of the triangular and sine
increase faster than the block threshold of the square wave; this results in that the block threshold charge per
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phase of all three waveforms at block threshold converge towards each other.
Earlier research only stated the increased block thresholds for sine and triangular waves compared to

square waves [3]; this could lead to the conclusion that square waveforms are always the superior choice
for a KHFAC signal, which is untrue, as the charge per phase at block threshold is significantly smaller for
triangular and sine waves. Thus, when a high KHFAC frequency (above 20 kHz) is implemented, or a low
KHFAC amplitude is required, the preference should be to use a square waveform. However, when a low
KHFAC frequency (below 10 kHz) is implemented, or a low charge per phase is preferred, a sine waveform or
triangular waveform has the preference.
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Figure 5.4: Comparison of the performance of a square, sine and triangular wave for frequencies ranging from 3 to 40 kHz. (a) The block
threshold of all three waveforms. The square wave performs best, as it requires the smallest amplitude, especially at higher frequen-
cies. (b) The block threshold charge per phase for all three waveforms. The triangular waveform is now the best performing waveform,
especially at lower frequencies.

In Figure 5.5 two stepped waveforms were compared, as they have the potential to further reduce the
block threshold charge per phase. The first was a step function that follows a sine shape, the second has equal
step sizes and follows a triangular shape. The performance of both forms were measured as the amount of
steps that were taken during each signal period was increased.
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Figure 5.5: Comparison of the performance of a stepped sine wave and a stepped triangular wave with a base frequency of 10 kHz, for
an increasing amount of steps per period. The block threshold and corresponding charge per phase can be slightly reduced by choosing
a smaller amount of steps per period. (a) The block threshold amplitude for both waveform types. (b) The block threshold charge per
phase.

The steps per period are increased up until the point where the steps are so small that the stepped signal
closely resembles the non-stepped variant. From Figure 5.5a, it can be seen that beneath 25 steps per period,
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the amplitudes can be reduced by a very small fraction (about 0.05 mA) of the non-stepped variants of the
signals. There are also no significant reductions for the necessary charge per phase.

It is also difficult to say whether the reductions are because of the stepped form of the signal, or because
of the interphase delays that are also introduced in these type of waveforms, which are relatively large for
small step sizes. This will be further examined in Section 5.2.1.

Performance of asymmetric waveforms
Figure 5.6 shows the results of the asymmetrical square (charge-balanced) waveform simulations, with the
different anode fractions. As was explained in Figure 3.7, the anode fraction is defined by:

anode fraction = Tanodal

Tanodal +Tcathodal
(5.1)

with Tanodal the period of the anodal phase and Tcathodal the period of the cathodal phase. An anode fraction
of 0.5 thus results in a regular symmetrical square wave. To maintain charge balance, the amplitude of the
anodal phase Aanodal is calculated as:

Aanodal =
Qphase

Tanodal
(5.2)

where Qphase represents the charge per phase.
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Figure 5.6: Comparison of the performance of different asymmetrical square waveforms, with the anode fraction ranging from 0.1 to
0.95. (a) The block thresholds for the different asymmetrical square waves for frequencies between 3 and 40 kHz. (b) The block thresh-
old charges per phase for the different asymmetrical square waves for frequencies between 3 and 40 kHz. (c) The block threshold and
corresponding charge per phase for the different asymmetrical square waves at 10 kHz.

Figure 5.6b is not symmetrical in the line drawn by the anode fraction of 0.5; a shorter, higher ampli-
tude anodal pulse with longer, lower amplitude cathodal pulse (anode fraction< 0.5), requires less charge
per phase than the opposite, with signals where the anodal pulse is longer and of lower amplitude than the
cathodal pulse (anode fraction > 0.5). This behaviour can be explained when studying the steady-state value
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and time constant of inactivation variable h, respectively h∞ and τh . Figure 2.6 revealed that at a membrane
voltage Vm of −40 mV and higher, the value of h∞ was close to 0, and τh was less than 0.2 ms. Between −40 mV
and −110 mV the value of h∞ increase to 1, but the value of τh also peaked above 1.1 ms between −70 mV and
−80 mV. At Vm below −110 mV, where h∞ is 1, τh has only reduced to 0.3 ms; h thus converges slower to 1
than to 0.

From Figure 2.5b of Chapter 2, it can also be observed that the membrane voltage Vm for a symmetrical
signal fluctuates around −45 mV. The anodal pulse pulls the value of h faster to 0 than the cathodal pulse
pulls the value of h to 1.

This explains the result that is observed in Figure 5.6b: a short anodal pulse of high amplitude, will pull
the value of h to 0, and thus the membrane into inactivation. This effect is counteracted by the cathodal
pulse. However, as the cathodal pulse is of low amplitude, meaning that the resulting membrane voltage Vm

will result in τh to have it’s peak value; thus h will only very slowly diverge away from 0, which allows the long
period of the cathodal pulse. With a short high amplitude cathodal pulse however, h is pulled to 1 very fast,
which is difficult for the low amplitude anodal pulse to compensate.

This might lead to the conclusion that it would be preferable to minimize the anode fraction of the period
as much as possible; however, this leads to a high increase in the amplitude necessary for the anodal pulse.
Figure 5.6a shows the maximum amplitude necessary at threshold (given by max(Aanodal, Acathodal)). It can be
observed that at an anode fraction lower than 0.3, the necessary amplitude of the anodal pulse needs to be
increased again, whereas from Figure 5.6b it can be observed that the necessary charge per phase does not
reduce as much any more.

This effect is further examined for a frequency of 10 kHz in Figure 5.6c. This figure emphasizes the sug-
gestion that the anode fraction can be reduced to 0.3 (which is an anodal phase period of 0.03 ms), while the
amplitude of the anodal phase is barely increased, but the required charge per phase is significantly reduced
compared to a square wave. Figure 5.6a also reveals that at higher frequencies, the amplitude at an anode
fraction of 0.3 begins to increase; an anode fraction of 0.4 would be more preferable for implementation if
these higher frequencies are used.

Influence of interphase delays on performance
Figure 5.7 shows the results for simulations with increasing interphase delays following anodal pulses (‘anodal
interphase delays’) and cathodal pulses (‘cathodal interphase delays’) of a square wave with symmetrical
anodal and cathodal pulses. Figure 5.7a reveals that the block threshold rises exponentially, and is merely
increasing for smaller interphase delays. Apparently, as the anodal and cathodal pulses become shorter with
the introduction of interphase delays, the amplitudes can stay the same. This thus results in a decrease of the
block threshold charge per phase, as seen in Figure 5.7b. This means that by introducing interphase delays
up to a certain length, the required charge per phase can be reduced without increasing the amplitude.

The effect is further studied in Figure 5.7c and Figure 5.7d. From Figure 5.7a it can be observed that the
block threshold barely increases for Tipd_anodal +Tipd_cathodal ≤ 0.06ms (Tipd_anodal = anodal interphase delay;
Tipd_cathodal = cathodal interphase delay); whereas from Figure 5.7d it can be seen that the block threshold
charge per phase more than halves (this can also be more precisely confirmed from Figure 5.7b).

Another aspect that can be observed from Figure 5.7c and Figure 5.7d is that the figures are nearly sym-
metric in the line drawn by Tipd_anodal = Tipd_cathodal; the block threshold increases slightly slower for in-
creased cathodal interphase delay. This suggests that increasing or decreasing the anodal interphase delay
will have almost the same effect on the block threshold and corresponding charge per phase as increasing or
decreasing the cathodal interphase delay. It also implies that in a bipolar set-up, the effect on performance of
the KHFAC signal at the anode and cathode of the lead electrode will be equal.

5.2.2. Influence of distance along pudendal nerve diameter
Figure 5.8 shows the influence of the electrode-to-axon distance on the block threshold and required charge
per phase. It was already noted by Bhadra et al. [6] that the block threshold varies approximately as the square
of the perpendicular axon. These figures however, show just how much impact this relationship has when
designing a KHFAC therapy for the pudendal nerve. In Section 2.3.3 it was mentioned that the pudendal
nerve has a diameter of 4.67±1.17 mm. Figure 5.8 shows that for the axon at the furthest distance (about
5.84 mm), a block threshold that is over 600 times larger than the block threshold for the axon closest to the
electrode is necessary. Whereas if only half of the nerve needs to be blocked, the block threshold should be
100 times larger than for the axon closest to the electrode.
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Figure 5.7: The influence of the addition of interphase delays, with T ipd-anodal +T ipd-cathodal < T signal, on the performance of a 10 kHz
square waveform. The time of the interphase delays are subtracted from the signal period; the remaining time is split between the
anodal and cathodal pulse; this ensures that the frequency of the waveform remains intact. The anodal interphase delay is the inter-
phase delay following the anodal (positive) pulse; the cathodal interphase delay is the interphase delay following the cathodal (negative)
pulse. (a) The block thresholds for different interphase delays. It can be seen that the block threshold increases exponentially with a
larger total interphase delay. (b) The block threshold charges per phase for different interphase delays. It can be seen that the required
charge per phase decreases linearly with a larger total interphase delay. (c) The block threshold for different interphase delays shown as
pseudo-colour plot. The plot is nearly symmetrical in Tipd_anodal = Tipd_cathodal. (d) The block threshold charge per phase for different
interphase delays shown as pseudo-colour plot. This plot is also nearly symmetrical in Tipd_anodal = Tipd_cathodal.
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Figure 5.8: The block thresholds for the different electrode-to-axon distances that can be found within the pudendal nerve. The block
signal is a 10 kHz symmetrical square wave. (a) The block threshold for increasing electrode-to axon distance. (b) The block threshold
charge per phase for increasing electrode-to-axon distance.
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5.3. Bipolar simulation results
This section focuses on simulations using a bipolar set-up, that has an extra ‘inverted’ pole close to the origi-
nal monopole, similar to placing the return electrode close to the active electrode. If this extra pole is placed
close enough, the electric field is altered, which can influence the block threshold. Section 5.3.1 explores the
effect and compares two different electrode orientations. Section 5.2.2 then further examines how changing
the interpolar distance can optimize the KHFAC stimulation.

5.3.1. Influence of interpolar distance on performance for two bipolar orientations
The first analysis of the bipolar set-up was using the set-up often used in monopolar simulations, with an
electrode-to-axon distance of 1000µm; except this time the return electrode, with current in opposite direc-
tion, was placed near the (original) active electrode. The return electrode was placed at varying distances
of the active electrode; this distance is called the ‘interpolar distance’. In Figure 5.9, the results of two lead
electrode orientations are shown:

• A parallel orientation, meaning that both electrodes are placed such that the line connecting them is
parallel to the axon

• A perpendicular orientation, where one electrode is placed above the axon (the anode), but the other
electrode is placed away in the x-direction from the axon (the cathode), such that the line between the
two electrodes is perpendicular in the x y-plane (see Figure 4.4).
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Figure 5.9: The influence of changing interpolar distances of a bipolar set-up parallel and perpendicular to the axon with a 10 kHz
symmetrical square wave. (a) The block threshold for the different interpolar distances in the two set-ups. (b) The block threshold
charge per phase for the different interpolar distances in the two set-ups.

The results show that in the mentioned set-up, for an interpolar distance above ±7 mm, the block thresh-
old and corresponding charge per phase converge to values that are also required in a monopolar set-up. The
electric field at 1000 mm distance from the anode is thus perceived as equal to the electric field of a monopole.

Beneath 7 mm however, the block threshold has an reduction of more than 0.05 mA for the parallel set-
up. In the perpendicular set-up, this improvement is nullified, and the block thresholds and corresponding
charges per phase only become worse for smaller interpolar distances.

From this, two conclusions can be drawn:

1. A careful chosen interpolar distance can optimize the block threshold and required charge per phase.
This effect is further examined in Section 5.3.2.

2. An electrode with optimized interpolar distance, that is not perfectly aligned with the axons that lie
within the pudendal nerve, will have increase block thresholds compared to a perfectly aligned situ-
ation (and therefore increased block threshold charges per phase). This effect is further examined in
Section 5.3.3.
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5.3.2. Influence of interpolar distance on axons across the pudendal nerve
To achieve a better understanding on how the block threshold can be reduced for axons that lie at differ-
ent distances from the electrode across the pudendal nerve, by changing the interpolar distances, a simu-
lation experiment was done where both variables (electrode-to-axon distance and interpolar distance) were
changed. The results are visible in Figure 5.10, and reveal a combination of two effects:

• the quadratic effect of the electrode-to-axon distance, which was shown in Figure 5.8;

• the effect of the interpolar distance, which was described in Figure 5.9.

It can be observed that, for higher electrode-to-axon distances, the reduction of block threshold that an op-
timized interpolar distance can have increases rapidly. For an electrode-to-axon distance of 100 mm, the
reduction was only about 0.05 mA on 0.4 mA, which equals a reduction of about 12.5 percent; for an electrode-
to-axon distance of 6 mm, the block threshold can drop from about 30 mA to lower than 12 mA (this is more
obvious from Figure 5.11a), which equals a reduction of more than 60 percent.
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Figure 5.10: The performance of different interpolar distances for increasing electrode-to-axon distances for a 10 kHz symmetrical square
wave. (a) The block threshold. (b) The block threshold charge per phase. (c) The block threshold shown in a 3D plot, better visualizing
the parameter relationship between interpolar distance and electrode-to axon distance. (d) The block threshold charge per phase in a
3D plot.

Figure 5.10 also reveals that block thresholds are lowest with interpolar distances below 10 mm; above
10 mm, the responses of the set-ups converge to their monopolar variations. Figure 5.11 zooms in on the
block threshold and required charge per phase for interpolar distances beneath 10 mm. It shows clearly that
the block thresholds for blocking the furthest axons is brought much closer to the block thresholds needed
for the axons closest to the electrodes. However, there is still a factor of 200 times difference between them,
according to the figure.
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Figure 5.11: The performance of different interpolar distances for increasing electrode-to-axon distances for a 10 kHz symmetrical square
wave, zoomed in to interpolar distances between 1 and 10 mm. (a) The block threshold. (b) The block threshold charge per phase. (c)
The block threshold shown in a 3D plot, better visualizing the parameter relationship between interpolar distance and electrode-to axon
distance. (d) The block threshold charge per phase in a 3D plot.

Figure 5.12 plots block thresholds for the optimal interpolar distance (and the corresponding interpolar
distance itself) for each electrode-to-axon distance. The results of the optimal interpolar distances has irreg-
ularities, but close observation shows that for most datapoints, the optimal interpolar distance almost equals
the nerve diameter. For the pudendal nerve, which is 4.67±1.17 mm, the optimal would be between 3.5 mm
and 5 mm.
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Figure 5.12: The optimal interpolar distances for each electrode-to-axon distance and the corresponding block thresholds, for a 10 kHz
square wave.
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5.3.3. Bipolar orientation
In a real surgery it will be hard to perfectly align the electrode with the nerve that is stimulated. Even when
a perfect alignment would be reached, the axons inside the nerve are not necessarily perfectly aligned. Sec-
tion 5.3.1 already showed that a misaligned electrode may nullify any improvements to the block threshold
that resulted from an optimally chosen interpolar distance.

Figure 5.13 reveals the results of simulating different electrode orientations, both for the electrodes ori-
ented at an angle in the x y-plane (towards the x-axis), and oriented at an angle in the y z-plane (towards the
z-axis). Realistically, the angle in the x y-plane will be no more than 10° due to the limited space available in
Alcock’s canal, and the plot reveals that the block threshold will be stay mostly equal in that area.

The block threshold does increase when the 10° angle is made in the z y-plane. Because the electrode will
be implanted in the pudendal canal, the electrode is most likely forced to be aligned in the z y-direction with
the pudendal nerve as much as possible, such that this effect is minimized. This will however impact axons
that lie within the nerve that are not perfectly aligned with the nerve itself.
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Figure 5.13: The block threshold for two changing bipolar electrode orientations, for a 10 kHz square wave and an interpolar distance of
2200µm.

5.4. Discussion
The simulations show that amplitudes and required charge per phase for KHFAC block can be reduced by
electrode and waveform design. This offers a wide range of design considerations, which will be discussed in
this section. The validity of the results will also be discussed in this section.

5.4.1. Impact of results on design considerations
When considering circuit design, the square and triangular waveforms are easiest to synthesize. Depending
on if system requirements demand low current amplitude or low charge per phase, it can be decided which
of these two waveforms should be implemented.

The stepped variants of the sine and triangular waveforms did not result in significant reductions of the
block threshold and charge per phase. The reductions that were visible, could also be a result of the interphase
delays that were introduced at low numbers of steps per period. As implementing step waveforms will also
increase circuit complexity, and can only accomplish a small reduction in block threshold, it does not seem
to be a preferable option for implementation unless truly minimized block thresholds are required.

The asymmetrical charge-balanced square wave seems promising, as with an anode fraction reduced
to 0.3, instead of 0.5 (which is equal to a symmetrical square wave), the charge per phase can be reduced
while the block threshold does not increase. However, it is unclear how well this asymmetrical wave would
perform in a realistic bipolar setting. At the return electrode, the current is travelling in the opposite direction
compared to the active electrode (i.e. I stim,cathode =−I stim,anode); this results in an ‘inverted’ waveform at the
return electrode, which is equal to having an anode fraction of more than 0.5. Thus, block thresholds are
increased for the return electrode. This may lead to a failed block at the return electrode, which can result in
repetitive firing. This might be very useful if one-way stimulation is needed, where the active electrode blocks
stimulation in one direction, and the return electrode stimulates towards the other. However, Section 2.3.3
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discussed that the pudendal nerve is a mixed nerve; asymmetrical waves can thus block signals travelling
to the urethra, but it is unsure what the result will be of the repetitive firing at the return electrode that are
created on the afferent nerves (the signals fired on the efferent nerves at the return electrode will most likely
collide with the signals sent from the central nervous system).

The addition of interphase delays present what may be the most useful result, and has not been studied
before in papers; most likely because there is no decrease in block threshold, which is the quality measure
most studies focus on. Yet the decrease in block threshold charge per phase is significant, making it worth-
while to implement interphase delays in the KHFAC signal. Due to the symmetry that was observed between
the effect of adding anodal versus cathodal signals, there is a much wider area of design options:

• A basic design option, which might be the easiest to implement on a circuit, would be to have an anodal
and cathodal interphase delay that both make up 25% of the period of the signal, such that the anodal
and cathodal pulse also each have a length of 25% of the period of the signal; an example is shown in
Figure 5.14a. A clock with a frequency of four times the blocking frequency could be used to control the
pulses and interphase delays. Also, the total fraction of the period for the interphase delay is then still
0.5, which is beneath the 0.6 threshold above which the block threshold increases.

• Another design option could be to let the anodic pulse immediately be followed by the cathodic pulse,
and then implement one interphase delay that takes up no more than 60% of the period of the signal;
an example is shown in Figure 5.14b. This way, the charge balance at the electrode is restored faster by
the cathodal pulse. The extended interphase delay that follows, allows the tissue to restore some of the
imbalances left. Due to the symmetry, the threshold does not increase compared to an option that has
both an anodal and cathodal interphase delay, and the charge-per-phase reduction is also equal.

• A more complex way of utilizing the symmetry, would be to change the distribution of the interphase
delays in a single waveform period over time (whilst keeping the total interphase delay per period
equal); an example is shown in Figure 5.14c. This could be utilized to decrease predictability of the
signal without changing the efficacy of the KHFAC block; this is useful to prevent the body from adapt-
ing to the signal, which could lead to habituation.
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Figure 5.14: Three possible design options for including a 0.05 ms interphase delay in the waveform of a 10 kHz signal, that should result
in nearly equal block thresholds. 5.14a A basic design option, where the waveform is split up in four periods of 0.025 ms. 5.14b A design
option that focuses on restoring charge-balance as soon as possible. 5.14c A more complex design option, where the length of the anodal
and cathodal interphase delays are altered after each signal period. The total interphase delay of each period still amounts to 0.05 ms.
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The diameter of the pudendal nerve can become a problem, especially when the goal becomes to fully
block the nerve. A bipolar configuration can reduce the block threshold for the axons furthest away of the
electrode, but still more than 11 mA is required to block those. These simulations also do not take into ac-
count how the varying tissue resistances change the electric field and influence the block threshold; as was
explained in Section 4.2, the model that was used assumes an infinite homogeneous isotropic medium in-
stead. In the non-perfect environment where the electrode is implanted, even higher block thresholds are
most likely needed. However, the bipolar configuration was also modelled as only two point charges; in the
real electrode there are two electrode surfaces. This might alter the electric field to have a positive influence
on the thresholds. In a clinical context, the results that show the effect of distance can be a good reason to
search where in the pudendal nerve the axons that control the urethra are situated, such that a lead elec-
trode can be placed closer to these axons and block thresholds for relaxing the external urethral sphincter
can be decreased. If not the full pudendal nerve has to be blocked, but for example only half of the nerve,
then due to the exponential relationship between the block threshold and electrode-to-axon distance, the
block threshold reduces by a factor of six (this can be checked from Figure 5.8 by reading out the value at
3 mm). However, it must be realized that the part of the nerve that is not blocked, is instead most likely being
constantly stimulated.

5.4.2. Validity of results
All the resulting block thresholds presented in this chapter were acquired via the proposed gate-dependent
block determination model introduced in Chapter 3. The proposed model was calibrated such that the block
thresholds that resulted for asymmetrical charge-balanced waveforms, matched the block thresholds that
were found using the classic model (implemented to identify a 90% effective block). The performance was
then further validated by comparing the results for sine waves acquired with the proposed method, to the
results for sine waves acquired with the classic method. It was found that the block thresholds for sine waves
were slightly underestimated by the gate-dependent model. Section 3.2.3 explained that using waveforms
that are very different from the waveforms that were used to develop the model could potentially generate
results with a larger error. Therefore it is important to evaluate the results of this chapter.

For the experiments with basic waveforms, that led to the results shown in Figure 5.4, not much will
change. Figure 3.8 showed that for square waves (an asymmetrical wave with an anode fraction of 0.5) the
results from the proposed model and classic model are almost completely the same. Figure 3.9 showed that
the block thresholds of sine waves were slightly underestimated by the proposed method. As the shape of a
triangular wave is close to the shape of a sine wave, it is expected that, although the block thresholds might
potentially be underestimated even more, this will not lead to a significantly larger error margin. With this
in mind, not much will change to the conclusion that was drawn on these basic waveforms. The increased
block threshold will also lead to increased values for the block threshold charge per phase for the sine and
triangular waveform; however, the sine was shown to have an error-margin of 10% to 15%, whereas the block
threshold charge per phase is 50% to 75% higher for the square wave than for the sine and triangular wave
at most frequencies. Triangular waveforms will thus still be the preferred waveform when the application
requires low charge per phase, whereas square waveforms will be preferred when low amplitude is necessary.

When the same reasoning is applied to the results of the stepped sine waveform and stepped triangular
waveform, shown in Figure 5.5, that will presumably again have error margins for the resulting block thresh-
old that are comparable to the error margins of the sine wave, this will still lead to the conclusion that only
minor improvements can be made, which are partly caused by the interphase delay that is introduced for a
smaller number of steps per period.

As the proposed method is calibrated to resemble the results of asymmetrical charge-balanced wave-
forms, the results for asymmetrical waveforms, shown in Figure 5.6 can be presumed to be valid.

For results of the interphase delay experiments, shown in Figure 5.7, the validity is more difficult to estab-
lish. The gate-dependent model was not calibrated to work with interphase delays; it is unsure if interphase
delays influence the gate variables and membrane voltages in such a way that large error margins are in-
troduced. To gain insight in the validity of the results for interphase delays, a simulation using the classic
method was done to determine block thresholds for a few sets of interphase delays. The results are presented
in Figure 5.15. It can be seen that the resulting curves for the block thresholds still exhibit exponential be-
haviour, whereas the curves for block threshold charges per phase exhibit the linear behaviour. However, the
block threshold increases much faster for an increasing anodal interphase delay than it does for an increasing
cathodal interphase delay. Above a total interphase delay of approximately half the KHFAC signal period, the
symmetry in block thresholds for adding anodal or cathodal interphase delays is no longer valid. However,
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the suggested implementations of interphase delays that were shown in Figure 5.14 are still possible, as long
as the sum of both interphase delays does not exceed half the signal period.
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Figure 5.15: Validation of the results for the interphase delay experiments shown in Figure 5.7. The block thresholds presented in this
figure were derived using the classic model for 90% block that was used in Section 3.2.2 to find block thresholds that could be used
to calibrate the proposed model. (a) The block thresholds acquired with the classic method for different interphase delays. It can be
seen that the block threshold increases exponentially with a larger total interphase delay, as was the case in Figure 5.7a. (b) The block
threshold charges per phase acquired with the classic method for different interphase delays. It can be seen that the required charge per
phase decreases linearly with a larger total interphase delay, as was the case in Figure 5.7b.

For the monopolar electrode distance simulation in Section 5.2.2, the square waveform was used, which
was shown to produce almost equal results between the proposed model and classic model. The only thing
that changes when increasing the electrode distance, is that the extracellular voltages at the different nodes
of Ranvier decrease as well. However, this reduction factor is the same for the entire waveform; the shape of
the waveform thus remains unaltered, and a square wave with reduced amplitude remains. From this can be
concluded that increasing the electrode-to-axon distance does not influence the results.

For all bipolar simulations in Section 5.3, mostly the same reasoning can be applied as was used for the
monopolar electrode distance simulation. However, the introduction of the return electrode and the altered
electric field do change the distribution of extracellular voltages along the axon, which could alter the results.
To check whether the proposed method creates valid results for a bipolar electrode set-up, the results for the
perpendicular set-up, as shown in Figure 5.9, can be compared to the results found in the study by Ackermann
et al. published in 2009 [11]. Their resulting curves for increasing interpolar distances have trends that closely
resemble the curvature found in Figure 5.9. Thus, based on that:

• the proposed gate-dependent model is shown to produce similar results as the classic model for bipolar
electrode set-ups, and

• increasing electrode-to-axon distance does not influence the accuracy of the proposed model,

it can be concluded that the results of Section 5.3 are very accurate to results that would have been acquired
using the classic model.

Validity of simulation results for experimental testing
It has been explained that the results of the proposed simulation model are similar to results that would have
been produced with the classic simulation model. More important, however, is how well these simulation
results predict the results of in vitro or in vivo trials. In order to understand this, existing literature can be
used.

Bhadra and Kilgore found a linear relation for block threshold and frequency, in a frequency range be-
tween 10 and 30 kHz, using an experimental set-up [45]; this is the same trend as was found in Figure 5.4a.
As the shapes of square and triangular waveforms are not too different from the shape of the sine, it can be
expected that these waveforms will also produce linear behaviour, albeit it with a different slope.

Peng et al. found through experiments that asymmetric waveforms, consisting of a short anodic pulse
followed by a long cathodic pulse, resulted in more effective block than a symmetric square wave [46]; this
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means that the block threshold charge per phase was reduced for smaller anode fractions, which is the same
result as was found in Figure 5.6c. Their research does not convey enough information to confirm all the
trends found in this thesis, especially since the anode fraction that they used is missing. However, the study by
Peng et al. shows reductions in block threshold charge per phase of 50%, reductions that can also be observed
from Figure 5.6c.

The only research that investigated the effect of bipolar electrode design on block thresholds, which was
done by Ackermann et al., also validated the simulation results experimentally, and discovered that the block
thresholds acquired through experiments exhibited the same relation to interpolar distance as was found in
their simulations [11]; this is the same relation that was found in the results of the parallel set-up of Figure 5.9.

Overall it can be concluded that the stimulation parameter relations that were found in these results are
very similar to the relations that will be found through experiments. The only result of which no experimen-
tally validation exists, is the relation of block threshold with interphase delays. The addition of interphase
delays, however, is not a drastically different change to the simulated conditions; thus, the expectation is that
experimental results for interphase delays will produce similar trends.

Even though the trends between simulation and experimental results will be similar, the experimental
trends are expected to be at a much higher current amplitude levels. The study by Ackermann et al. shows a
clear example of this, as the observed trends are exactly equal, but the exact block thresholds all are a factor
10 higher [11]. This can be caused by the placement of the electrodes, as they are difficult to place directly
next to the nerve; and Figure 5.8 shows that the resulting increased electrode-to-axon distance will lead to
an exponential increase in the block thresholds. Furthermore, the simulations in this thesis only simulate a
single axon; blocking a complete nerve will require even higher block thresholds.

5.5. Conclusion
The influence of different electrical and geometric stimulation parameters on the effectiveness of the block
was evaluated. Both the block threshold, which can be used to compare efficacy of different stimulation
parameters and which can be related to power usage, and the block threshold charge per phase at block
threshold, which can be related to both safety and the actual amount of electrons that are travelling through
the tissue during KHFAC stimulation, were studied.

It was found that square waveforms have lower block thresholds than sine and triangular waveforms, but
require more charge per phase.

Asymmetrical charge-balanced square waveforms can decrease the required charge per phase without
increasing the peak current amplitude using shorter, high-amplitude, anodal pulses followed by longer, low-
amplitude, cathodal pulses. However, it is unsure how well this type of stimulation performs in a bipolar
set-up, as the inverted signal is used at the return electrode, which requires a higher charge per phase.

The addition of interphase delays to the waveform can reduce a large amount of the required charge per
phase without increasing the block threshold. The effect of an interphase delay after the anodal pulse or after
the cathodal pulse is mostly equal.

Simulation showed that to block the entire pudendal nerve, a current amplitude of 600 times the ampli-
tude to block the axon closest to the electrode is necessary. However, this effect can be reduced by using a
bipolar set-up. By choosing an electrode where the contacts are separated from each other at a distance that
resembles the thickness of the nerve it is used for, the required amplitude can be greatly reduced. In the case
of the pudendal nerve, a factor of 200 remained. However, if the electrode is not perfectly aligned with all
axons, the effect reduces.
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Conclusions and recommendations

This chapter summarizes the conclusions that were drawn during this research. The contributions of this
thesis are highlighted, and recommendations are given for future work.

6.1. Conclusion
This thesis presented the relations between parameters that impact the effectiveness of a KiloHertz Frequency
Alternating Current (KHFAC) block in the pudendal nerve, which were found using a novel simulation ap-
proach for detecting a successful nerve block.

As classic nerve block detection simulation methods tend to be slow, a new solution was developed that
utilized the key mechanisms that cause the nerve block to speed up simulations. The faster model was utilized
to gain more information of the performance of KHFAC blocks in the pudendal nerve, to explore the effect of
new KHFAC waveform alterations on the performance of the block, and to study the effects of using a bipolar
instead of a monopolar configuration. These results can be applied to electrode and waveform design to
create safer and more power-efficient KHFAC nerve conduction blocks.

Chapter 2 explained the basics of KHFAC nerve propagation block, and how it could contribute to the
treatment of urinary retention. It was explained that the mechanism of the block in humans is most likely a
cause of the axon membrane channels being in a state of inactivation; in mathematical membrane models,
this state is recognizable by the inactivation variable h having a value close to 0, and the activation variable m
having a value close to 1. An overview was given of literature describing parameter relationships that impact
the effectiveness of block. The chapter also focused on some of the anatomical features of the pudendal nerve
at the implantation site that is proposed by the REValUE project, which are valuable for the simulations.

In Chapter 3 a new simulation approach for detecting a successful nerve block was proposed. The classic
block detection method involves simulating a large part of an axon, initiating an action potential at one end
of this axon, and measuring if it arrives at the other end. The proposed method however, only focuses on
the nodes of Ranvier which are responsible for the block, and detects a successful block by measuring the
values of the gate variables and the membrane voltages. The method was developed into a working model
that was calibrated to detect 90% successful blocks. The proposed gate-dependent block detection method
was shown to simulate 30 times faster than a model that applied the classic method to detect 90% effective
nerve blocks.

Chapter 4 described the full simulation system used to find parameter relations that impact the block-
ing effectiveness. It discussed how the previously described block detection model fitted into the system,
and how the monopolar and bipolar set-ups were implemented. A comparison was made between available
axon models that support KHFAC stimulation, of which the McIntyre-Richardson-Grill model [13] was most
suitable for this research, as it was partially based on human data. It was explained that the simulation en-
vironment was built up from Python code communicating with Neuron [36] in the Brainframe [44] online
simulation environment.

Finally, Chapter 5 discussed the results of the simulations. It was shown that the block threshold charge
per phase can be reduced without raising the block threshold itself, both by introducing interphase delays
to the blocking signal waveforms, and by creating asymmetric charge-balanced waveforms with an anodal
fraction lower than 0.5. It was shown that although triangular waveforms have higher block thresholds com-
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pared to square waveforms, they also require less charge per phase, which offers a design choice. Stepped
variants of sine and square waveforms did not show much improvements. Furthermore, the block threshold
necessary to block axons within the pudendal nerve located farthest away from the electrode was shown to
be nearly 300 times the block threshold of those closest to the electrode; by choosing the correct interpolar
distance of a bipolar configuration, this factor could be reduced to 100. It was also shown that it is important
to have the electrode aligned with the nerve, as a misaligned bipolar electrode will increase block thresholds;
however, in the suggested implantation site for the REValUE project, the electrode will most likely be forced
to be aligned.

In conclusion, a new range of design considerations have been developed that add to previous research,
which can be used to design an efficacious, safe and power-efficient stimulation system for creating nerve
conduction block in the pudendal nerve, and it has been shown that a reliable block detection model can be
developed based on the underlying mechanism of the nerve conduction block.

6.2. Contributions
This thesis put a large focus on the theoretical mechanism of the nerve block, and used this knowledge to
draw many new conclusions on developing an efficacious KHFAC stimulation protocol for blocking in the
pudendal nerve. This led to to the following main contributions:

A gate-variable-dependent block detection model The knowledge on the theoretical mechanism of the
nerve block led to a new fast and reliable block detection model that can be used for KHFAC block simula-
tions. The model is based on the membrane gate variables, and was introduced in Chapter 3. This model
is able to simulate significantly faster than the state-of-the-art block detection model, which allows plenty
more simulations to be done in shorter time.

Qualitative analysis of nerve block mechanism The mechanism of the nerve block has been identified
before as the inactivation of the sodium channel, but this has mostly only been shown through simulations.
Chapter 2 provides a first more elaborate qualitative analysis of this mechanism, by also studying the time
constants τh and τm , and the steady state values, h∞ and m∞, of the membrane gate variables h and m; this
shows it value when later in Chapter 5 the result of asymmetrical charge-balanced square waves is explained.
The qualitative analysis also leads to a new explanation on the existence and the inevitability of the onset
response.

Charge per phase as a quality measure This thesis focused not only on block thresholds, but also on the
charge per phase required for a successful nerve block. The charge per phase has been used before by Bhadra
et al. [6], but mostly to compare block threshold trends to trends related to activation of the axon. By using
charge per phase as a quality measure, this thesis provides new insights in results from earlier research. For
example, this thesis showed in Chapter 5 that the triangular waveform performs better when it comes to the
charge per phase that is produced at block threshold, compared to a symmetrical square wave; in earlier
research it was only stated that the triangular waveform has higher block thresholds, implicating that it is an
inferior waveform for KHFAC stimulation [3]. Due to the better performance in charge per phase, it actually
offers a balanced design option.

By focusing at the charge per phase for different waveform alterations, it was also revealed that both
asymmetrical charge-balanced square waveforms and the addition of interphase delays to regular square
waveforms can decrease the necessary charge per phase, without increasing the block threshold. These are
important conclusions for design optimization, that would not have been spotted if only the block threshold
was studied.

Simulation study on the performance of new waveform alterations This thesis contributed a first broad
simulation analysis on the performance of asymmetrical charge-balanced square waveforms in an MRG
modelled axon (Chapter 5), which can improve the required charge per phase.

This thesis also provides the first simulation analysis of the effect of adding interphase delays to a KHFAC
waveform on the performance of the block (Chapter 5). The addition of interphase delays resulted in a sig-
nificant decrease in required charge per phase, without raising the block threshold. It was also shown that
the addition of either anodal or cathodal interphase delays have almost the exact same effect, which results
in extra design options.
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Extensive simulation study on the effect of using a bipolar electrode set-up A bipolar configuration was
added to the MRG model in Neuron, which was used to study the influence of the interpolar distance on the
block threshold in Chapter 5. This bipolar simulation study has been partly executed before by Ackermann
et al. [11], but only for an electrode-to-axon distance of 1.0 mm. This thesis has studied the influence of the
interpolar distance for a wide range of electrode-to-axon distances, which gave further insight in how much
the relative reduction in block threshold changes for axons that are located further away from the electrode.

This thesis also first studied the effect of how electrode orientation impacts the bipolar block thresholds.

6.3. Recommendations
This thesis has led to valuable conclusions, but it is still a long road until a KHFAC stimulator for treating
urinary retention is fully realized. This section aims to give recommendations for the future of the REValUE
project, and aims to give insight in the possibilities of KHFAC stimulation.

6.3.1. Recommendations for the REValUE project
Safe charge-injection limits for KHFAC should be evaluated, as well as the maximum current amplitudes that
can be used without damaging tissue or causing discomfort to the patient. Depending on these limits, the
results of this thesis can be used to create a stimulation therapy with a charge per phase that is within the
safe bounds, whilst power consumption is minimized by lowering the block threshold, such that less current
is required for efficacious block.

The stimulus waveforms should at least incorporate interphase delays to reduce the required charge per
phase, without increasing the block threshold. Square waveforms are most likely going to be the best avail-
able option; but if the charge per phase needs to be further reduced, triangular waveforms can be a good
alternative.

The electrode used should be designed to have a distance between both electrode contacts that corre-
sponds to the diameter of the nerve. Care should be taken during implantation to align the electrode with
the nerve to reduce the block thresholds as much as possible. It should also be tested through clinical ex-
periments how well lead electrodes can create a block in the pudendal nerve, that is large enough to relax
the external urethral sphincter such that voiding is possible. It should also definitely be checked if the en-
tire pudendal nerve needs blocking, or if blocking it partially is enough, as this will greatly reduce the block
threshold. It could therefore be useful to develop a method with which the location of the axons that control
the external urethral sphincter inside the pudendal nerve can be detected, such that the electrode can be
placed closer to the correct axons and the block thresholds can be minimized.

6.3.2. Recommendations for the gate-dependent block-determination model and future
simulations

The proposed gate-dependent block-determination model has shown that it is possible to determine a suc-
cessful nerve block based on the gate-variables. However, the model conditions for successful block of Equa-
tion (3.1) are imperfect, and only work for detecting a 90% block. A more elaborate analysis on the behaviour
of the gate variables during block, which includes for example the signal frequency, could lead to a complete
model that can find any blocking percentage with very small error-margins. This could ultimately lead to
an improved axon model that accurately describes the blocking conditions, which can help researchers to
qualitatively determine the best stimulation conditions for achieving minimized block thresholds.

The decreased simulation time of this model can be useful to do more simulations on nerve bundles (such
as the simulations done by Pelot et al. [47]), which more accurately describe the efficacy of the stimulation
parameters.

The block-determination model can also be used for researchers that are working with high-frequency
signals in their implants, to check whether they do not accidentally induce unwanted nerve blocks.

Finally, it would be interesting to test more non-standard waveforms which can be synthesized on cir-
cuits, to see whether even better performance can be achieved. The work of Baquer Gómez already proved
that there certainly is room for non-standard waveforms, but the result is difficult to create on a real circuit.
However, plenty of synthesizable better performing options might definitely exist.

6.3.3. Recommendations for KHFAC block research and applications
KHFAC stimulation is a very promising technology that can solve a large array of problems that encompass
preventing unwanted signals from travelling through the nervous system. Currently, the most promising
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applications are the ones requiring temporary blocking of a nerve, rather than chronic, as the power require-
ments are relatively high compared to regular electrical stimulation, as pointed out by Kilgore and Bhadra
[3]. Blocking the pudendal nerve during micturition is an excellent example of this. It was also tested as a
solution for obese patients to block hunger signals [48]. It might also be an alternative to (local) anaesthesia
for patients that are in a heightened risk group. Doctors of different fields should look how patients could
benefit from turning of nerves.

Currently, chronic implants require low power usage, as replacing batteries requires surgery and wire-
less recharging implants is still difficult. By reducing the block thresholds, the current that is needed for the
KHFAC waveform can also be reduced; this can lead to large power reductions, as power is proportional to
the current squared. If KHFAC stimulation can realistically become part of a chronic implant by the reduced
power requirements, it could lead to much more possible applications, especially in chronic pain treatment.

KHFAC block could also work together with a regular stimulation therapy, to ensure one-way stimulation.
Asymmetrical charge-balanced square waves could even probably do this by themselves in a bipolar set-up,
as the cathodal signal is inverted compared to the anodal signal; meaning if the anode is optimized to have
a small block threshold through asymmetry, the cathode will have a high block threshold, which can lead to
continuous pulsing in one direction. This type of stimulation can be useful if the operation of nerves that are
part of a two-way control system, such as the vagus nerve, must be taken over.
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A
Electrode design considerations for

kilohertz frequency alternating current
nerve conduction block therapy in the

human pudendal nerve

This appendix contains an essay that was written for the TU Delft course: Themes in Biomedical Electronics
(ET4127). The essay provides a complete overview of electrode design considerations for KHFAC stimulation,
based on existing literature on general electrode design, and studies that focus on electrode design specif-
ically for KHFAC stimulation. Predictions are made about the effect of high frequency waveforms on both
the behaviour of the different electrode types and the electrode-tissue interface model, in order to draw new
conclusions. Moreover, the use-case of KHFAC stimulation in the pudendal nerve is used, to demonstrate
how the design considerations can be applied to the design of a KHFAC therapy.

Overall, the essay expands the knowledge that was presented in this thesis, and can be useful for develop-
ing future KHFAC technologies.
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block therapy in the human pudendal nerve
Mini-thesis ET4127: Themes in Biomedical Electronics
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Abstract—Kilohertz frequency alternating current (KHFAC)
stimulation is able to create a temporary conduction block in a
nerve, but research on the impact of these high frequency signals
on electrode design is limited. This mini-thesis provides a first
complete overview of design considerations for KHFAC electrode
design, by imposing the high-frequency requirements on electrode
geometry and material theory, and by validating the newly found
expectations using the few papers that do exist on KHFAC
electrode design. By attempting to fully conceptualize a KHFAC
electrode design for blocking the pudendal nerve, the gaps in
KHFAC electrode design research are laid bare. It was found
that Faradaic charge-injection materials are highly preferable to
capacitative charge-injection materials for KHFAC stimulation
electrodes. Based on current knowledge, a PtIr bipolar lead
electrode with large contact surface areas is proposed for the use-
case of blocking the pudendal nerve. This mini-thesis reveals that
research is still necessary on the viability of efficacious KHFAC
block for different electrode types, on optimal waveforms for
blocking efficacy and their impact on electrode design, and on
the charge-injection limits for KHFAC stimulation.

I. INTRODUCTION

Kilohertz frequency alternating current (KHFAC) stimu-
lation is a stimulation therapy that creates the function to
manually ’turn off’ a nerve [1], and has gained a lot of
attention over the past 15 years. A limited amount of that
attention went into KHFAC electrode design; research has
only been carried out on the effect of KHFAC stimulation
on electrode material [2, 3] and area [4], and how bipolar
electrode design can increase the efficacy of the block [5].

This mini-thesis provides a first complete overview of
the design considerations that change when switching from
’normal’, low-frequency, excitation stimulation to KHFAC
nerve block stimulation. It also shows how these design
consideration will translate to a complete stimulating electrode
design by using the example of creating a nerve block in
the pudendal nerve. This example will reveal that still many
aspects of KHFAC electrode design need to be researched,
before optimal KHFAC electrodes can be designed.

II. KHFAC NERVE PROPAGATION BLOCK

Whereas electrical stimulation of nerve fibres is often used
to trigger action potentials, KHFAC signals can be used to pro-
duce the opposite: it creates a temporary and quickly reversible

inhibition of action potential conduction in a nerve, an effect
that is distinct from synaptic and neural conduction fatigue, as
proven by Kilgore and Bhadra [1]. KHFAC signals are able
to create a block for frequencies as low as 3 kHz, as long
as they are of sufficient amplitude. The minimum amplitude
that creates a block under specific stimulation conditions is
called a ’block threshold’. The cause for the existence of these
nerve blocks is still being researched; in 2007 however, Bhadra
et al. [6] found through stimulations that in human axons
the inhibition of action potential conduction due to KHFAC
stimulation is most likely caused by inactivation of the sodium
channels.

Applications of KHFAC stimulation therapy include every-
thing where it is desirable to block action potentials from
travelling to the other end of a nerve. Examples are:

• KHFAC chronic stimulation: Suppression of phantom
pains in patients with amputated limbs. KHFAC stimula-
tion can prevent the pain signals from reaching the brain.

• KHFAC acute stimulation: Relaxing the external ure-
thral sphincter in patients with underactive bladder (UAB)
to restore bladder functionality. These patients have often
lost the ability to voluntarily relax the urethral sphincter;
this disables them from emptying the bladder, regardless
of their ability to contract the bladder. KHFAC stimula-
tion in the pudendal nerve can potentially suppress the
signals that are continuously travelling from the central
nervous system (via the pudendal nerve) to the urethra,
resulting in relaxation of the sphincter muscle.

This mini-thesis focuses on the case of restoring bladder
functionality through KHFAC stimulation in the pudendal
nerve.

A. KHFAC block threshold

In KHFAC stimulation, the minimum current amplitude
that is necessary at a specific frequency to elicit a nerve
propagation block is called ‘block threshold’. The effect of
different changing conditions and stimulation parameters on
the block threshold have been studied; an example is Bhadra
et al. [6], who researched block thresholds for varying axon
diameters and increasing frequencies. The result can be seen
in Figure 1. The thresholds are given in terms of stimulation
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current (Figure 1a) and in terms of stimulation charge per
phase (Figure 1b), which is the total charge in one anodic
or cathodic pulse. The formulation of the block threshold
as charge per phase will be useful when analysing electrode
materials, as will be explained in Section III-B.

(a)

(b)

Fig. 1: Blocking thresholds for increasing frequencies and dif-
ferent axon diameters [6]. (a) Block threshold over frequency.
(b) Block threshold expressed as charge per phase required
over frequency.

III. STIMULATION ELECTRODE DESIGN BASICS

Merrill et al. summarized six requirements for the ideal
material for use as a stimulating electrode [7]:

1) Biocompatibility: The material should not be toxic or
necrotic to surrounding tissue when unstimulated.

2) Mechanical compatibility: The mechanical character-
istics must be acceptable for the application.

3) Efficacy: The chosen material and electrode area must
be able to inject sufficient charge to elicit action poten-
tials.

4) Reversibility: Faradaic reactions should not reach toxic
levels during stimulation.

5) Corrosion threshold compatibility: Faradaic corrosion
reactions should not reach levels that will cause prema-
ture failure of the electrode.

6) Durability: The material characteristics must be accept-
ably stable for the duration of the implant.

When focusing on the impact of KHFAC-type signals on the
choice of electrode material, requirements 4 and 5 are most
important. Requirement 3 should be rewritten for KHFAC
stimulation, as the goal is not to elicit action potentials, but to
create a nerve conduction block:

3) Efficacy: the chosen material and electrode area must
be able to inject sufficient charge to elicit a nerve
conduction block

The required charge is normally quantified by the strength-
duration curve developed by Lapicque [8], but no equal
quantisation exists yet for the KHFAC nerve block. However,
some earlier research has expressed block threshold data as
charge per phase, which can be useful when choosing electrode
material.

These requirements can be perceived as more than just
requirements for electrode material; they can be seen as
requirements for the entire electrode design, as will be done
in this mini-thesis.

A. Electrode-tissue interface

When an electrode is placed in tissue, the interface between
the electrode and the surrounding tissue is called the electrode-
tissue interface (ETI), of which a simple circuit model was
described in 1947 by Randles [9] (visible in Figure 2). The
equivalent circuit model describes two types of transfer:

1) Capacitative charge transfer: When a metal is placed
in an electrolyte, a double layer is formed, primarily
due to the charge redistribution that occurs of metal
ions in the electrolyte combining with the electrode.
This is the effect observed at the ETI, and can be
modelled as the double layer capacitance C in Figure 2b.
When the electrode is driven negative, positive charge
is attracted and negative charge is repelled; the opposite
occurs at the second electrode, which is driven positive.
With sufficiently small charge injected, only charge
redistribution occurs within the electrolyte, an effect that
is reversible by changing the polarity of the voltage
source.

2) Faradaic charge transfer: When electrons are trans-
ferred across the electrode-electrolyte interface, this is
called a Faradaic reaction. This transfer can occur as
oxidation, where an electron is removed, a reaction that
occurs at the positive electrode. Examples of these an-
odic processes are the oxidation of water, and corrosion.
The opposite type of transfer is reduction, where an
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(a)

(b)

Fig. 2: Representation of reactions happening at the electrode-
tissue interface. (a) The physical representation [7]. The top
reactions represent Faradaic processes, the bottom represents
capacitative processes. (b) Simplified circuit model of the
electrode tissue interface [10] as conceived by Randles [9].
The double layer capacitance is modelled by C, the Faradaic
processes are modelled by impedance Z.

electron is added; this happens at the negative electrode.
Examples of these cathodic processes are the reduction
of water and oxide formation. Not all Faradaic reactions
are reversible. In the circuit representation of Figure
2b, the Faradaic reactions are modelled by the Faradaic
impedance Z.

B. Water window and reversible charge storage capacity

The Faradaic impedance is characterized by the current-
overpotential equation from Bard and Faulkner [11]:

i =io

{
CO(0,t)

C∗
O

e−acnfη

−CR(0,t)

C∗
R

e(1−ac)nfη
} (1)

where i is the Faradaic current across the electrode-tissue
interface, i0 is the current density, CO(0,t) and CR(0,t) are
the concentrations of respectively the oxidized and reduced

species of a redox (reduction-oxidation) couple at the electrode
surface as a function of time, C∗

O and C∗
R are the bulk

concentrations of the redox species, ac is the cathodic transfer
coefficient, n the number of electrons oxidized, f = F/RT
where F is Faraday’s constant, R the gas constant and T
the absolute temperature, and finally η is the overpotential,
described by η = E − Eeq , or the difference between the
electrode’s potential E and the equilibrium potential Eeq .

Equation 1 relates the Faradaic current i to an exponential
function of the overpotential. Thus, for small overpotentials,
where the electrode’s potential is close to the equilibrium
potential, the current will mainly flow through the capacitive
branch of the circuit of Figure 2b. When the overpotential
becomes substantially larger than zero, the right-hand term
of Equation 1, involving the concentration of the reduced
species, becomes more dominant; when the overpotential
instead becomes much smaller than zero, the left-hand term,
involving the concentrations of the oxidized species, becomes
the dominant factor. These two different processes create a
’safe’ margin around the equilibrium potential; this margin is
called the ’water window’. If the electrode potential exceeds
this water window, the amount of current that flows through
the Faradaic branch of the circuit in Figure 2b becomes large
enough such that the amount of Faradaic reactions reach
unsafe levels, potentially damaging both tissue and electrode.

After Brummer and Turner [12] first asked the question how
much charge can be injected without producing any solution
product, Rose and Robblee [13] defined the reversible charge
injection limit, or reversible charge storage capacity, as the
maximum charge density that could be applied without exceed-
ing the water window. The reversible charge storage capacity
depends on the electrolyte composition, the waveforms used
for stimulation, and the real surface area of the electrode,
which depends on the material, size and shape of the electrode
(and is different from the geometric surface area (GSA), as was
shown by Brummer and Turner [14]).

The water window poses a challenge for the selection of
electrode material, and is translated to requirements 4 and 5.
As explained, too much anodic charge leads to water oxida-
tion and corrosion, and too much cathodic charge to water
reduction, which are both irreversible reactions. An electrode
material should thus be chosen such that the reversible charge
storage capacity is compliant to the amount of charge that is
necessary to initiate a KHFAC block (i.e. the charge per phase,
shown in Figure 1b).

C. Double Layer Capacitance

The double layer capacitance Cdl (C in Figure 2b) can be
quantified to [7]:

Cdl = (capacitance/area ∗ area) (2)

where capacitance/area is an intrinsic material option. This
capacitance also relates to charge and voltage as:

Cdl =
dq

dV
(3)
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where q is the charge and V is the electrode potential. By in-
creasing the area, Cdl increases, such that more charge can be
stored at a smaller overpotential. The increased electrode area
also reduces the resistance at the electrode-tissue interface,
reducing the power that is necessary for efficacious stimulation
[15]. This would suggest that a larger electrode area is a safer
and therefore better option. However, a smaller electrode area
has the ability to stimulate a more precise piece of tissue.
Depending on the spatial resolution that is required for the
type of stimulation at the stimulation site, the electrode area
can thus be chosen to either offer more precise stimulation, or
safer stimulation.

However, there is another way to increase electrode area.
The double-layer capacitance is namely not dependent on
the geometric surface area (as was also stated in Section
III-B), but on the electrochemical surface area (ESA). The
ESA is the real area of the electrode which can participate in
electrochemical reactions. Porous materials have an increased
ESA due to the non-flat contour, as shown in Figure 3. The
double-layer capacitance can thus be increased not only by
choosing larger electrode contacts, but also by choosing a more
porous material.

Fig. 3: Schematic contour of porous electrode material [16].
The electrochemical surface area (or ’real’ surface area) is
much larger than the geometrical surface area, which would
be the simplification of this contour as a flat surface.

Interesting for this research, is how the use of high fre-
quency signals combined with the double layer capacitance
influence the behaviour of the electrode-tissue interface. At
high frequencies a capacitor acts as a short circuit; this implies
that, based on the circuit model of Figure 2b, increasing
the frequency would force more current to flow through
the capacitive branch. This would result in reduced Faradaic
reactions, thus making the amount of electrode polarization
independent of electrode material selected. This has been
confirmed by Ghazavi and Cogan, who researched the po-
larization of platinum, sputtered iridium oxide (SIROF) and
titanium nitride (TiN) using frequencies between 1 kHz and
50 kHz [3]. Ghazavi and Cogan showed that for platinum,
electrode polarization decreases with increasing frequency,
with overpotentials reaching unsafe levels outside of the

water window at 1 kHz, but slowly decreasing to safe levels
starting at 5 kHz and higher. SIROF and TiN electrodes were
always within safe margins for the stimulation protocols that
were used. They concluded that overpotentials associated with
faradaic reactions are negligible, and electrode corrosion or the
generation of tissue-damaging products during stimulation is
unlikely.

D. Characteristics of commonly used electrode material

Cogan reviewed different electrodes used in stimulation
[17]. Two main types of electrode material were distinguished:

1) Capacitive charge-injection materials: These are porous
materials or materials with high dielectric constant coatings
applied, such that they have increased charge-injection capac-
ity, as the double-layer charge per unit area in itself is small.
Titanium nitride (TiN) can be fabricated to be very porous by
having a high surface roughness; this increases the ESA, and
therefore the double-layer capacitance as well, as explained in
Section III-C. A tantalum/tantalum oxide capacitor electrode
is an example of a capacitor electrode that has a dielectric
coating for increased charge injection capabilities. The obvi-
ous advantage of capacitive charge-injection materials is that
Faradaic reactions can be minimized and neither the tissue nor
the electrode are damaged. However, the available charge is
limited by pore resistance, the result of deeper pores behaving
as delay lines that prevent the total ESA being used during
stimulation.

2) Faradaic charge-injection materials: These are often
noble metals, noble metal alloys or iridium oxide coatings,
which utilize reversible reduction and oxidation reactions to
provide high levels of charge for stimulation. Platinum (Pt)
and platinum-iridium (PtIr) alloys are the most used noble
metals in neural stimulation, which inject charge through both
Faradaic and double-layer charging. Iridium oxide coatings
include activated iridium oxide films (AIROFs) and sputtered
iridium oxide films (SIROFs), and these coatings are used
for micro-electrode applications which require higher charge-
injection capacities. Although Faradaic charge-injection mate-
rials can reach higher levels of charge, the risks for irreversible
reactions, and therefore damage to tissue or the electrode, are
significantly larger.

IV. ELECTRODE DESIGN CONSIDERATIONS FOR KHFAC
STIMULATION

Now that a basic understanding of KHFAC stimulation
and electrode design basics have been determined, these two
fields can be brought together to see how KHFAC stimulation
impacts the design considerations for electrodes. This theory
is then brought into practice by choosing design options for a
conceptual electrode used for blocking the pudendal nerve.

A. Impact of KHFAC stimulation on electrode geometric de-
sign

The most common type of electrode used for eliciting
KHFAC blocks in experimental set-ups is a nerve cuff type of
electrode; this type of electrodes can circle the entire perimeter
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of the nerve, as shown in Figure 4a. These type of electrodes
have the ability to stimulate a larger part of the nerve with
a uniform electric field strength. A cuff type electrode can
also mostly prevent electrode migration issues, as the electrode
can’t move away from the nerve. However, the implantation of
these type of electrodes is a highly invasive procedure which
can take multiple hours, as the entire nerve needs to be exposed
during the operation.

A less invasive electrode is a lead electrode, shown in Figure
4b. This type of electrode can be implanted by making a
small incision in the patient, after which the electrode can be
directed near the stimulation site in minutes of time. However,
it becomes harder to form a uniform field across the entire
nerve, as the electrode-axon distance varies more strongly
across the nerve.

(a) A nerve cuff electrode [18]. (b) A (quadrupolar) lead elec-
trode [19].

Fig. 4: Two basic types of electrodes used in KHFAC block
therapy. (a) A cuff electrode that consists of multiple wires
that circle the perimeter of the nerve. Other cuff electrode set-
ups can consist of pads instead of wires, that circle either the
entire nerve, or a part of the nerve. (b) A quadrupolar lead
electrode. This type of electrode can also exist with another
number of contacts, and can be inserted next to a nerve.

Cuff and lead are not the only electrode styles that are
suitable for KHFAC block therapy. Cuellar et al. for example
achieved block with a paddle electrode, a bipolar hemi-cuff
electrode, a bipolar hook electrode, and a percutaneous cylin-
drical electrode [20]. Micro-electrode arrays have not been
researched for KHFAC nerve block, but could be interesting
for blocking specific areas of a nerve.

Not much research has been carried out yet about different
electrode geometry set-ups and their effect on the efficacy of
the block. However, Patel et al. showed that for cuff electrodes,
circumferential coverage significantly reduced block thresh-
olds compared to partial cuffs [4]. This effect was also seen
in the simulation study done by Pelot et al. [21], where the
efficacy of a partial cuff electrode was compared to a full cuff
electrode and a point source for a nerve of 3mm. In this set-up
it became clear that the full cuff electrode produced concentric
rings of block thresholds, where the threshold increased closer
to the centre of the nerve. The partial cuff electrode produced
different ‘bands’ of similar thresholds, where thresholds close
to the partial cuff were lower, and increased for axons placed
further away. The point source seemed to produce a similar
effect, however for higher amplitudes a more complete block

across the entire nerve was accomplished than in any of the
other two set-ups.

Most simulations in research so far was done using monopo-
lar research set-ups. In experimental research, bipolar set-
ups were used more frequently, but the electrode contact
separation distance has often not been documented. This
motivated Ackermann et al. [5] to study the effect of electrode
contact separation distances in both computational (using a
dipole model) and experimental (using cuff electrodes) set-ups.
They found that block thresholds could be further reduced by
optimizing the distance between the electrode contacts for the
implantation site.

B. Impact of KHFAC stimulation on electrode material selec-
tion

Only one research looked into the effect of electrode ma-
terial on the efficacy of KHFAC block therapy. Patel et al.
[2] investigated Stainless Steel, Platinum, Platinum-Iridium
(90/10), and Titanium Nitride. They found that no benefits
were achieved with respect to the block thresholds by choosing
different electrode material. This is useful, as this means that
the electrode material can be chosen to minimize Faradaic re-
actions without surrendering efficacy. This offers a possibility
for orthogonal design.

Patel et al. also showed in the same research that, even
though material characteristics are independent of the blocking
thresholds, that the material chosen can substantially influence
the power requirements.

In Section III-D, different types of electrode material were
discussed. It was noted that capacitative charge-injection mate-
rials have the disadvantage that the charge injection is limited,
due to the deeper pores behaving as delay-lines. In KHFAC
stimulation, this can potentially become a major problem, as
the small time periods of the KHFAC waves limit the time
available to inject sufficient charge. This effect is also visible
in the research by Patel et al. [2], who states: “Although TiN
has a high electrochemical surface area (ESA), the high sweep
rate used in the CV measurements indicates a significantly
lower CSC value for TiN coated electrodes compared to planar,
non-coated electrodes” (CV = cyclic voltammetry, CSC =
charge storage capacity). Although no direct connection is
made by Patel et al., this result acts as a confirmation to
the hypothesis that the influence of the delay-line behaviour
of porous TiN on the reduction of the CSC becomes more
significant under KHFAC stimulation.

C. Preferred electrode design options for KHFAC stimulation
in the pudendal nerve

As stated in Section III, there are three requirements of
interest for determining suitable electrode parameters:

3) Efficacy
4) Reversibility
5) Corrosion threshold compatibility
There are four different design parameters that have been

identified, namely electrode type, set-up, area and material.
When combining these with the requirement options, some
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suggestions can be given on electrode design for KHFAC
stimulation.

1) Electrode type: The pudendal nerve is partly situated in
the pudendal canal (or Alcock’s canal), which is a sheath of
fascia that tightly encloses the pudendal nerve [22]. When
an electrode is implanted here, electrode migration can be
minimized due to the tight enclosure of the sheath. In this
regard, a lead electrode thus almost performs as well as a
cuff electrode. As the lead electrode is relatively much easier
to implant, this is the preferred electrode type to be used,
provided that the lead electrode will be able perform a full
pudendal nerve block as well as a cuff electrode.

2) Electrode set-up: In Figure 5 the quadratic relationship
between the electrode-to-axon distance and the block threshold
can be observed. The pudendal nerve itself is on average
4.67 ± 1.17 mm [22], meaning some axons are situated
maximally almost three times as far as shown in Figure 5.
For blocking the furthest axons, stimulation amplitudes that
are substantially larger than necessary for the closest axons
are needed, especially in the case of a lead electrode.

Fig. 5: The influence of perpendicular electrode-to-axon dis-
tance on the block threshold for three axon diameters under
two different frequencies [6].

With a bipolar set-up, the electric field can be altered to
be more uniform across the diameter of the nerve. The field
strength along the diameter of the pudendal nerve can be
varied by changing the distance between contacts, ensuring
that the potentials at the nodes of Ranvier of axons closest
to the electrode better resemble the potentials at the nodes
of Ranvier of axons furthest away from the electrode. For
a lead electrode, maybe even multiple bipolar set-ups, such
as a quadrupolar set-up, can be adjusted to utilize different
stimulation protocols that optimize the block for axons close
or far away from the electrode, however, this should first be
further researched.

3) Electrode contact area size: As explained in Section
III-C, a larger electrode area increases the safety, but low-
ers spatial resolution. For the pudendal nerve a low spatial
resolution is sufficient. Increasing the area will also decrease

the power necessary to reach the block thresholds. Thus, a
large area is preferred, as long as it fits within the available
geometrical space of the pudendal canal and is not as large
that surrounding nerves are also stimulated or blocked.

4) Electrode material: Two common electrode material
types were discussed in Section III-D: capacitative and
Faradaic charge-injection material. In Section IV-B it was
explained that the delay-line behaviour of porous materials
can reduce the charge storage capacity of the material when
using KHFAC stimulation. The same Section also explained
that choosing different materials had little impact on blocking
efficacy, which offers the possibility to choose between these
type of materials based on other aspects, such as long-term
safety, without compromising efficacy. Section III-C discussed
how at KHFAC frequencies more current flows through the
capacitative branch of the electrode-tissue interface, reducing
Faradaic reactions, especially for capacitative porous elec-
trodes and Faradaic iridium oxide coatings.

Taking everything into account, Faradaic iridium oxide
coated electrodes such as SIROF seem very promising, due
to their high charge-injection capacities (which improves effi-
cacy), and since Faradaic reactions are reduced under KHFAC
stimulation. SIROF is however a material that is more suitable
for microelectrodes. Patel et al. [2] suggested PtIr alloys, a
material already used in clinically available KHFAC devices,
but has not been researched in the research by Ghazavi and
Cogan [3] which looked into which branch of the electrode-
tissue interface the current flows under KHFAC signals. This
could be a material that better fits the large electrode contact
area that was preferred.

V. DISCUSSION

Section IV-C discussed that the best electrode design, based
on current knowledge, should be a PtIr bipolar lead electrode
with large contact surface areas. There are still some aspects
that need verification:

• There is no research yet that confirms if a nerve with
thickness equal to the pudendal nerve can be blocked with
a lead electrode without having to increase the amplitude
to dangerous levels. This should be validated, together
with the effect of using different bipolar electrode pairs
optimized for different electrode-to-axon distances, to see
whether a quadrupolar electrode might be more effective
than a bipolar electrode for blocking the entire pudendal
nerve.

• The limits to which the area of the electrode can be
increased without exciting or blocking other nerves neigh-
bouring the pudendal nerve should be studied.

• It is still unclear which waveforms are optimal for effi-
cacious KHFAC block. When more is known about this
subject, the performance of different electrode materials
when using these waveforms should be tested.

• Figure 1b gives an indication of the charge per phase that
is necessary to block an axon that is situated 1mm from
the nerve. The charge per phase necessary to block the
entire pudendal nerve should be determined, and then it
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should be checked which materials have a charge storage
capacity under KHFAC stimulation that is sufficient.

A. Future electrode material technology

This mini-thesis so far only focused on available electrode
technology, but there are also a lot of materials that are
emerging.

Polyethylenedioxythiophene (PEDOT) is a polymer that can
be used as a coating for electrodes that can significantly reduce
electrode impedance [17]. It is the most promising electrically
conducting polymer when looking at biocompatibility.

Carbon nanotubes can be placed in a micro-electrode array
to greatly improve the charge injection limit as they create a
large electrochemical surface area [23].

Graphene is a new electrode material technology which is
said to outperform traditional electrode material derived from
metals [24]. It is mostly interesting for recording due to a low
SNR, but graphene can also be shaped to resemble nanotubes
for increased capacitance [25], which is useful for stimulation.

These emerging electrode materials bring interesting char-
acteristics to the table, but are all technologies used in micro-
electrode arrays, which is an electrode type that has not been
used in KHFAC experimental research. If micro-electrode
arrays become valid options for KHFAC stimulation, or if
these materials might develop in the future to replace single
electrode technology (such as lead or cuff electrodes) these
technologies should be re-evaluated.

B. Influence of DC contamination

Franke et al. [26] discussed that care should be taken when
using off-the-shelf stimulators, as they do not always produce
perfectly charge-balanced waveforms, which results in a direct
current component in the KHFAC signal. This direct current
can build up charge at the electrode-tissue interface, which can
result in irreversible Faradaic reactions. If perfectly charge-
balanced stimulators are not available, it is thus necessary to
design the electrode (and stimulation protocol) such that all the
charge that is built up during the stimulation periods because
of the DC component can be stored reversibly.

VI. CONCLUSION

This mini-thesis focused on finding how design param-
eters change for KHFAC nerve propagation block therapy,
and explored the use-case of a KHFAC electrode in the
human pudendal nerve. The high frequency reduces the cur-
rent flowing through the Faradaic branch of the electrode-
tissue interface, which results in that Faradaic charge-injection
materials become more feasible options. Another aspect of
the high frequencies was that the charge storage capacity
of porous capacitative charge-injection materials is reduced,
making them less desirable.

For KHFAC nerve propagation block therapy, the advice
would thus be to use a platinum-iridium alloy (or an irid-
ium oxide coating, which is now primarily used in micro-
electrodes) as electrode material. For applying this type of
stimulation in the pudendal nerve, a lead electrode would be

preferred for its ease of implantation, in a bipolar set-up in
order to achieve an as uniform as possible electric field through
the entire nerve. The electrode should have a large contact
area to decrease power usage and increase the charge storage
capacity.

At this moment the research on the impact of KHFAC on
electrode material behaviour is still very limited, and more
verification is needed. There is also still too much uncertainty
on the exact stimulation parameters that will be used in
creating pudendal nerve propagation blocks. The knowledge
available is sufficient to create working KHFAC electrodes,
but there is a long road of improvements ahead of now.
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B
Simulation system code

All code that was used for the project will be made available together with the electronic version of this the-
sis at http://repository.tudelft.nl/. This appendix provides an overview of the most important files
that make up the simulations that were done for this thesis. An installation of Neuron is necessary for the
simulator to work, refer to https://www.neuron.yale.edu/neuron/ for instructions on installing Neuron.
Furthermore, the Python code runs on Python version 2.7.

All code can also be uploaded on Brainframe, which has Neuron pre-installed and does not require com-
pilation of files like AXNODE.mod and ipulse1.mod (they do however need to be included to the upload).

main.py
The main file is the starting file for python. It contains all functions that are necessary to reproduce the data
that was necessary for this research, as well as the functions that generate the plots that can be found in this
thesis. All functions should be commented, but by uncommenting and running each function one by one,
from top to bottom, all files should be generated first, that are later necessary to create the plots with the
functions that are further down the main file.

blockdetection.py
This file contains the block determination functions, both using the classic method and the proposed gate-
dependent method. The function ‘blockeffectiveness’ returns a percentage representing the effectiveness of
the block based on the spikes counted at the end of the axon, and only works for the classic method. The
percentage can be compared with a threshold (e.g. 90%) to determine whether block has been reached. The
function ‘is_blocked’ implements the proposed gate-dependent block-determination model as described in
Section 3.2, and returns a boolean containing ‘True’ for a successful block or ‘False’ for an unsuccessful block.

The other functions are used to return values that were used in the calibration process of the proposed
model (e.g. hmax of the measurement time frame).

monopolar_simulations.py and bipolar_simulations.py
This file contains the functions that were used to run the monopolar simulations of Section 5.2 and the bipolar
simulations of Section 5.3. For some of the monopolar simulations, the file simulationfunctions_proposed-
model.py is called, so this file is needed as well. Both files also contain a function that can be called to plot the
results of the monopolar and bipolar simulations; plottingfunctions_results.py is needed for that the plots to
generate.

waveforms.py
This file contains functions that generate waveforms in the correct format for Neuron, a process that was
described in Section 4.1.

configoptions.py
This file contains the standard variable configurations that are used for simulations.

MRG_Model.py
This file contains the functions that are necessary to let Python interface with Neuron.
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MRG_MODEL_edit.hoc
This file is an adapted version of the original MRG model file created by McIntyre et al. [13]. It has been ex-
tended to support monopolar and bipolar extracellular stimulation, and intracellular pulse trains have been
implemented as well.

The file needs two other files to work correctly:

• AXNODE.mod, found in the original upload of the MRG Model:

https://senselab.med.yale.edu/ModelDB/showmodel.cshtml?model=3810

• ipulse1.mod, which original file is lost but can be found as part of other models, for example at:

https://senselab.med.yale.edu/ModelDB/ShowModel.cshtml?model=225086&file=/GC-gna_
distribution/ipulse1.mod

Overview of other files
The rest of the files that are in the repository are:

• datasetsformodeldesign.py tests huge datasets for block and saves these results; these can be used
to create thresholds conditions as in Equation (3.1) by quickly testing different threshold conditions,
without the need for redoing new simulations.

• plottingfunctions.py and other Python files that start with ‘plottingfunctions’ are responsible for the
different plots in this thesis.

• simulationfunctions.py contains simulation functions to determine block thresholds with the classic
method.

• x86_64 is a folder containing compiled versions of AXNODE.mod and ipulse1.mod; this could be useful
when you want to run simulations locally and do not know how to compile these files.

https://senselab.med.yale.edu/ModelDB/showmodel.cshtml?model=3810
https://senselab.med.yale.edu/ModelDB/ShowModel.cshtml?model=225086&file=/GC-gna_distribution/ipulse1.mod
https://senselab.med.yale.edu/ModelDB/ShowModel.cshtml?model=225086&file=/GC-gna_distribution/ipulse1.mod


Glossary

action potential The change in electrical potential resulting from an electrical impulse travelling through
the membrane of a cell..

afferent / efferent Travelling respectively to / from the central nervous system..

anode / cathode Respectively the positive / negative electrode. However, since this thesis deals with alter-
nating current waveforms, which means that anode and cathode would continuously switch roles, this
thesis refers to the anode as the electrode that stimulates using the ‘original’ waveform, and to the cath-
ode as the electrode that stimulates using the ‘inverted’ waveform. This is especially important when
using charge-balanced asymmetrical waveforms or adding anodic and cathodic interphase delays of
different size.

anode fraction The fraction of the waveform that makes up the period of the anodic pulse, thus given by
T anodal

T anodal+T cathodal
.

anodic / cathodic interphase delay The interphase delay that follows directly after respectively the anodic /
cathodic pulse.

anodic/cathodic pulse Respectively the positive/negative amplitude part of the waveform.

axon a nerve fiber that conducts electrical impulses (action potentials) originating from the nerve cell body..

block threshold The minimum current amplitude of a waveform that produces a KHFAC block under for a
set of specific conditions.

block threshold charge per phase the charge per phase of the waveform when the amplitude is equal to the
block threshold.

charge per phase The amount of charge that is generated during a single anodic or cathodic pulse. It is
calculated as the integral of the current over the time of the pulse.

charge-balanced waveform A waveform that has equal positive and negative charge.

interpolar distance The distance between the two electrodes of a bipolar electrode set-up.

KHFAC node The node of Ranvier that is closest to the origin of the KHFAC stimulation signal.

KHFAC stimulation KiloHertz Frequency Alternating Current stimulation, a type of electrical stimulation
that utilizes alternating current signals with frequencies in the kilohertz range which is primarily used
to create a action potential propagation block in the nerve, or KHFAC block.

membrane voltage The difference in electric potential between the interior and exterior of a cell.

myelinated nerve A nerve with myelinated axons. These axons are covered with an insulating ‘myelin sheath’,
except at the nodes of Ranvier. The insulation alters the electric fields that are created by the action po-
tentials, which allows faster conduction of electrical impulses.

node of Ranvier Short unmyelinated segments of a myelinated axon. Because the insulating myelin sheath
is missing at these segments, the nodes of Ranvier are the only part of a myelinated axon that can
conduct electricity.
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REValUE REstore Voiding Urinary REtention; the collaboration project between Erasmus MC and TU Delft
that aims to restore the ability to relax the external urethral sphincter by applying KHFAC stimulation
to the pudendal nerve.

virtual anode One of the two nodes adjecent to the KHFAC node.
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