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Abstract

In the intensive care unit (ICU), optimizing me-
chanical ventilation settings, particularly the posi-
tive end-expiratory pressure (PEEP), is crucial for
patient survival. This paper investigates the ap-
plication of neural network-based machine learn-
ing methods to personalize PEEP settings in the
ICU, aiming to improve patient survival outcomes.
The research focuses on two specific algorithms,
TARNet and CFR, evaluating their ability to esti-
mate individualized treatment effects of lower ver-
sus higher PEEP regimes. The study is structured
into three phases: controlled simulations, applica-
tion to the MIMIC-IV dataset, and validation us-
ing a randomized control trial dataset. TARNet and
CFR showed potential for estimating the individu-
alized treatment effects but required large datasets
for optimal performance. In the case where lim-
ited data is available, these models are upstaged by
simpler learners, such as the S- and T-learners. The
study concludes that while neural network-based
methods hold promise for personalizing ICU treat-
ment, their efficacy is heavily influenced by data
availability and quality.

1 Introduction

Mechanical ventilation is a critical supportive therapy for pa-
tients with acute respiratory failure admitted to the intensive
care unit (ICU) [1]. A key setting in mechanical ventilation is
the positive end-expiratory pressure (PEEP). High PEEP may
reduce lung stress and strain, but it also has potentially harm-
ful side effects, such as ventilation-induced lung injury [2].
These risks complicate the decision of medical professionals
on how to set the PEEP in mechanical ventilation.

The question of whether high or low PEEP should be used
for mechanical ventilation in ICU patients remains contro-
versial despite numerous randomized controlled trials com-
paring low versus high PEEP regimes [3-6]. The research
hypothesis is that some patients benefit more from high PEEP
regimes than others, depending on certain patient character-
istics. For instance, one study found that high PEEP was as-
sociated with improved survival rates for patients suffering
from acute respiratory distress syndrome [7]. Moreover, an-
other study discovered that patients with hyperinflammatory
responses have a better chance of survival when treated with
low PEEP, while individuals with less severe inflammatory
reactions have a higher likelihood of survival when treated
with high PEEP [8]. If there existed a method that could in-
fer what regime is more suitable based on the characteristics
of an individual, treatment strategies could be personalized
accordingly.

The characteristics of this decision could make it suitable
to be modeled as a causal inference task of estimating individ-
ualized treatment effects (ITE) [9]. Causal inference refers to
the process of determining and estimating the impact of cer-
tain actions on outcomes in a population, also known as the
treatment effect [10]. In this case, this would be the effect

on survival outcomes of ICU patients from following either a
low or high PEEP regime. Multiple methods based on differ-
ent types of machine learning algorithms have shown promis-
ing results in estimating ITE and could potentially be applied
to the problem of determining the optimal PEEP regime for
individual ICU patients [11-16].

The main research question this paper aims to answer is:
“How can neural network-based machine learning methods
such as TARNet and CFR be used to personalize treatment
strategies in the ICU by estimating the individualized treat-
ment effects of lower versus higher PEEP regimes for me-
chanical ventilation on patient outcomes?”. The paper fo-
cuses on evaluating machine learning methods based on neu-
ral networks, specifically TARNet and CFR [13], by com-
paring them with two simpler baseline metalearners, respec-
tively, the S- and T-learners [11], throughout multiple experi-
ments. The methodological approach included firstly running
the algorithms on various instances of simulated data cover-
ing a wide range of possible scenarios. Secondly, they were
applied to the MIMIC-IV, a publicly available ICU database
intended to support research studies and educational mate-
rial [17], to better understand how these methods would be-
have in a real-world scenario. Thirdly, the models were eval-
uated using randomized control trials to provide a form of
external validation for their performance. By analyzing these
experiments and interpreting their results, this paper is ex-
pected to contribute to filling the knowledge gap by gaining
insights into how these methods can be applied to real-world
ICU data. Understanding how the results can be interpreted
in a clinical context could potentially lead to improved patient
care by personalizing treatment strategies in the ICU.

The main research question can be broken down into the
following sub-questions, which will be used to structure the
research process and the resulting paper:

1. What are the potential benefits and downsides of using
the chosen methods for estimating individualized treat-
ment effects on ICU patient outcomes?

2. How can the results of applying the chosen ML algo-
rithms to the MIMIC-IV dataset for the individual treat-
ment effect estimation be interpreted in the context of
ICU patient care?

The paper is structured as follows. Section 2 defines the
relevant terms and background knowledge. Section 3 de-
scribes the research methodology used during the project and
introduces the main ITE estimators evaluated during the ex-
periments. Section 4 elaborates on the setup and outcomes of
the experiments. Section 5 discusses the obtained results, the
potential advantages and drawbacks of the evaluated meth-
ods, and the limitations encountered throughout the project.
Section 6 reflects on the ethical implications of the project
and examines the reproducibility of the results. Finally, Sec-
tion 7 draws the main conclusions and provides recommen-
dations for future research.

2 Problem Setup

Causal inference is a methodological approach that allows re-
searchers to determine causal relationships by examining the



conditions under which an effect occurs [10, 18]. This ap-
proach differs fundamentally from classical machine learn-
ing, which is often geared towards prediction. The focus of
causal inference is to comprehend the consequences of inter-
ventions or actions, a critical distinction in domains such as
healthcare [15]. In those settings, it is paramount to under-
stand the effect of a treatment on a patient rather than merely
predicting the health status of a patient in the absence of any
intervention.

The focus of this project is on estimating the individual-
ized treatment effect of lower versus higher PEEP regimes
for mechanical ventilation on patient outcomes. The ITE is
the effect a specific treatment has on a particular individual
compared to other possible treatments. Formally, the ITE for
a specific individual can be defined as follows, where Y (1)
and Y (0) represent potential outcomes under the treatment
and control, respectively, and X = x denotes the features of
the individual:

ITE(z) = E[Y (1) — Y(0)|X = z] )

The main difficulty of using machine learning techniques to
estimate this function is that, for any given individual, only
the outcome under the assigned treatment condition can be
observed, and its counterfactual remains unknown. This is
known as the fundamental problem of causal inference and
is the reason why classical machine learning methods cannot
directly be trained on the difference Y (1) — Y'(0) [18].

Another challenge in causal inference is that, in observa-
tional studies, the assignment of treatments is not random,
which can lead to confounding. Confounding occurs when
the treatment assignment is correlated with other observed
or unobserved covariates that also affect the outcome [10].
This correlation can introduce bias in the estimation of the
treatment effect because it is unclear whether the outcome is
due to the treatment or the confounding variables. Unlike ob-
servational studies, randomized controlled trials (RCTs) as-
sign treatments at random, which eliminates the correlation
between the treatment and other covariates, thus preventing
confounding [10, 18].

Propensity scores can be employed to address confound-
ing in observational studies. The propensity score of an in-
dividual represents the probability of receiving the treatment
given a set of observed covariates (the features of an individ-
ual) [19]. By matching or weighting on propensity scores, re-
searchers can balance the distribution of observed covariates
between the treated and control groups, thereby reducing the
bias due to confounding [11, 12, 16]. This method attempts
to mimic the conditions of an RCT within the confines of ob-
servational data, thus allowing for more reliable causal infer-
ences. Formally, the propensity score can be defined as fol-
lows, where T = 1 indicates the treatment group and X = z
represents the observed covariates for the individual:

e(X)=P(T=1X =) )

To be able to use machine learning methods to estimate the
ITE, three assumptions need to be made [13, 14,20,21]. The
first assumption is consistency, which requires that the poten-
tial outcome of an individual under a particular treatment is
the same as the observed outcome if the individual receives

that treatment. This condition can be formally described as
Y = Y(T). The second assumption is unconfoundedness
(or ignorability), which implies that the treatment assignment
is independent of the potential outcomes given a set of ob-
served covariates. This property can be formally written as
Y (0),Y(1) L T|X = x. The third assumption is overlap,
which states that every individual must have a positive prob-
ability of receiving either treatment. This requirement can be
formally defined as 0 < P(T = 1|X = z) < 1,Vx € X.
These conditions allow researchers to treat observational data
as having come from a conditionally randomized experiment
[10].

3 Methodology

3.1 MIMIC-IV dataset

The MIMIC-IV dataset is a collection of deidentified health-
related data intended for a wide array of applications within
healthcare. It is the successor to the MIMIC-III dataset, incor-
porating contemporary data and improving on various aspects
of its predecessor. The dataset was collected at the Beth Is-
rael Deaconess Medical Center and includes patient measure-
ments, orders, diagnoses, procedures, treatments, and deiden-
tified free-text clinical notes [17].

The dataset that will be referenced throughout this paper
contains data on 3941 individuals, each with 23 covariates —
one of which is categorical, and the rest are continuous. The
treatment variable in this dataset is the PEEP regime assigned
to each patient, categorized as low or high, and the outcome
variable is mortality after 28 days. It is also worth noting that
the data is unbalanced, with only 12% of individuals having
high PEEP assigned as treatment.

Several preprocessing steps were taken to prepare the
dataset for machine learning. Firstly, in order to apply algo-
rithms using neural networks to the data, no features should
be categorical. Therefore, the categorical feature “sex” has
been numerically encoded, with “M” represented as 0.0 and
“F” as 1.0. Additionally, the boolean treatment and out-
come variables have been converted to numerical form, with
“False” represented as 0.0 and “True” as 1.0. Secondly, the
data has been normalized across features using min-max nor-
malization to ensure uniformity in scale.

Another crucial step involved addressing missing values,
as around 7% of the data was papered as absent. To tackle
this issue, two imputation methods from the scikit-learn li-
brary [22] were employed. The first one, the KNNImputer,
leverages the k-Nearest Neighbors algorithm, identifying the
k closest data points with similar features to the missing value
and computing the mean to estimate the missing value. This
method is particularly reliable as it does not rely on assump-
tions about the data distribution. On the other hand, the It-
erativelmputer applies a more complex strategy, iteratively
modeling each feature with missing values as a function of
other features in a regression framework. One downside of
this method is that it can sometimes lead to the generation
of unrealistic values. After evaluating the performance by
introducing artificial missing data and calculating the Mean
Squared Error (MSE) between the imputed and original val-
ues, it was observed that while the Iterativelmputer provided



a slightly more accurate imputation, it was prone to produc-
ing negative values for inherently positive attributes. As a
result, the decision was made to use the data imputed with
KNNImputer due to its reliability.

The final step was selecting the relevant covariates to be
used for the machine learning task. To reduce bias, the mod-
els will only be trained using features that are considered pos-
sible confounders or have a strong influence on the outcome.
The set of potential confounders includes the PaOs/FiO- ra-
tio and its components (PaO- and FiO-), as well as the
plateau pressure of a patient, as evidenced by a study from
2010 [7]. Additionally, a study from 2021 has shown that
demographic factors such as age and sex significantly impact
both treatment assignment and mortality [23], making them
potential confounders as well. Other factors to consider are
blood oxygenation metrics such as PaCO» and driving pres-
sure and inflammation markers like bilirubin, platelets, and
urea [8].

To validate the list of possible confounders, it was at-
tempted to find an association, and thus possible causation,
between the features present in the MIMIC-IV dataset and
the outcome variable by selecting features that highly affect
the outcomes of the patients. In our specific scenario, empir-
ical evidence suggests that sex and platelets are not strongly
associated with the outcome. However, it found that weight
has a significant impact on mortality. As a result, it was de-
cided that weight would be included in the training features
in addition to the already presented covariates. At the same
time, sex and platelets would be removed from the analysis.

3.2 Estimators

This paper focuses on ITE estimators that are based on neural
networks. Neural networks are suitable for this task because
they are able to model complex, non-linear relationships and
capture high-dimensional interactions in the data. However,
in certain scenarios, they may not be the best choice. For ex-
ample, they tend to overfit the data when dealing with a small
sample size. Additionally, if transparent decision-making
processes are necessary, their “black box” nature may not be
suitable. Nevertheless, neural networks have been success-
ful in learning ITEs and estimating counterfactual outcomes,
which are the outcomes that would have occurred under a dif-
ferent treatment condition [13, 20, 24,25]. For the scope of
this project, the following estimators were considered: the
S-learner, the T-learner, TARNet, and CFR.

The S-learner [11] is a meta-learner that trains a single
machine-learning model on all the available training data, re-
gardless of treatment assignment. The model /i is trained on
the outcome Y as a function of both the covariates X and the
treatment indicator T', as shown in the equation ji = M (Y ~
(X,T)). Once trained, the S-learner predicts the outcome for
an individual as if they had received the treatment (ji(z, 1))
and as if they had not (fi(z, 0)). The ITE for an individual x
is then the difference between these two predicted outcomes,
calculated as 7(z) = fi(x,1) — fi(x,0). The advantages of
the S-learner include its simplicity and the utilization of all
available data during training. However, since the treatment
is not given a special role, the base model of the learner can
choose to ignore it, which can bias the ITE towards 0.

Conversely, the T-learner [11] is a meta-learner that trains
separate machine-learning models for the treatment and con-
trol groups. For the control group, the model /i is trained
on the control outcomes Y as a function of the covariates
of individuals under control X?©, resulting in the estimation
fio = Mo(Y? ~ X9). Similarly, for the treatment group, the
model /i is trained, yielding fi; = M;(Y* ~ X'). The ITE
for an individual is then estimated by taking the difference
between the potential outcome under treatment, predicted by
fi1(x), and its counterfactual, predicted by fig(z), which is
expressed as 7(z) = f[i1(z) — fio(x). The T-learner can
capture different relationships in the treatment and control
groups, allowing it to model varying treatment effects. Thus,
the T-learner is expected to perform well when the treatment
effect varies with the covariates. However, it uses only a frac-
tion of the data to train each model separately, which could
be a significant drawback if the sample size is small.

TARNet (Treatment Agnostic Representation Network)
and CFR (Counterfactual Regression) [13] are two variants
of an estimator that uses deep neural networks to estimate the
causal effect of a treatment on the outcome of an individual.
This configuration allows the estimator to learn complex non-
linear relationships flexibly.

TARNet works by training one neural network to learn a
shared representation of the covariates independent of the
treatment assignment. Additionally, to avoid losing the in-
fluence of the treatment during training, the estimator uses
the learned representation to train separate “heads” of a sec-
ond neural network, the hypothesis network, for the treatment
and control group. It should be noted that only the head cor-
responding to the observed treatment is updated with each
training sample. This approach allows for leveraging the sta-
tistical power of the whole dataset in the representation net-
work while maintaining the effect of the treatment assignment
in the two independent heads. The ITE for a new individual
is estimated by taking the difference between the two poten-
tial outcomes predicted by each of the heads of the neural
network after passing its covariates as input.

While TARNet only tries to accurately predict the potential
outcomes, CFR extends the idea by adding a balance regular-
ization term to the loss function of the algorithm. This term
includes an Integral Probability Metric, denoted as IPMg,
which measures the discrepancy between the treated and con-
trol group distributions in the shared representation space.
The “G” refers to the specific metric used, such as the Wasser-
stein distance or the Maximum Mean Discrepancy (MMD),
to penalize the model if the distributions P(z|¢t = 1) and
P(z|t = 0) diverge. The intuition behind this is that the dif-
ference between the treated and control distributions is 0 in a
randomized controlled trial. Therefore, the balance regular-
ization term will also be 0. Thus, making the treated and con-
trol distributions similar in the shared representation space
can help to adjust for imbalanced data and improve the over-
all performance of the causal effect estimates. A graphical
representation of the architecture of the algorithm can be seen
in Figure 1.

The strength of the architecture of the algorithm, a shared
representation network, and separate heads for each treat-
ment assignment, paired with the balance regularization term,
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Figure 1: Neural network architecture for TARNet / CFR. L is a
loss function, IPMg is the metric used for balance regularization.
The image was taken from [13].

has been demonstrated through both theoretical and empirical
work [13]. Firstly, these methods are based on a new theoret-
ical framework that limits the expected estimation error of
ITE by combining the standard generalization error with the
distributional distance within the representation. Secondly,
empirical validations on real and simulated datasets affirm
that TARNet and CFR often surpass both simpler, traditional
models, such as Ordinary Least Squares and k-Nearest Neigh-
bors, and more complex models, like Bayesian Additive Re-
gression Trees and Causal Forests, achieving lower error rates
in ITE predictions.

3.3 Experimental approach

The methodology adopted for this research project begins
with a comprehensive literature study. This involves review-
ing existing studies in the field, understanding the current
state of knowledge, and identifying gaps that this project aims
to address. The next step is the experiment setup, which in-
volves generating synthetic data resulting in several simula-
tions. These simulations are used to validate the results of
the estimators. Additionally, the MIMIC-IV dataset is pre-
processed to convert categorical features to numerical repre-
sentations and impute missing values, preparing the data for
model training.

The core of the methodology is the training and evaluation
of the machine learning models. This is done both on the sim-
ulated data and the MIMIC-IV dataset. The training, evalua-
tion, and analysis process is not a one-time process but an it-
erative one. The models are continually trained and evaluated
to extract the best possible hyperparameter configuration.

The models are first evaluated in six different scenar-
ios to analyze their performance in various circumstances.
This helps validate the results observed on the MIMIC-IV
dataset and establishes reasonable performance expectations
for other real-world datasets. The data generation process is
initiated by specifying the number of features d, the propen-
sity score e(x), and the response functions o (z) and py ().
Next, the feature vector X; ~ N(0,1;) is simulated, where
14 is the d-dimensional identity matrix. The potential out-
comes Yy = po(x) + €g and Y7 = pq () + €; are then calcu-
lated, where €y, €1 ~ N(0,1) represents random noise. The
treatment assignment for each sample T; ~ Bern(e(X;)) is
simulated as a Bernoulli random variable. Finally, the ob-
served outcome Y] is set to either Y or Y; depending on the
treatment assignment 7;. Additionally, ITE = Y] — Y is
appended to each sample, resulting in a sample of the form
(X;, T, Y;, ITE;).

The algorithms are applied to samples of varying sizes,
ranging from 3000 to 15000. This range was selected to keep
the simulations similar to the MIMIC-IV dataset regarding
available training data while also observing the behavior of
the models on a larger number of samples. Since both poten-
tial outcomes are produced during the simulation study, the
Mean Squared Error (MSE) between the actual ITE and the
estimated ITE can be used to assess the models. To ensure
the reliability of the results, each experiment was repeated 50
times, and the averages were presented visually using plots.

Secondly, the models are applied to the MIMIC-IV dataset.
Since it comprises real-world data, only the outcome under
the assigned treatment is observed. Thus, it is impossible to
calculate the MSE between the actual ITE and the estimated
ITE. Instead, the Qini curve [26] was chosen, which is a met-
ric used to evaluate the performance of a model by measuring
the incremental impact of a treatment and comparing it to a
random selection. The curve helps identify the most respon-
sive individuals or units to the treatment. In addition, to com-
plement the visual representation of the Qini curve, the area
under the curve (AUC) was analyzed. It represents a numeri-
cal metric extracted from the Qini curve that allows for easy
comparisons between models. A good model would result in
a curve that significantly diverges from the curve of the ran-
dom pick, thus having a high AUC. These two metrics were
used during the hyperparameter tuning grid search to deter-
mine the model with the most promising results. Each exper-
iment was repeated 200 times, and the averages and standard
deviations were recorded.

Finally, the estimators are evaluated using a dataset com-
prised of randomized control trials. This provides a bench-
mark for the performance of the models considered in this
project by externally validating their effectiveness. The iter-
ative process of training and refinement, coupled with thor-
ough validation and comparison with other strong estimators,
ensures the reliability and validity of the research outcomes.

4 Experiments and Results

For the implementation of the S-learner and T-learner, Ten-
sorFlow 2.10 [27] was used, with both learners utilizing deep
neural networks as base models. The TARNet and CFR mod-
els were implemented using the catenets package [28]. This
package provides a specialized framework for causal infer-
ence with neural networks. It is particularly well-suited for
the tasks at hand due to its focus on estimating causal effects
using deep learning techniques. For the IPM term used by
CFR to penalize imbalance, the Maximum Mean Discrepancy
distance was utilized.

All models were assigned ELU [29] as the activation func-
tion for all neurons in the hidden layers. The output layer used
the sigmoid activation function for binary outcomes, while
no activation function was employed for continuous cases.
The Adam optimizer [30] was applied to all models, with an
initial learning rate of 0.001. The chosen loss function was
the Mean Squared Error for continuous outcomes, appropri-
ate for the simulations, and Binary Cross-Entropy loss for bi-
nary outcomes, suitable for the MIMIC-IV dataset. These
loss functions are standard choices for regression and classi-



fication tasks, respectively.

The hyperparameters for the models were chosen through
a grid search on the MIMIC-IV dataset. Grid search was used
to thoroughly explore various combinations of parameter set-
tings to find the most effective and robust ones. Due to com-
putational constraints, it was not feasible to perform a grid
search for each simulation. Therefore, the simulations were
conducted using the model resulting from the MIMIC-IV grid
search. As a result of the grid search, the neural networks
used as base models for both metalearners were comprised of
three hidden layers of 200 neurons, followed by another hid-
den layer of 100 neurons. TARNet and CFR both used two
fully connected neural networks, one representation network
with three hidden layers of 200 neurons and one hypothe-
sis network with one layer of 100 neurons. Additionally, all
models employed a batch size of 200 samples.

The data was divided for training, validation, and testing
using a 64/16/20 ratio for all experiments. All models were
trained for 1000 epochs with an early stopping criterion based
on the validation loss. The training process was stopped if
no improvement in the validation loss was observed for 10
consecutive epochs. This approach helps prevent overfitting
and ensures that the models generalize well to unseen data.

4.1 Simulation experiments

Six simulation experiments were conducted to evaluate ITE
estimators under different conditions. The data for these sim-
ulations was generated following the methods outlined in sec-
tion 3 of our paper. All simulations involved binary treatment
and continuous outcomes, but they varied in terms of treat-
ment balance, confounding variables, and the complexity of
the ITE.

The simulations ranged from scenarios with an unbalanced
treatment distribution, where only 10% of subjects were
treated, having a simple ITE, to balanced treatment condi-
tions with 50% of subjects treated. The balanced scenarios
varied in complexity from simple linear ITEs to complex non-
linear ITEs and even included scenarios where the ITE was
zero, both with and without confounding variables. The pa-
rameters for each simulation are documented in Appendix A.
The results of the experiments were plotted in Figure 2.

A baseline comparison was made against a predictor that
assigns the Average Treatment Effect (ATE) as the ITE for
each patient. The results, plotted for clarity, revealed that
none of the models exhibited signs of overfitting, and all
showed significant improvement over the baseline ATE pre-
dictor for the simulations with ITE # 0. For the simulation
with no treatment effect, the ATE estimator has the lowest
MSE, with the S-learner following very closely.

Analyzing the averaged MSE for the simulations illustrated
in Figure 2, the S-learner showed consistent and low MSE
in both training and testing, indicating stable performance
and good generalization from training to unseen data. The
T-learner recorded higher variability in MSE, particularly in
Figures 2a and 2e, suggesting it may be more sensitive to the
specific simulation conditions. TARNet and CFR produced
very similar results across all simulations. Their performance
was lower than that of the S-learner but comparable to that of
the T-learner, yielding smaller errors in simulations 2a, 2c, 2d,

and 2e. These results indicate that TARNet and CFR might
perform well in practice with proper regularization or tuning.

4.2 MIMIC-IV experiments

In the initial phase of our experiments on the MIMIC-IV
dataset, a grid search was conducted specifically for the TAR-
Net model to optimize its configuration settings. This in-
volved assessing the average area under the cumulative gain
curve over 200 runs, with the aim of determining the most ef-
fective model parameters. The parameters considered in this
grid search were the following:

* Representation layers: { 1,2,3 }

* Hypothesis layers: { 1,2, 3 }

* Neurons per representation layer: { 20, 50, 100, 200 }
* Neurons per hypothesis layer: { 20, 50, 100, 200 }

* Batch sizes: { 100, 200, 500, 700 }

Following this stage, the top 60 configurations, selected
based on the mean AUC, were subjected to further hyperpa-
rameter tuning. The second round of optimization was dedi-
cated to the CFR model, where the grid search was expanded
to include a range of regularization strengths, denoted by al-
pha. The values for the alpha parameter were selected accord-
ing to the formula {10¥/2|k € {—6,—4,—2,0,2,4,6}}.

The grid search results revealed that certain hyperparam-
eter configurations led to models achieving a positive mean
AUC, indicating improvement over random assignment. The
scores of the top five models can be found in Table 1.

Table 1: Top scoring hyperparameter configurations of the grid
search in terms of mean AUC (rounded to the nearest hundredth).
(A, B, C, D, E, F) represents A representation layers with B neu-
rons, C hypothesis layers with D neurons, batch size E, alpha F.

Configuration ‘ Mean ‘ Std

(3, 200, 1, 100, 200, 0.001) | 0.69 | 1.62
(2,200, 1, 20, 200, 0.001) | 0.65 | 1.71
(3, 200, 1, 200, 200, 0.001) | 0.64 | 1.83

(2, 200, 1, 20, 200, 0) 0.61 | 1.93
(3, 200, 1, 50, 200, 0.001) | 0.61 | 1.70

Despite using the best scoring model configurations, the
Qini curve exhibited a significant degree of randomness, no-
tably changing with each retraining and evaluation of the
model. This variability was likely due to the limited amount
of training data, which made the performance of the model
heavily dependent on the initial weight initialization of the
neural networks. Table 2 shows the mean, standard devia-
tion, and maximum AUC for each of the models applied to
the MIMIC-IV dataset. It can be observed the simpler mod-
els, the S- and T-learners, greatly outperform TARNet and
CFR in terms of mean area, but also exhibit a higher variance.

4.3 RCT Validation Experiments

The validation of the machine learning models was further
extended through the use of three randomized control trial
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global linear response, ITE = 0
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(e) Balanced treatment without confounding,
piecewise linear response, ITE = 0
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(f) Balanced treatment with measured con-
founding, ITE =0

Figure 2: Mean Squared Error of the estimators across the simulations averaged over 50 runs. The dashed line shows MSE on the train set,
the full line shows MSE on the test set, and the error bars show one standard deviation. The ATE for simulation 2 was too high to show on

the plot but can be found in the legend.

Table 2: The mean, standard deviation, and maximum AUC for each
model on the MIMIC-1V dataset (rounded to the nearest hundredth).

Model ‘ Mean ‘ Std ‘ Max

S-learner | 3.33 | 2.28 | 9.4l

T-learner | 3.26 | 2.05 | 10.02

TARNet | 0.31 | 1.78 | 5.75
CFR 0.69 | 1.62 | 5.28

(RCT) studies [4-6], having a combined total of 2299 indi-
vidual samples, with 549, 983, and 767 samples respectively.
The dataset compiled from these studies was balanced, with
49.4% of the individuals being assigned to high PEEP.

To maintain consistency with the previous experiments,
the same imputation method was applied to the MIMIC-IV
dataset to handle missing data within the RCT dataset. More-
over, the same set of confounders was employed to adjust for
potential biases in the analysis, with the exception of biliru-
bin and urea, which were not included in the feature set of
the RCT studies. Given the high variance observed in the
performance of the models and the constraint that the exper-

iment could only be conducted once, it was crucial to select
the most promising instantiation for each model. This selec-
tion process involved training and evaluating 200 instances of
each model and choosing the one with the highest AUC for
evaluation in the RCT experiments.

Drawing from the insights gained during the MIMIC-IV
experiments, it was expected that the S-learner and the T-
learner would significantly outperform TARNet and CFR in
terms of AUC. However, in RCT dataset experiments shown
in Table 3, the T-learner emerged with the highest mean
AUC, indicating its effectiveness in randomized treatment as-
signments. The S-learner showed reasonable performance,
though not as dominant as in the MIMIC-IV dataset. TAR-
Net displayed moderate performance, better than both the S-
learner and CFR, while CFR’s notably low mean AUC was
unexpected, highlighting that its balance regularization may
not be as beneficial in RCTs as in observational studies. All
models experience a high degree of variability, as shown by
the wide confidence intervals.

5 Discussion

5.1 Results from simulation experiments

For the simulation experiments, the consistent performance
of the S-learner, particularly in simulations without any treat-



Table 3: AUC with 95% confidence intervals for each model on the
RCT dataset (rounded to the nearest hundredth).

Model | Area | 95% CI

S-learner | 0.22 | [-2.31, 2.71]
T-learner | 0.58 | [-1.89, 2.97]
TARNet | 0.40 | [-2.16,2.91]

CFR 0.04 | [-2.40,2.43]

ment effect, suggests that it was able to effectively model the
ITE for the entire sample. This implies that in most scenar-
ios, the S-learner’s approach of training a single model on
all data, without differentiating between treatment groups, is
sufficient and effective, as expected [11]. The T-learner’s un-
derperformance compared with the other models in the un-
balanced simulation, as shown in Figure 2a, could be due to
its separate modeling of treatment and control groups. While
this approach is theoretically advantageous for capturing dif-
ferent treatment effects, it may suffer from data sparsity in
practice, particularly in unbalanced datasets where one group
has significantly fewer samples [11].

TARNet and CFR were outperformed by the S-learner
across all simulations, illustrated in Figure 2. They were also
surpassed by the T-learner in the simulations displayed in Fig-
ures 2b and 2f. However, they managed to achieve better re-
sults in the simulations shown in Figures 2a, 2c, 2d, and 2e,
likely because they combine the strengths of shared represen-
tation learning with treatment-specific modeling. This dual
approach allows them to leverage the entire dataset for learn-
ing a common representation while also capturing treatment-
specific nuances. However, it can be observed that while
TARNet and CFR are powerful and can adapt to multiple sce-
narios, their performance relies heavily on the availability of
sufficient data to learn from, which can be a limiting factor
in real-world scenarios where data may be scarce or expen-
sive to obtain. This data-hungry behavior can be most clearly
observed in the simulation shown in Figure 2f as the models
required between 7500 and 10000 samples to achieve a per-
formance comparable to the two metalearners. It is also worth
noting that TARNet and CFR have very similar scores across
all simulations, likely due to the small alpha value.

5.2 Results from MIMIC-IV experiments

In the context of the MIMIC-IV dataset, the TARNet and CFR
algorithms showed a significant difference in their mean AUC
scores (0.31 versus 0.69 - Table 2). TARNet’s mean AUC was
notably lower than CFR’s, suggesting that the balance regu-
larization term included in CFR might provide a significant
advantage in this unbalanced dataset. The standard deviation
and maximum AUC values indicated high variance in TAR-
Net’s performance. In contrast, CFR’s slightly lower stan-
dard deviation and maximum AUC suggested a more consis-
tent performance, albeit still with considerable variance. This
behavior likely resulted from the limited number of samples
available in the MIMIC-IV dataset. The simulations showed
that TARNet and CFR typically required a larger sample size

(between 7500 and 10000) to produce reliable results. Given
the constraints of the MIMIC-IV dataset, the two models ex-
hibited an over-reliance on the specific data splits and the ini-
tialization of the weights of the neural networks, leading to
inconsistent performance across different runs.

Furthermore, TARNet and CFR were originally designed
to work with continuous outcomes and mean squared error as
a loss function [13]. The shift to a binary outcome with bi-
nary cross-entropy loss in the MIMIC-IV dataset represents a
change in the conditions for which these algorithms were op-
timized. This mismatch between the theoretical background
of TARNet and CFR and the actual data scenario in MIMIC-
IV could result in unexpected behavior from these models.
Both these factors — the limited sample size and the discrep-
ancy between the design of the algorithms and the charac-
teristics of the dataset — could explain the observed results
during the experiments on the MIMIC-IV dataset.

Moreover, both TARNet and CFR were outperformed by
the S- and T-learners in terms of mean AUC. Table 2 shows
that the S-learner achieved the highest mean AUC, followed
closely by the T-learner. The high standard deviations for
both learners, similar to those of TARNet and CFR, indi-
cate that their performance also varies widely with differ-
ent data splits or weight initializations. However, the max-
imum AUC values of the S- and T-learners are almost twice
as high as those of TARNet and CFR. This suggests that they
can achieve excellent performance under certain conditions.
These results indicate that the metalearners would be more
suitable for predicting the more appropriate PEEP regime for
a patient’s survival outcome.

5.3 Results from RCT experiments

The results from the RCT dataset experiments present a more
nuanced picture, as seen in Table 3. The T-learner exhibited
the highest AUC, suggesting that when applied to RCT data,
its separate modeling of treatment and control groups may
offer an advantage. This could be due to the randomized na-
ture of treatment assignment in RCTs, which aligns well with
the T-learner’s assumption of independent treatment groups.
The S-learner, while not achieving the highest AUC, still per-
formed reasonably well, reinforcing its robustness across dif-
ferent types of datasets. Its performance, however, was not
as dominant as in the MIMIC-IV experiments, indicating that
the effectiveness of the S-learner may depend on the dataset
characteristics and the nature of the treatment effects.

The performance of TARNet, with the second-highest
AUC, suggests that it can capture complex relationships in
RCT data (Table 3). The extremely low AUC of CFR was
unexpected, as it had previously obtained a score better or
equal to TARNet on both the simulations and the MIMIC-IV
dataset. This result suggests that the balance regularization
term may not translate as effectively to RCT data, where treat-
ment assignment is already randomized and balanced. The
wide confidence intervals (CI) for TARNet and CFR indicate
substantial variance in their performance, which could be at-
tributed to the limited sample size available for training the
models. It is also worth noting that there is a significant over-
lap between the Cls of all four models, which may indicate
the possibility that the differences in performance among the



models may not be statistically significant.

5.4 Limitations

Reflecting on the research methodology, several limitations
may have resulted from the decisions that could have influ-
enced the outcome of the study. Firstly, the choice of im-
putation method, such as kNN, which assumes that similar
patients have similar data, could have affected the distribu-
tion of the imputed values and, thus, the performance of the
models. Different imputation strategies, like multiple impu-
tation or model-based approaches, might have led to different
conclusions about the effectiveness of the algorithms.

Secondly, the list of possible confounders from the features
of the MIMIC-IV dataset was constructed based on previous
studies [7,8,23] and empirical evidence. However, a more ex-
tensive analysis could reveal that another set of covariates en-
sures better results than the ones obtained during this project.

Thirdly, the choice of metrics and evaluation methods, es-
pecially the ones used for the MIMIC-IV and RCT datasets,
may not fully capture the complexity of decision-making in
ICU settings, where outcomes are multifaceted, and the cost
of different types of errors can vary substantially. Alterna-
tive metrics or a combination of several could provide a more
comprehensive evaluation.

Finally, the computational limitations encountered
throughout the project resulted in an inability to perform ex-
tensive hyperparameter tuning for each scenario. This could
have led to suboptimal configurations being used, especially
for the more complex TARNet and CFR models, potentially
affecting their performance. Future research could explore
alternative methodologies to validate the results and poten-
tially uncover new insights into the application of machine
learning in healthcare settings.

6 Responsible Research

Analyzing ethical implications is crucial in research that in-
tersects with healthcare, where the outcomes can directly af-
fect patient well-being. This study used machine learning
models to estimate ITE for mechanical ventilation in ICU
patients. While these models can potentially improve pa-
tient care by personalizing treatment strategies, they also raise
ethical concerns regarding fairness in treatment access. The
models are trained on historical data, which may reflect ex-
isting biases or disparities in healthcare practices. If unad-
dressed, these biases could be perpetuated by the models,
leading to unfairness in treatment recommendations. There-
fore, it is an ethical obligation to scrutinize the data for such
biases and to employ strategies that mitigate their impact be-
fore utilizing the methods in real-world scenarios, ensuring
that the models serve all patient groups equitably.
Furthermore, the reproducibility of research methods and
results is an important component of scientific integrity. In
this project, steps have been taken to ensure that the methods
employed are transparent and that the results can be indepen-
dently verified. The experiments conducted are straightfor-
ward to recreate, with the data preprocessing, model train-
ing, and evaluation procedures thoroughly documented. Ad-
ditionally, the source code has been made available in a public

repository [31], and the datasets used are publically accessi-
ble [17], enabling other researchers to replicate this study.

7 Conclusions and Future Work

This project investigated the efficacy of neural network-based
machine learning methods, specifically TARNet and CFR, in
personalizing treatment strategies within intensive care units.
The central research question of this study revolved around
the potential of these methods to determine the individualized
treatment effects of lower versus higher PEEP regimes on pa-
tient survival outcomes. The investigation was structured into
three experimental stages: controlled simulation experiments,
application to the real-world MIMIC-IV dataset, and valida-
tion through a randomized control trial dataset.

Simulation experiments were conducted to answer the first
sub-question of this paper. They served as a foundational
step, providing a controlled setting to rigorously test the mod-
els under diverse scenarios, assert their strengths and weak-
nesses, and construct expectations about their potential per-
formance in real-world settings. The S-learner stood out for
its consistently superior performance across all simulations.
On the other hand, the results of the T-learner were less im-
pressive, likely due to its separate modeling of treatment and
control groups, which can be problematic in datasets with
limited samples or unbalanced treatment. TARNet and CFR
had similar results and often scored between the S-learner and
the T-learner, benefiting from shared representation learning
combined with treatment-specific modeling. However, they
require a substantial amount of data to perform optimally.

The second sub-question was approached by analyzing
the results of the estimators when applied to the MIMIC-IV
dataset. It was noted the S-learner achieved the highest mean
AUC score, as expected, given the results observed during
the simulations. The T-learner also demonstrated robust per-
formance. In contrast, the performance of TARNet and CFR
was significantly lower. Moreover, TARNet’s mean AUC was
notably lower than that of CFR, implying that the balance
regularization term incorporated in CFR may offer a signif-
icant advantage in unbalanced real-world datasets. CFR’s
performance was more consistent than TARNet’s, although
both displayed considerable variability, likely due to the lim-
ited sample size in the MIMIC-IV dataset. The RCT dataset
provided an external benchmark, allowing for a comparative
evaluation of the performance of the models. The randomness
of the results, particularly for TARNet and CFR, highlighted
the critical role of selecting the best model initialization to
achieve reliable performance.

Recommendations for future research include evaluating
the estimators on datasets with an extended number of sam-
ples, which would be crucial in further validating the effec-
tiveness of the machine learning models. Moreover, explor-
ing different imputation methods and confounder selection
techniques could provide deeper insights into the models’
performance and applicability in various medical settings.
Additionally, employing a more comprehensive set of eval-
uation metrics could offer a more nuanced understanding of
the models’ decision-making processes and their implications
in healthcare. Finally, it would be interesting to research how



the performance of the models changes when evaluated on
real-world datasets with continuous outcomes instead of bi-
nary survival outcomes.
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A Simulation details

Table 4: Details of the setups of the simulation experiments; 32 4 in simulation 6 denotes beta distribution with parameters 2 and 4;

Sim. no. | d | e(X) | po(X) | p1(X) | Remarks

1 10 0.1 XT3+ 5I(X; > 0.5) o(X) + 8I(Xy > 0.1) B~ U([-5;5]%)

2 10 0.5 X", X P B, B2 ~ U([1:30]7)

3 10 0.5 T(X1)e(X2) —55(X1)s(X2) (z) = =re—ow

4 10 0.5 XTp 1o (X) B~ U([1;30]7)
XTB 5 ifzo<—04 BGi) ifk<i<l

5 10 0.5 XTBy_g if|x10] <04 pio(X) Bt = {o otherwise
XTBr_g ifxo>04 B~ U([-15;15]%)

6 10 | (14 Boa(X1)) 2X, -1 fo(X) -
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