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Abstract 
Interpreting and managing social interactions is vital for social well-
being, yet existing technologies fall short, particularly in group set-
tings. This research aims to develop advanced machine perception 
systems for Social Signal Processing to accurately model human 
social behavior. Our multi-modal generative model aims to inte-
grate multi-modal sensory data input data, contextual information 
and subjective observers’ narratives, utilizing them as complex in-
put to an adapted Large Language Model, and producing plausible 
narratives that refect various human perspectives. This human-
centered approach leverages both low-level cues and high-order 
events, ensuring adaptability to diverse observers and contexts. 
The model’s potential areas of application include cross-cultural 
interactions, social group integration, and professional meetings, 
enhancing social harmony and productivity. 
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1 Introduction 
The ability to interpret and manage social interactions is para-
mount to enhancing social well-being and harmony [3]. Despite 
the substantial time we spend engaging in face-to-face conversa-
tions, existing technologies fall short in aiding us to navigate these 
social encounters efectively [9]. This shortfall is particularly pro-
nounced in understanding and modeling social intentions during 
group conversations and social events [13, 36, 46], for which so-
cially intelligent systems need to be capable of interpreting human 
non-verbal social behaviour, even revealed through ambiguous, 
highly contextual, or subtle cues [29]. This challenge is addressed 
by Social Signal Processing (SSP) [8] research. 

The Human Oriented Machine Intelligence (HOMI) group, to 
which I belong, is dedicated to advancing the feld of SSP by devel-
oping sophisticated machine perception systems that can accurately 
interpret and model human social behavior [25, 35, 36, 41]. HOMI 
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proposes three key components of conversational dynamics in 
social interactions: modelling participants’ intention [25], group 
involvement [41], and conversational events [45]. 

2 Research direction 
Within the social intention modelling task, our research addresses 
the challenge of recognizing and modeling plausible human nar-
ratives about the intentions of individuals involved in group inter-
actions [13, 25, 35]. The goal is to develop a deep learning model 
capable of identifying social intentions [27, 40, 48], including those 
unrealized, based on multimodal cues at a fne-grained temporal 
scale, without requiring knowledge of the outcomes of these in-
tentions. This model should (1) be grounded in existing theories of 
intention [6, 33, 37], (2) refect the specifcity of human observations 
of social behavior [11, 17, 30] in both the ability to infer intentions 
from subtle cues [29], and taking subjective perspective while dis-
ambiguating these cues [14]. Moreover, we aim at (3) producing 
associated human-readable narratives about these intentions [10] 
and (4) making the model generalizable to novel social groups and 
contexts. 

2.1 Research question 
Following this research direction, we can formulate the overarching 
research question as follows: 

How can multi-modal sensory data and subjective narra-
tives be integrated to create a generative model that accu-
rately refects human social intentions and adapts to diverse 
observers and contexts? 

The crucial sub-questions that need to be addressed over the 
course of this research are: 

(1) What formalized knowledge structure can be developed to 
inform the annotation process and to which extent it refects 
intuitive background knowledge of humans? Can social in-
tentions be organized hierarchically in a form of taxonomy? 

(2) In what ways can human observers’ intuitive abilities to 
infer intentions from nuanced social cues be leveraged to 
enhance the accuracy and diversity of intention predictions? 

(a) Can existing models account for observer’s subjectivity 
with respect to these intentions in a consistent and ex-
plainable way 

(b) Which evaluation approaches can be used to compare 
human and generated narratives about intentions, maxi-
mizing the score for plausible, realistic, perspective-taking, 
consistent ones 

(3) In producing the associated narrative explanations, how can 
we bridge modality gap between generative language model 
and multi-modal input that includes sensory data, narrative 
embeddings and metadata about annotators? 
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(4) What methodologies can be employed to ensure adaptability 
to new categories of observers? 

2.2 Motivation 
The motivation for this research operates on several levels, each 
addressing a critical need in the realm of social interaction and 
technology. This work aims to model the subjectivity of social 
perception — a complex and nuanced aspect of human behavior 
that remains a signifcant challenge in computational approaches 
[11, 17, 32]. 

By developing generative models that integrate multimodal sen-
sory data [26] and subjective narratives [4], this research seeks to 
overcome the limitations of other approaches that often confate 
intentions with outcomes [21, 40]. While discriminative models ex-
cel at classifying and predicting based on given input-output pairs, 
they often fall short in scenarios where understanding, creativity, 
and context-sensitive interpretation are crucial — qualities that 
are particularly important in modeling social settings [5]. Social 
interactions are often ambiguous, with multiple potential interpre-
tations for a given action or statement [29]. By considering past 
events, environmental factors, and the fow of conversation, gen-
erative models can ofer more subtle and nuanced interpretations, 
provided in format that is comprehensible and interpretable for 
wider audience. 

Potential downstream applications include aiding cross-cultural 
interactions [39], supporting the integration of marginalized social 
groups [28], and moderating and assisting in professional meetings 
[19]. To address cross-cultural interactions, the model could be 
utilized for analyzing students’ behavior in schools with higher 
ethnic and cultural diversity [20], making use of perspective-taking 
to reveal discrepancies in interpretations of behaviors across this 
variety. To facilitate societal integration, the model could be de-
ployed to ease the communicative interactions of neurodivergent 
people in real time, in a form of a digital personal assistant [2]. 

3 Background and related work 

3.1 Theories of intention 
Intention, as a concept, has been explored across various disciplines, 
each providing a unique perspective on its formation and role in 
human behavior [6, 15, 44]. Here, we delve into key theories that 
have shaped our understanding of intention. 

According to the belief-desire theory [6, 37], intentions are 
formed through a combination of desires and beliefs, culminat-
ing in a choice that includes a commitment to action. The BDI 
model has been foundational in felds such as artifcial intelligence 
and cognitive science, where it serves as a framework for devel-
oping autonomous agents that simulate human decision-making 
processes [33]. Developing on the original theory, Bratman argues 
that intentions are formed as part of plans that an agent commits 
to for future conduct [6]. These plans serve a crucial role in coor-
dinating actions over time [7]. Intention, in this view, involves a 
belief in the feasibility of the plan and a commitment to executing 
it. 

3.2 Large Language Models in Social Psychology 
Research 

Recent advancements in Large Language Models (LLMs)[49] have 
signifcantly impacted social psychology research, providing new 
methodologies for analyzing and understanding human behavior 
and social interactions [50]. LLMs have been utilized to explore a 
variety of social psychology topics, including sentiment analysis 
[18], discourse analysis [12], and the modeling of intentions [27]. 
For instance, studies have used LLMs to analyze social media data 
[31], uncovering trends in public opinion and emotional responses 
to events. These models can process vast amounts of textual data, 
enabling researchers to extract patterns and insights about social 
behaviors at a scale previously unattainable. 

3.3 Large Language Models with Multi-Modal 
Inputs 

Recent advancements in vision-language pre-training (VLP) have 
provided several solutions to efectively combine LLMs with fea-
tures extracted from computer vision models. One foundational 
model in this area is CLIP, developed by OpenAI [34]. CLIP bridges 
the gap between vision and language by learning a joint embedding 
space for images and text, enabling zero-shot inference. 

ALIGN (A Large-scale Image-Language model) [22] scales up 
contrastive learning to hundreds of millions of image-text pairs, 
achieving state-of-the-art performance on various vision-language 
tasks. By using a simple dual-encoder architecture, ALIGN learns 
robust and generalized representations across diferent domains, 
signifcantly improving the zero-shot performance on downstream 
tasks. 

One of the primary challenges in using a frozen LLM is aligning 
visual features with the text space. To address this, Tsimpoukelli 
et al. [43] proposed Frozen, which fne-tunes an image encoder 
whose outputs are directly used as soft prompts for the LLM. This 
method allows the visual features to be interpreted within the text-
generative framework of the LLM. Alternatively, Flamingo by 
Alayrac et al. [1] introduces new cross-attention layers into the 
LLM to inject visual features. These new layers are pre-trained on 
billions of image-text pairs, ensuring a robust integration of visual 
data into the language model. 

Q-Former [24] is another innovative solution, acting as a light-
weight transformer with a set of learnable query vectors designed to 
extract the most useful visual features from a frozen image encoder. 
It functions as an "information bottleneck" [24], feeding the essen-
tial visual data to the LLM while fltering out irrelevant information. 
This approach reduces the complexity of vision-language alignment 
learning by feeding only the most useful information to the LLM. 
It shows zero-shot learning capacity, potentially facilitating the 
framing of tasks as meta-learning. 

4 Methodology 
Following our research direction, we design a formalized taxonomy 
[10, 47] of conversational intentions to guide the adaptation of our 
labeling framework [45] to compile a dataset of social intentions 
related to behaviors in complex conversational scenes. 

The model will integrate high-level features extracted from var-
ious sensory inputs [26, 42] such as video, movement data, and 
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low-frequency audio, forming a unifed representation of the objec-
tive data. To incorporate subjective perspectives, annotator narra-
tives will be converted into embeddings using pre-trained language 
models, and combined with metadata about the annotators. 

We will employ a meta-learning paradigm [35] to train a gen-
erative model that learns from both objective sensory data and 
subjective narratives. The model will be fne-tuned to generate 
plausible narratives for diferent settings and perspectives, ensur-
ing adaptability to new environments and diverse points of view. 

4.1 Operational Framework 
4.1.1 Plausible narratives. In this research, we defne a plausible 
narrative as a descriptive account that verbally articulates how the 
components of a social intention manifest in observable actions, 
infuenced by the individual’s or group’s context. 

4.1.2 Intention taxonomy. Our taxonomy of intentions is stratifed 
by diferent conversational stages, and inherently multi-dimensional, 
considering factors such as function, modality, means of conveying, 
spatial zones, and scope. On a high level, it consists of: 

• Pre-initiating Intentions involve joining the conversation 
either as an active participant or as an afliate of the conver-
sation [23], setting the stage for engagement. 

• Initiating Intentions include greeting and social rituals to 
initiate interaction according to social norms. 

• Maintaining Intentions, such as showing agreement or sup-
port to continue interaction. 

• Modifying Intentions that alter the course of the conversa-
tion: suggesting a topic shift or ending the current topic. 

• Ending Intentions include farewells and social rituals to leave, 
disengagement signals indicating a desire to end the conver-
sation. 

• Post-ending Intentions involve actions taken after the con-
versation has formally ended. 

4.2 Modelling approach 
Our modelling approach leverages both bottom-up and top-down 
paradigms to efectively capture and represent social intentions. By 
integrating low-level cues with high-order events or actions, we con-
dition data-driven modeling on high-order descriptions produced 
by annotators, referred to as “plausible narratives.” This approach 
introduces the subjectivity of observers into the model, ensuring 
that the resulting narratives are refective of human perspectives. 

4.2.1 Annotation Collection. We will collect annotations through 
two distinct experimental modes to capture both intuitive and struc-
tured perspectives on social intentions. 

In the frst experiment, annotators will be asked to describe the 
intentions of participants without any detailed instructions about 
the types of intentions or their typical cues. This approach relies 
on the annotators’ social intuition and natural interpretive skills 
to provide spontaneous and unstructured descriptions of observed 
behaviors. 

In the second experiment, annotators will be prompted with our 
taxonomy of intentions and instructed to identify and categorize 
the types of intentions described. This structured approach will 
leverage the detailed framework provided by the taxonomy to guide 

annotators in recognizing and labeling specifc intentions, ensuring 
consistency and alignment with the defned categories. 

Comparative analysis of the narratives generated in both modes 
will provide insights into the validity of our structured taxonomy 
in guiding human observers into more insightful understanding of 
social intentions 

4.3 Model Design 
4.3.1 Limitations of Zero-Shot LLM Inference. While zero-shot in-
ference with LLMs performs well in uninformed tasks [49], it is 
suboptimal for our goals [50]. These models lack access to temporal 
dynamics and sensory inputs, which are crucial for understanding 
social interactions. Additionally, LLMs have a limited ability to in-
corporate the background and subjective perspective of annotators. 
Although prompt engineering can help [38], it doesn’t address these 
core issues. 

4.3.2 Proposed Multi-Modal Generative Model. Our proposed model 
leverages diverse data modalities, including video, movement data 
(accelerometer and proximity), and low-frequency audio (intona-
tion and loudness) while preserving privacy by rendering words 
indistinguishable. Additionally, metadata about the events during 
which this data was collected is used. High-level NLP features such 
as frequency of topic changes, relative vectors of topic change, and 
sentiment analysis, which do not disclose specifc topics and words, 
further enrich the “objective” data. 

The “subjective” input comprises metadata about the observers, 
capturing the specifcation of their point of view (POV) [16]. This 
subjective input also includes raw descriptions of the conversational 
scene, which are agnostic to sensory context and annotator details 
but may be prompted with example narratives about intentions. 
These descriptions are converted into embeddings using LLMs and 
concatenated with the observer metadata. 

An important aspect of our model is the consideration of in-
volvement features, which are part of the subjective component. 
These features will be defned more concretely at a later stage, since 
involvement bears a subjective perception of its degree. 

4.3.3 Model Training Approach. The model will be trained in a 
meta-learning paradigm to produce subjective narratives for var-
ious settings (changes in “objective” data) and diferent points of 
view (changes in “subjective” data). The training process is outlined 
as follows: 

Feature extraction model: The frst step involves training an 
“objective model” for feature extraction from all multi-modal data. 
This model requires intention labels established by informed and 
qualifed annotators. The model is trained with a classifcation head 
to extract salient features relevant to social intentions. Once the 
model is trained, the classifcation head is removed at the transfer 
learning stage, retaining the pre-trained feature weights from the 
hidden layers. 

Integrating subjectivity and narratives: The next step in-
volves enriching the model with subjective data and narratives. 
This integration combines three vectors: pre-trained feature weights 
from the objective model, metadata about the annotators, and em-
beddings of the raw descriptions prompted with example narratives. 
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Scene video
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Predicted 
annotator’s 
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Figure 1: Proposed model architecture with "?" indicating the modality gap that we aim to overcome with Q-Former architecture 

These combined vectors are jointly input into the subsequent com-
ponent of the model, efectively merging objective and subjective 
data. 

Input to LLM: The combined data is then fed into an LLM 
confgured with frozen middle layers. The top layers of the LLM 
remain unfrozen to allow fne-tuning, enabling the model to adapt 
to new input and generate task-specifc outputs. This fnal stage 
predicts the subjective narrative based on the received annotator 
metadata. 

5 Remaining Work 
Along with the implementation of the feature extraction model, 
the key remaining research gap is bridging the modality gap and 
enhance the integration of multi-modal data in our generative 
model, we propose adapting the Q-former architecture, enhancing 
it with multi-modal integration. 

6 Research Contributions 
This research contributes to the feld of SSP and human-machine 
interaction by advancing our understanding of social intentions 
through multi-modal data integration and generative modeling. 
The theoretical framework being developed in this study will ofer 
a novel and comprehensive taxonomy of conversational intentions, 
providing a unifed description that benefts social science research. 
Our multi-modal generative model represents a sophisticated ap-
proach to automatically estimate social intentions. 
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