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A B S T R A C T

This paper addresses the challenges of deploying reinforcement learning (RL) models for traffic 
signal control (TSC) in real-world environments. Real-world training can prevent mismatches 
between simulation environments and the actual traffic conditions, thereby achieving better 
performance of agent upon deployment. However, free explorations by agents during real-world 
training can disrupt traffic operations. To mitigate this, this paper proposes a reference mecha-
nism to guide the decision-making process within the RL framework. A reference timing policy, 
typically a model-based signal strategy, is integrated into the learning process to provide agents 
with reference actions. Specifically, an additional Q-value function is introduced to evaluate both 
the agent’s actions and those of the reference policy, allowing for adjustments before the actions 
are executed in real traffic system. Numerical results indicate that the reference mechanism 
effectively enhances system performance early in the training process, thus accelerating learning. 
We also combine the reference RL method with a pretraining procedure and a jump-start algo-
rithm, respectively. Experimental results demonstrate their effectiveness in further enhancing 
system performance and facilitating real-world training.

1. Introduction

The traffic signal control problem (TSC) has been extensively studied due to its vital role in separating conflicting traffic flows and 
facilitating the efficient movement of vehicles through intersections. Given its widespread deployment, traffic signal controllers 
significantly impact traffic safety, efficiency and pollution levels. Solutions to TSC challenges generally fall into three categories: traffic 
theory-based, simulation-based, and data-driven methods [1]. Conventional traffic theory-based TSC methods typically formulate 
analytical models to develop signal plans based on simplified representations of traffic dynamics [2]. These approaches often rely on 
low-resolution data from traffic detectors, such as induction loops, ultrasonic and radar detection systems. While these methods are 
highly interpretable and trusted by jurisdictions, their effectiveness are significantly constrained by the low-resolution traffic data and 
the accuracy of the underlying models. In contrast, simulation-based TSC methods provide a more detailed representation of traffic 
dynamics by optimizing control strategies through feedback from traffic simulators [3].
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Reinforcement learning (RL)-based TSC methods fits in the third category. As a branch of machine learning (ML), RL has gained 
increasing attention across various scientific and engineering fields. Due to its model-free nature and ability to incorporate time into 
decision making process, RL offers advantages in automatic learning of optimal decisions over time, including the TSC optimizations. A 
RL-based TSC agent learns to optimize its timing policy by interacting with the traffic system to maximize the long-term return. 
However, the complexity of traffic system and its partially observable nature make this learning process challenging. Agents need 
extensive interactions with the environment before learning a satisfying policy, thus limiting the training process to simulated sce-
narios. Furthermore, the mismatch between simulation environments and real-world conditions can pose new challenges after 
deployment, as agents may encounter dynamics that were not adequately modeled during training. This highlights the need for real- 
world training of RL-based agents, including TSC agents, to enhance their practical applicability and performance. Our main con-
tributions are as follows:

(1) We propose a reference RL framework that incorporates a reference policy into the traditional RL framework, providing 
reference actions for the agent’s decision-making. This allows the traffic system to achieve reasonable performance early in the 
learning process, significantly improving sample efficiency compared to traditional RL methods that starts from scratch.

(2) An additional Q-value function is developed to evaluate both the agent’s actions and those of the reference policy, enabling 
informed adjustments to actions before they are executed.

(3) A pretraining procedure and the jump-start method [4] are integrated to the reference RL framework, respectively. It helps 
further promote the system performance during the early training process and facilitates the practice of real-world training.

(4) Simulation experiments demonstrate that different reference policies have varying effects on prompting the system perfor-
mance during the training process. A simple reference policy that allocates green time in proportion to the number of queuing 
vehicles on active lanes can also substantially promote the system performance and accelerate the training process.

(5) The proposed framework is not limited to TSC problems; it can be applied to other RL-based control problems. In such cases, the 
reference policy and RL attributes can be customized to meet specific control requirements.

2. Related works and motivations

This section reviews key studies to gain insights into the advancements of RL-based TSC methods. Additionally, we draw inspiration 
from other RL-based control domains for facilitating real-world training of TSC controllers.

2.1. Related works

Various innovative designs of RL-based signal controller have been proposed to address different challenges in TSC problems. Some 
focus on improving agent convergence performance [5], while others reduce model dimensionality to lower computational demands 
[6,7]. In view of the large-scale deployment of traffic signals in road networks, most of the researches designed the signal controller in a 
distributed way to overcome the scalability issue of models. These models often need to enhance the communication between agents to 
mitigate partial observability and improve agent convergence performance [8,9]. Additionally, some studies emphasize speeding up 
the learning process of agents [10,11]. Generalizability is also of high interest to researchers. It evaluates how the TSC model trained in 
a particular traffic scenario can adapt to a new scenario [12,13]. Besides, a considerable body of research addresses various domain- 
specific issues, such as pedestrian crossing [14,15], traffic safety [16,17], and priority control [18,19].

Most RL-based TSC methods, with few exceptions [10,11], adopt a cold-start training process, requiring agents to engage in 
extensive interactions with the simulated environment before achieving satisfactory policies. Limited attention has been given to 
techniques that promote real-world training of traffic signal controllers [10]. pretrain TSC agents in an offline way using experience 
data from an existing model-based controller, boosting initial online performance [11]. designed a cyclical dataset for offline training 
the TSC agent, avoiding online interactions with the real-world traffic system.

In other RL-based control domains, various techniques aim to guide and accelerate the learning process, offering valuable insights 
for the design of real-world TSC agents. one technique involves providing initial knowledge for agents to achieve improve agent’s early 
performance, thereby speeding up the training process. Prior knowledge can take the form of demonstration data, multi-task data, or 
other information sources. Resort to these external knowledges, better initialization of value functions [20–22] and of policy network 
[23,24], a fitness model of environment [25,26], exploration strategies [27], or state representations [28,29] can be obtained before 
online learning. Therefore, exhaustive interactions from scratch can be avoided and the learning process can be accelerated as well. In 
this case, a pretraining-adaptation paradigm is commonly adopted to allow agents to learn transferable skills during pretraining, which 
then facilitate adaptation to new tasks [30]. Learning from demonstrations (LfD) is a specific case of this paradigm, where demon-
stration data directly relates to the agent’s task. Depending on the quality of demonstration data, the model can be finetuned in 
“adaptation” stage. More detailed reviews of related studies can be found in [31,32].

Another technique focuses on constraining the agent’s exploration by modifying undesired actions to accelerate learning process 
and reduce safety risks. In many systems, unlimited exploration of agents is impractical due to efficiency or security concerns. To 
improve system performance and safety, agents may seek teacher advices or guidance from trusted models to modify actions or reshape 
reward signals to change the probability distribution of actions [33]. A “teacher” can be a human expert on the target task or a trusted 
method. When to provide guidance and what form of advice to provide, are key issues in teacher advising framework. Common 
advising mechanisms include uncertainty-based advising [34], novelty-based advising [35], early advising [36], fixed-frequency 
advising [4] and safety-based advising [37].
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While these studies have been demonstrated to effectively improve the initial performance, accelerate learning, or ensure the 
system safety, they present challenges. Pretraining require vast amounts of experience data, and its effectiveness can be quietly 
constrained by the quality of the experience data. Moreover, [31] points that bootstrap error in offline learning with actor-critic 
methods can result in obvious performance drop during fine-tuning. In teacher-involved methods, it is challenging to artificially 
find appropriate timings and forms of advices from the teacher.

2.2. Motivations

The motivations of this study are based on the following considerations.

(1) The necessity of training TSC agent in real-world environment. Most existing RL-based TSC models adopt a cold-start training on 
traffic simulators. Although simulators, like SUMO [38] and VISSIM [39], can offer virtual environments for agent training, the 
mismatch between simulated environment and real-world traffic system often raises concerns regarding the effectiveness of the 
control model upon deployment. Moreover, it is challenging to quantify the performance degradation resulting from this 
discrepancy before real-world deployment. Real-world training of TSC agents can effectively prevent the performance degra-
dation caused by environmental mismatches.

(2) Ensuring reliability of the real-world training. For safety–critical system like traffic system, agents learning from scratch may 
generate undesired signal plans that jeopardize system safety and stability, particularly in the early stages of learning. 
Therefore, efforts towards real-world training of signal controllers should prioritize two key aspects: maintaining acceptable 
system performance and achieving fast convergence to prevent severe traffic disruptions. The main insight that we leverage for 
real-world training of TSC agents is to introduce a trusted reference policy to guide the agent’s explorations, providing reference 
actions for the agent’s decision-making. This ensures that, even with limited exploration, the traffic system is able to maintain 
reasonable performance. Meanwhile, proposed reference mechanism helps achieve a rapid improvement of system 
performance.

(3) Minimizing the complexity of the reference mechanism. In real-world environments, frequent adjustments to the reference 
mechanism through experimentation are impractical due to the direct impact on system operations. Therefore, the reference 
mechanism should be simple, using minimal hyperparameters. To this end, the proposed method establishes a Q-value baseline 
for the agent’s decision-making, pruning poor actions with smaller Q values than the action generated by the reference model. 
The proposed method is referred to as “reference RL” in this study. The reference RL offers several advantages: ① Pretraining is 
not a prerequisite before engaging in online interaction, eliminating the necessity for an extensive dataset of offline experience 
from the reference policy. ② No advising mechanism design. All agent actions need to satisfy the Q-value constraint from the 
reference policy. ③ No artificially modification of reward signals. ④ Flexibility of the reference model: The reference model 
need not to be “optimal” but can be any trusted TSC model, simplifying its design and implementation.

3. Theoretical background

This section provides brief overview of RL and the Soft Actor-Critic (SAC) algorithm, a state-of-the-art RL method.

3.1. Reinforcement learning

There are two entities in the framework of reinforcement learning: the agent and the environment. The agent acts as the decision 
maker, improving its strategy (policy) by interacting with the environment. Everything external the agent is regarded as the envi-
ronment. Communications between the agent and its environment occurs through three channels [40]: observations (O), actions (A), 
and rewards (R). Rooted in Markov Decision Process (MDP), the learning process of RL can be represented as a tuple M =

〈S,O,A,P,R, γ〉. S is the state space, and observations O provide partial representations of the environment’s state. A represents actions 
taken by the agent, influencing state transition dynamics P := S × A→S directly. Reward R is the feedback the agent receives from 
environment after executing an action. γ is the discount factor that balances the immediate rewards with long-term gains. At each time 
step t, the agent observe the state st of system, decides the next action at based on its current policy π, and receives a reward rt+1 from 
the environment after performing at . databased on these interactions, the agent reinforces its behaviors in a positive or negative way, 
aiming to achieve the most accumulated reward over time.

A few terminologies helpful to formulate the RL framework are as follows: The return Gt is defined as the discounted sum of future 
rewards starting from time step t: 

Gt =
∑T

k=t+1

γk− t− 1rk (1) 

where T is the duration of each training episode. For convenience, the value of a specific state V(s) and the value of a specific state- 
action pair Q(s, a) are defined as the discounted sum of rewards received in following steps respectively. 

V(st) = E[Gt |st ] =
∑

at∈A
π(at |st)r(st , a)+E

[
∑T

i=t+1
γi− tr(si, ai)

]

(2) 

Y. Lu et al.                                                                                                                                                                                                              Information Sciences 689 (2025) 121485 

3 



Q(st , at) = E(Gt |(st , at)) = r(st , at)+ E

[
∑T

i=t+1
γi− tr(si, ai)

]

(3) 

π(at |st) in (2) is the probability of agent choosing action at at state st.

3.2. The Soft Actor-Critic algorithm

Value methods and policy methods are two main approaches to learn an optimal control policy. Q-learning, a widely used value- 
based method iterates over Q-values of state-action pairs Q(s, a) until convergence. The Q-values are updated using the Bellman 
equation [40]: 

Q(st , at)←(1 − ζ)Q(st , at)+ ζ
[

r + γ max
at+1∈A

Q(st+1, at+1)

]

(4) 

Where ζ is a factor balancing old and new Q-value estimates. Q is the target network of Q, which is a frozen recent model of Q. After 
deployment, the action for a given state is generated by a∗ = argmaxaQ∗(s,a). The Q-learning algorithm is commonly applied to control 
problems with discrete action space. However, TSC problems typically involves continuous action space, making policy-based methods 
more suitable. The Soft Actor-Critic (SAC) method employed in this paper is a leading policy-based approach. It optimizes the expected 
return while incorporating an entropy term of policy into the objective function to encourage exploration. Then the optimal policy can 
be formulated as 

π∗ = argmax
πσ

∑

t
E(st ,at )∼πσ [Qω(st , at) + αH(πσ(.|st))] (5) 

where σ denotes the parameters of policy π, πσ(.|st) represents the probability distribution of available actions at the visiting state st 
under the policy πσ , and H(πσ(.|st)) = − logπ(.|st) is the entropy of the policy πσ at the state st, and α is a temperature parameter to scale 
the entropy measure. The additional entropy term promotes the agent learning a more comprehensive policy and speeding up 
convergence. With the optimal policy π∗, the optimal action at time step t can be obtained by a forwarding process a∗

t =

argmaxaπσ∗ (a|st). Algorithm1 shows the SAC algorithm, which involves three learning functions: policy function, Q-value function and 
a function dynamically adjusting the temperature α. The SAC uses two Q-networks, parameterized by ω1 and ω2 to reduce over-
estimation bias in Q-value estimation.

Algorithm 1: Soft Actor-Critic

Input: σ,ω1,ω2 # Initial parameters
ω1←ω1,ω2←ω2# Initialize frozen Q-network weights
D←∅# Initialize an empty dataset
for each iteration do

for each environment step do
at ∼ πσ(at |st) # Sample action from the policy
st+1 ∼ P(st+1 |st , at) # Sample transition from the environment
D←D ∪ {(st , at ,R(st , at)), st+1} # Store the transition in the dataset

end for
for each gradient step do

ωi←ωi − λω∇ωi Lωi for i ∈ {1,2} # Update the Q function parameters
σ←σ − λσ∇σLσ # Update policy weights
α←α − λα∇αLα # Update temperature
ω i←τωi +(1 − τ)ω i for i ∈ {1, 2} # Update frozen Q-network weights

end for
Output σ,ω1,ω2

In Algorithm 1, the Lσ , Lω, and Lα are the loss function of training policy function, Q-value functions and the temperature factor 
parameterized by σ,ω and α, respectively. λσ , λω and λα are learning rate of parameters in policy function, Q function and temperature 
function. According to [41], we have 

Lσ = Est∼D
[
E(st ,at )∼πσ [αlogPσ(at |st) − Qω(st , at)]

]
, (6) 

Lω = E(st ,at )∼D

[
1
2
(
Qω(st , at) −

(
r(st , at) + γEst+1 [Vω(st+1)]

))2
]

(7) 

Lα = E(st ,at )∼πσ [ − αlogPσ(at |st) + H] (8) 

The Vω(st+1) in (7) is the soft state value, and can be calculated as: 

V(st) = E(st ,at )∼πσ [Qω(st , at) − αlogPσ(at |st)]. (9) 
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More details about the SAC algorithm and its theoretical foundations can be found in [41].

4. Reference RL based traffic signal control

This section first provides a detailed description of the reference RL, followed by its application to the TSC problem.

4.1. The reference RL

Compared with classic RL algorithms, the reference RL incorporates a reference policy πref to provide reference actions aref to assist 
the agent (πrl) during the training process, thereby quickly upgrading system performance early on. Fig. 1 illustrates the framework of 
the reference RL algorithm.

At each time step t, the agent observes the environment to obtain the state representation st, and generates an action distribution 
πrl(.|st) based on its current policy πrl. Simultaneously, the reference policy πref provides a reference action aref

t ←πref (st) based on the 
same state st . The Reference procedure presented in Fig. 1 requires the agent sample an action arl

t from the action distribution 
arl

t ∼ πrl(.|st). If the Q-value constraint in (10) is not met, a new arl
t should be sampled. 

Qθ
(
st , arl

t
)
⩾Qθ

(
st , aref

t
)

(10) 

Separate from the Q functions used in the SAC algorithm, the Qθ(.) is an additional value function that evaluates both the agent’s 
action and the reference action. A maximum number of resampling attempts η is set to prevent excessive resampling. If the constraint 
(10) can be satisfied within η attempts, the resampled action from the agent arl

t will be executed at = arl
t . Otherwise, the reference 

action will be adopted at = aref
t .

SAC algorithm presented in Section 2 is adopted to train the agent due to its stability and exploration efficiency in continuous action 
spaces. The SAC optimizes a stochastic policy by balancing expected return and entropy, encouraging exploration in complex envi-
ronments like traffic system. The parameters involved in the SAC (i.e. σ, ω, and α) are updated using gradient decent with loss functions 
(6)-(8). The Q-value function Qθ introduced in (10) is independent of the Q networks involved in the SAC algorithm. Based on multiple 
experimental comparisons, we found that adopting a separate Q network can achieve more stable performance improvements 
compared to utilizing the Q-value function Qω of SAC algorithm. Therefore, an independent Q network Qθ is employed to impose a Q- 
value constraint during action selection. The function Qθ is updated alongside the SAC algorithm, with the following loss function: 

Lθ = E(st ,at ,st+1 ,at+1)∼Dref

[
1
2
(Qθ(st , at) − (rt+1 + γQθ(st+1, at+1)))

2
]

(11) 

where Qθ is a frozen recent model of Qθ. It is worth noting that the samples in data buffer Drl and Dref are different shaped. In the SAC 
algorithm, the soft Q-value Qω is computed iteratively, where the policy is involved in to provide the probability distribution of actions 
as shown in (7) and (9). However, the Qθ is updated based on the experienced trajectory data. Therefore, only the actual executed 
actions both at and at+1 stored in the Dref are used to approximate the Q values. The online learning process of the reference RL al-

Fig. 1. The Framework of reference RL.
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gorithm is presented in Algorithm 2.
Algorithm 2: The online learning algorithm

Input and initialization:
θ1,θ2,θ1←θ1, θ2←θ2 # Initialize Qθ1 ,Qθ2 ,Qθ1

,Qθ2 
with random parameters

σ, α,ω1,ω2,ω1←ω1,ω2←ω2 # Initialize the parameters of the SAC algorithm
Dref ←∅,Drl←∅ # Initialize the database of reference policy and agent
λθ ,λσ , λω, λα,η# Initialize the learning rates and resample limits
For each episode do

For each environment step do
πrl(.|st)# Generate the action distribution based on the agents’ policy
aref

t ←πref (st)# Get reference action from the reference policy

at = REFERENCE
(

aref
t ,πrl(.|st)

)
# Execute the reference process

Dref ←Dref ∪ {(st− 1, at− 1, rt , st , at)} # Store the transition to Dref

Drl←Drl ∪ {(st− 1 , at− 1, rt , st)} # Store the transition to Drl

If TIME FOR TRAINING:
For each gradient step do

θ←θ − λθ∇θLθ for θ ∈ {θ1, θ2} # Update Qθ1 ,Qθ2 with data in Dref

ω←ω − λω∇ωLω for ω ∈ {ω1,ω2} # Update Qω1 ,Qω2 with data in Drl

σ←σ − λσ∇σLσ # Update the policy parameters with data in Drl

α←α − λα∇αLα# Update the temperature parameter with data in Drl

End for
θi←τθi +(1 − τ)θi for i ∈ {1, 2} # Update frozen weights Qθ1

,Qθ2

ωi←τωi +(1 − τ)ωi for i ∈ {1, 2} # Update frozen weights Qω1 ,Qω2

End for
End for
Output θ1,θ2,ω1,ω2,σ,α

The Lσ , Lω, Lα and Lθ can refer to (6), (7), (8) and (11) respectively. The REFERENCE procedure is as follow:

The REFERENCE process

Input: aref
t ,πrl(.|st),η

Initialize: i = 1,arl
t ∼ πrl(.|st)

While Qθ
(
st , arl

t
)
< Qθ

(
st , aref

t

)
and i ≤ η: # If Q value constraint is not satisfied

arl
t ∼ πrl(.|st) # Resample arl

t from the action distribution
i←i + 1

End While
If i > η: # If the Q value constraint cannot be satisfied after resampling η times

Output aref
t # Output aref

t as the next action
Else:

Output arl
t # Output arl

t as the next action

In the REFERENCE procedure, Two Q networks with different initialized parameters, denoted as θ1 and θ2 respectively, are adopted to 
obtain better estimation of Q values, i.e. Qθ(st ,at) =

(
Qθ1 (st ,at)+ Qθ2 (st ,at)

)
/2.

4.2. The reference RL based traffic signal controller

This section details the design of the reference RL-based TSC model, specifically its state representation, action set, and reward 
function for solving the TSC problem.

Fig. 2. The layout a classic four-leg intersection.
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4.2.1. The TSC problem
The core of TSC is to manage traffic flows by assigning right-of-way to different directions at an intersection, thereby preventing 

collisions and ensuring smooth traffic movement. Fig. 2 illustrates the layout of a classic four-leg intersection.
To help drivers anticipate signal changes, a fixed-sequence, four-phase signal scheme is adopted, consisting of: East-West through 

phase, East-West left turn phase, North-South through phase and North-South left turn phase. Within the RL framework, agents are 
tasked with observing the traffic state before the start of each phase and determining the green duration of the next phase. forgiven the 
continuous action space in TSC problems, SAC algorithm is adopted to train TSC agents.

This study aims to address the unsatisfactory system performance observed during the training process, which is primarily due to 
the immature signal control policies at the early stages of agent learning. This poses a challenge for real-world training of agents.

4.2.2. The design of the reference RL based TSC model
To accommodate traffic networks of varying scales, a distributed control framework is adopted, providing greater flexibility and 

adaptability. Each intersection in the road network is managed by an individual agent. From a practical traffic management 
perspective, the proposed TSC model relies on widely available traffic data that can be collected through inductive loops or camera- 
based techniques. In addition, the commonly-deployed fixed-sequence phase scheme is employed, where each phase allows specific 
traffic movements to enter the intersection simultaneously. The agent’s task is to adjust the green duration at the start of the phase. The 
goal of the TSC controller is to minimize the total vehicle delay in the road network by dynamically adjusting phase durations in real 
time.

Within the RL framework, the state representation, action set and reward function in TSC problems need to be defined 
appropriately.

(1) State representation

For each intersection, the traffic in both inbound and outbound lanes are considered. Let Lin be the set of all lanes leading to the 
intersection, representing future traffic demand of movements. Lout is the set of downstream lanes, traffic on which indicates remaining 
storage capacity. At each time step t, the agent collects the number of queuing vehicles ql

t(veh) and the waiting time wl
t of the leading 

car for each lane l in Lin ∪ Lout. In addition, the one-hot encoding of the next phase pi
t is included in the state representation st. Therefore, 

at time step t, the traffic state observed by the agent i can be represented as: 

si
t =

{
ql

t ,w
l
t , p

i
t

}
,∀l ∈ Li

in ∪ Li
out (12) 

The dimensionality of the state vector si
t depends on the number of incoming lanes |Li

in|, the number of outgoing lanes |Li
out | of the 

intersection i and the number of phases |pi|: |si| = |Li
in| + |Li

out | + |pi|.

(2) Action set

Three common methods of defining actions include: changing the order of phases while keeping the phase duration fixed, altering 
the phase duration while maintaining the phase order, and adjusting both the phase order and duration simultaneously. This study 
adopts the second way, enabling the agent to control the green duration of phases while maintaining a fixed-sequence phase switching. 
The phase duration encompasses green time, yellow change and red clearance intervals. The green time must remain within a defined 
range 

[
gmin, gmax

]
. Therefore, the action space is A =

[
gmin, gmax

]
and |A| = 1.

(3) Reward function

The goal of traffic signal control is to minimize the delay of vehicles in the road network. In this study, the reward function R is 
defined as the weighted sum of the cumulative delay D and the throughput V at the intersection. The cumulative delay and the 
throughput of the intersection at time step t is defined as follows: 

Dt =
∑t

k=t− 1

∑

l∈Lin

ql
k (13) 

Vt =
∑t

k=t− 1

∑

l∈Lin

vl
k (14) 

where ql
k is the number of queuing vehicles at lane l in the time step k. The vl

k is count of vehicles crossing the stop line in the kth second. 
It is worth noting that the seconds encompassed in the interval [t-1, t] varies depending on the phase duration generated at t-1 step, the 
yellow and all-red intervals. The positive throughput variable is introduced to prevent the agent from getting negative feedback all the 
time and reinforcing the policy in a negative way. At time step t, the reward returned to the agent is: 

rt = ∂(β1Dt + β2Vt), (15) 
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where β1, β2 are the weight factors of different parts in the reward function; ∂ is the regulation factor of reward.
We would like to clarify that the primary focus of this study does not lie in the design of communication mechanisms among agents. 

However, potential communications can be achieved expanding the dimension of state representation to encompass the state variables 
and action footprint of adjacent intersections [42]. Optimizing the reward signals of neighboring agents in conjunction with the reward 
of the ego agent can facilitate the realization of cooperative actions among agents [42,43]. Additionally, other studies have introduced 
the attention mechanism to enhance communication among agents [44]. More communication and cooperation strategies can refer to 
[45].

5. Extensions of the reference RL

The reference RL discussed in Section 4 starts with random initialized Q networks, which inevitably leads to inaccurate value 
estimation o of both the agent’s action and the reference actions at the beginning of training. This section presents two optional 
extensions of the reference RL method, aiming to enhance system performance of the initial few training episodes to ensure greater 
safety and efficiency in the real-world agent learning.

5.1. Pretraining with offline data

Pretraining with offline data can reduce the occurrence of poor timing plans resulting from inaccurate Q-value estimates. However, 
as noted by [31], actor-critic methods can hardly benefit from a well initialized Q network due to the bootstrap error. Therefore, rather 
than pretraining the Q-value functions contained in the SAC algorithm (Qω), the reference Q-value function (Qθ) is initialized using the 
parameters pretrained from offline dataset. This extension of reference RL is termed the “pretrained reference RL”, and its framework is 
presented in Fig. 3.

With offline data collected from either simulation environment or real-world system (if a trusted reference policy is provided), the 
reference Q-value function Qθ can be pretrained using the loss function (11).

5.2. Cooperate with the jump-start reinforcement learning algorithm (JSRL)

The JSRL algorithm, proposed by [4], gradually transfers control from a guide-policy to an exploration-policy (the policy of agent) 
during the training process. In the kth training episode, the guide policy controls the system for the first hg

k steps, leading the agent into 

Fig. 3. Framework of the pretrained reference RL.

Fig. 4. Framework of the reference RL with jump start.
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“good” states. The exploration policy then takes over the control, allowing the agent to interacts with the environment. As the 
exploration policy improves over time, the agent progressively takes control earlier and earlier. Incorporating the JSRL algorithm into 
the reference RL mitigates the impact of inaccurate reference Q-value function during early training episodes. This combined approach 
is referred to as “reference JSRL”, as shown in Fig. 4.

In the JSRL, a curriculum strategy is used to reduce the guide steps hg
k as training progressing. Intuitively, the JSRL starts with a 

large guide-step hg
1 = h at the first training episode, and then decrease the guide-step as the agent’s moving average performance 

improves over several episodes. However, manually determining the optimal horizon of the moving average is impractical in real- 
world training. A short period may result in the reference policy relinquishing control too soon, while a long period may hinder 
the agent’s learning due to limited control opportunities. To address this issue, we implemented a modified curriculum strategy to 
decrease the guide step gradually. Specifically, at the kth training episode, if the score of the episode surpasses the reference score, the 
guide step hg

k is reduced by a fixed number of seconds Δh in subsequent episodes until the agent fully takes control (hg
k = 0).

6. Numerical results

In real-world learning scenarios, maintaining a reasonable level of performance throughout the agent’s learning process is critical, 
especially in the early training stages when the agent’s policy is underdeveloped and prone t undesirable actions. This section presents 
numerical experiments designed to validate the advantage of the reference-RL in improving system performance during the agent’s 
learning process, particularly at the initial training stages. This section first describes the simulated traffic scenarios and several 
reference timing policies. Then, the reference-RL is evaluated and compared with the MA2C method [42] and the jump-start rein-
forcement learning (JSRL) reported in [4]. At last, two extension versions of the reference RL are examined and analyzed to assess their 
effectiveness in enhancing the system performance during the initial training stages.

6.1. Simulation settings

Numerical experiments were performed on the SUMO [38] platform. SUMO is one of the most frequently used, open-source traffic 
simulation packages, which provides the execution and evaluation of traffic simulations. Given considerations like traffic safety, ef-
ficiency, and other concerns expressed by the traffic management department, carrying out field experiments is a challenging task. 
Therefore, the SUMO platform serves as a proxy for real traffic system to test the performance of the reference RL in our experiment.

A corridor network with three signalized intersections and a real-world network with seven signalized intersections are constructed 
in the SUMO platform to evaluate the performance of algorithms.

6.1.1. The corridor network
The simulated corridor network is shown in the Fig. 5, where the west-east roads are considered as the main roads, while the north- 

east roads are designated as branch roads. The west-east roads feature dedicated lanes for each traffic movement, ensuring separate 
lanes for different directions of travel. The north–south roads have a shared turning lane for right turns and straight movements. The 
traffic demand data of different movements in intersections is provided in Appendix A.1.

At the start of each phase, the agent observes the traffic state and generates action at ∈ [ − 1,1], which would be linearly mapped to 
an integer value between the minimum gmin = 5s and the maximum gmax = 120s. Each simulation episode starts with an empty 
network, and lasts 3600 s.

Fig. 5. The corridor scenario.
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6.1.2. The real-world network
Fig. 6 illustrates the studied area of Yangzhou City, where signalized intersections are marked by ★ and other intersections are 

priority-controlled intersections. Most right-turn traffic travels through channelized lanes, making it exempt from signal control. The 
first horizontal road from north to south and the second vertical road from west to east are primary roads, while the remaining roads 
are minor arterials or collectors.

In this simulation, phase durations are constrained within the range of 5 s to 90 s. The traffic demand of the studied area is pre-
sented in Appendix A.2. Each training episode lasts 3600 s.

6.2. Reference policies and benchmarks

6.2.1. Reference policies
The reference RL can work with any reliable TSC methods. In this study, we don’t intend to make much effort to the design of 

reference signal control policy. While it is true that more sophisticated control strategies may provide better suggestions on agent’s 
decision makings, their implementation often require extensive fine-tuning in real-world practice to achieve optimal performance. In 
addition, the choice of a simple reference policy aligns with the prevailing practices in real-world traffic management systems. 
Therefore, we decide to adopt two well-known adaptive TSC models: adaptive-Webster’s controller [46] and cycle phase BackPressure 
controller [47], as well as a fixed-time signal plan.

Fig. 6. The real-world scenario.

Table 1 
The fixed signal plan of intersections.

Phases East-West through phase East-West left turn phase North-South through phase North-South left turn phase

The corridor network
Green duration(s) nt1 120 32 27 40

nt2 110 12 23 19
nt3 120 28 44 40

The real-world network
Green duration(s) nt1 26 27 13 30

nt3 45 19 13 19
nt4 28 5 7 5
nt5 30 9 14 19
nt7 14 19 14 27
nt9 19 34 11 13
nt11 17 23 9 23
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(1) The fixed-time policy. It is a static timing plan regardless of system state. The fixed signal plans for the corridor network and the 
real-world scenario are showed in Table 1, calculated using Webster’s formula. The yellow change and red clearance time 
between phases are set to 2 s and 3 s, respectively. Meanwhile, overlong phase durations are truncated within the green duration 
constraint, such as the East-West through phase in the corridor network.

(2) The adaptive Webster’s policy. The adaptive Webster’s policy estimates traffic volumes based on the traffic data collected over a 
recent interval W. Then, as reported in [48], the Webster’s method is employed to calculate the cycle length and phase durations 
for the subsequent duration of W. For algorithm details, please refer to [46].

(3) The cyclic phase BackPressure policy. The BackPressure method works by dynamically adjusting traffic signal timings based on 
“pressure” values of phases, which reflect the difference between incoming and outgoing traffic. The phase with the highest 
pressure is given the right of way during the next period. The cyclic phase BackPressure policy proposed in [47] addressed two 
weaknesses in the previous BackPressure method [49]. First, it ensures a predictable and safe signal sequence. Second, it 
addressed the challenge of estimating “turning fractions” of traffic at intersections, which is crucial for previous BackPressure 

Fig. 7. The training curves of algorithms in the corridor network. (a) The first 100 episodes; (b) The whole training process.
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method but is difficult to estimate accurately. However, since the cyclic phase BackPressure method only optimizes the green 
time splits of phases (please refer to [47]), a fixed cycle length of 120 s is adopted in our experiments.

6.2.2. Benchmarks and simulation settings
We compare the proposed Reference-RL method with other two state-of-the-art methods, i.e. Jump-Start Reinforcement Learning 

(JSRL) [4] and the multi-agent A2C (MA2C) [42]. The JSRL adopts a guide policy that progressively hands control to the RL agent, 
accelerating the early training process. The JSRL would adopt the same guide policies as the reference RL. The MA2C incorporates 
traffic information from neighboring intersections into its state representation and reward function. A spatial discount factor is 
adopted to scale down the reward signal of neighboring agents to make the agent focus more on local traffic. The MA2C promotes 
communication among agents, thereby improving the robustness and overall performance of the TSC model.

Additionally, detailed setting about the super-parameters and DNN network for the reference-RL, the JSRL and the MA2C are 
presented in Appendix B.

Fig. 8. The progress of evaluation indicators of the fixed-time reference RL. (a) The network throughput; (b) The network waiting time.
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6.3. Performance of the reference RL

Three reference policies are integrated with the reference RL: the fixed-time policy (fixed-time reference RL), the adaptive Web-
ster’s policy (adaptive Webster’s reference RL), and the BackPressure policy (BackPressure reference RL). These combinations allow 
evaluating and comparing the influence of different reference policies on the agent’s learning process. The method without the 
reference mechanism is referred to as “no-reference RL”.

6.3.1. Corridor network
Fig. 7 plots the scores of training episodes, providing insights into the progress of agent’s learning. The dashed lines in Fig. 7

represent the average scores of the three reference policies over 20 tests. Therefore, these dash lines are straight throughout the 
training process.

The Fig. 7 (a) shows that all three reference RL methods significantly outperform the no-reference RL method during the first 100 
episodes of training. The fixed- time reference RL rapidly achieves comparable performance to the fixed-time baseline after just a few 
training episodes. Compared with the fixed-time reference RL, the adaptive Webster’s reference RL and the BackPressure reference RL 

Fig. 9. The progress of evaluation indicators of the adaptive Webster’s reference RL. (a) The network throughput; (b) The network waiting time.
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provides even greater promotion on the initial learning performance of agents, but take longer to surpass their respective baselines. 
Among the three, the BackPressure reference RL exhibits the best performance boost. The results demonstrate that the reference RL 
approach can significantly enhance the learning performance of the agent during the early training stages. Different reference stra-
tegies promote the training process to varying extents. While a well-performing policy can achieve greater promotion of initial training 
performance, it takes more time for the agent to exceed the policy’s baseline performance.

The exploration of the state space by the agent in no-reference RL and fixed-time reference RL is presented in Appendix C, aiding in 
a more intuitive understanding of the reference mechanism.

Fig. 7 (b) exhibits the learning curves of agents over 5000 episodes. The plots reveal that the no reference RL converges after 
approximately 2500 training episodes. In contrast, it only takes 400 episodes (1000 episodes) for the BackPressure reference RL (the 
adaptive Webster’s reference RL and) to reach the convergence score of no reference RL. The fixed-time reference RL initially improves 
faster than the no-reference RL but eventually converges at a similar performance level. The adaptive Webster’s reference RL and the 
BackPressure reference RL achieve greater performance promotion at the initial stages and higher convergence scores than the no- 
reference RL.

We take the network throughput and the total waiting time as metrics to evaluate the performance of algorithms. Figs. 8-10 displays 

Fig. 10. The progress of evaluation indicators of the BackPressure reference RL. (a) The network throughput; (b) The network waiting time.
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Table 2 
Numerical results of algorithms in corridor scenario.

The first 20 episodes Convergence performance

Network throughput (veh) Total waiting time(s) Network throughput (veh) Totalwaiting time 
(s)

no-reference RL 2818 773,042 6610 506,415
MA2C 2639 788,592 4820 504,713
JSRL (with fixed-time plan) 5947 621,883 6387 512,055
fixed-time reference RL 5703 616,927 6640 500,778
JSRL (with adaptive Webster’s) 6486 579,972 6827 487,122
adaptive Webster’s reference RL 5664 561,540 6774 481,045
JSRL (with BackPressure) 6354 495,084 6689 498,760
BackPressure reference RL 5854 534,409 6810 480,138

Fig. 11. The training curves of algorithms in the real-world scenario. (a) The first 100 episodes; (b) The whole training process.
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the progress of throughput and total waiting time of the network during the training process. The JSRL employs the fixed-time policy, 
the adaptive Webster’s policy and the BackPressure policy as the agent’s guidance policy, respectively. Additionally, Table 2 presents 
the numerical results of evaluations.

According to the plots illustrated in Figs. 8-10 and the numerical data shown in Table 2, the no-reference RL and all three reference 
RL methods achieve higher network throughput and less vehicle waiting time than MA2C during the first 20 training episodes. 
Comparing with the MA2C, the fixed-time reference RL, the adaptive Webster’s reference RL and the BackPressure reference RL 
enhance the throughput by approximately 116.1 %, 114.6 % and 121.8 % and reduce the total waiting time by 21.8 %, 28.8 %, and 
32.2 %, respectively. However, as for the convergence performance, the MA2C develops control policy with less throughput and less 
waiting time than no-reference RL and fixed-time reference RL. The reason for this result may come down to the different design of 
reward functions. The MA2C approach incorporates the queuing length and the cumulative delay of the first vehicle into the instant 
reward, instead of the changes in network throughput. The adaptive Webster’s reference RL and the BackPressure reference RL surpass 
the performance of MA2C in both network throughput and vehicle waiting time.

The numerical data in Table 2 also indicate that all three reference RL perform slightly worse than their corresponding JSRL 
methods in the first 20 training episodes. However, after more training episodes, three reference RL approaches surpass their 

Fig. 12. The progress of evaluation indicators of the fixed-time reference RL in the real-world scenario. (a) The network throughput; (b) The 
network waiting time.
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corresponding JSRL methods. Specifically, the fixed-time reference RL reaches the performance of the JSRL (with fixed-time plan) at 
the 5th training episode, and surpass it after 200 training episodes. The adaptive Webster’s reference RL and the BackPressure 
reference RL perform equivalent to their corresponding JSRL methods within 20 training episodes. The adaptive Webster’s reference 
RL outperforms the JSRL (with adaptive Webster’s plan) after approximately 150 training episodes, while the BackPressure reference 
RL surpasses the performance of the JSRL (with BackPressure plan) after 3000 episodes. In addition, as illustrated in Figs. 8-10, due to 
the artificially designed learning curriculum, JSRL methods exhibit obvious periodic performance drops during the training process.

The comparative analysis between the reference RL methods and the MA2C model elucidates notable advancements in network 
throughput and reduction in vehicle waiting time during the initial training stages. Despite the reference RL methods initially lag 
behind their JSRL counterparts, they quickly surpass them after a short training period. Furthermore, the reference RL methods 
demonstrate superior convergence performance in both increasing the network throughput and reducing vehicle waiting time.

6.3.2. Real-world network
Due to its minor enhancement in the agent’s initial performance in the corridor scene, the MA2C method is excluded from the 

benchmarks in the subsequent real-world network experiments. Fig. 11 plots the training curves for algorithms in the real-world 

Fig. 13. The progress of evaluation indicators of the adaptive Webster’s reference RL in the real-world scenario. (a) The network throughput; (b) 
The network waiting time.
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Fig. 14. The progress of evaluation indicators of the BackPressure reference RL in the real-world scenario. (a) The network throughput; (b) The 
network waiting time.

Table 3 
Numerical results of algorithms in real-world scenario.

The first 20 episodes Convergence performance

Network throughput (veh) Total waiting time(s) Network throughput (veh) Totalwaiting time 
(s)

no-reference RL 11,200 2,441,501 13,382 1,029,273
JSRL (with fixed-time plan) 12,387 1,720,937 13,632 862,885
fixed-time reference RL 11,758 1,866,047 13,734 892,164
JSRL (with adaptive Webster’s) 13,117 1,310,974 13,818 860,698
adaptive Webster’s reference RL 12,036 1,798,859 13,812 860,615
JSRL (with BackPressure) 13,232 1,158,170 13,638 889,054
BackPressure reference RL 12,713 1,483,161 13,831 866,212
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scenario.
As depicted in Fig. 11 (a), all three reference RL algorithms demonstrate obvious enhancement in the initial learning performance 

of the agent. Consistent with the experiment results in the corridor scenario, the BackPressure reference RL achieves the highest initial 
performance. The adaptive Webster’s policy shows similar initial performance to the fixed-time policy. Viewing the entire training 
process presented in Fig. 11 (b), the fixed-time reference RL attains its baseline after 20 training episodes, improving training speed by 
97.7 % compared to the no-reference RL. Meanwhile, the adaptive Webster’s reference RL surpasses its baseline performance after 400 
training episodes, showcasing a speed enhancement of around 60 % over the no-reference RL. Meanwhile, the BackPressure reference 
RL achieves its baseline performance after about 1000 training episodes, demonstrating a 50 % acceleration compared to the no- 
reference RL. Regarding convergence performance, all three reference RL algorithms exhibit higher scores than the no-reference RL.

Figs. 12-14 present the progress of throughput and total waiting time for the real-world network during the training process. As 
depicted in Figs. 12-14, all reference RL algorithms outperform their corresponding JSRL algorithms after approximately 20 training 
episodes, and continue to exhibit superior performance during the subsequent training process. Table 3 presents the average results of 
evaluation metrics during the first 20 training episodes and their convergence values. While JSRL methods initially perform better due 
to their curriculum design, the reference RL methods outperform them after about 20 training episodes. The superiority of JSRL 

Fig. 15. The learning curves of pretrained fixed-time reference RL. (a) The score progress during training process; (b) The network throughput in 
the first 10 episodes; (c) The network total waiting time in the first 10 episodes.

Y. Lu et al.                                                                                                                                                                                                              Information Sciences 689 (2025) 121485 

19 



algorithms in the early training is attributed to the curriculum design, where nearly all decisions during the first 20 training episodes 
are made by the guide policy. As control is gradually transferred to the agent, the performance of the JSRL algorithms initially de-
teriorates and then gradually improve. In terms of convergence performance, the reference RL algorithms achieve comparable network 
throughput and total waiting time to the JSRL algorithms.

In summary, the proposed reference RL algorithms demonstrate superior performance over their corresponding JSRL algorithms in 
the real-world network scenario. While JSRL algorithms initially excel due to their curriculum design, the reference RL algorithms 
surpass them after approximately 20 training episodes. Despite minor differences in early performance, both sets of algorithms achieve 
comparable convergence in network throughput and total waiting time.

6.4. Performance of the reference RL extensions

6.4.1. The pretrained reference RL
With the pretrained Q-value network (Qθ), the reference mechanism is able to provide more accurate value estimation early in 

training process. The Figs. 15-17 plot the learning curves of evaluated methods. In addition, Table 4 provides detailed numerical 

Fig. 16. The learning curves of pretrained adaptive Webster’s reference RL. (a) The score progress during training process; (b)The network 
throughput during the first 10 episodes; (c) The network total waiting time during the first 10 episodes.
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results of the first 10 episodes, facilitating an assessment of the performance boost of the pretraining procedure on the initial training 
episodes.

As shown in Fig. 15, the fixed-time reference RL benefits little from the pretraining process. This may come down to the significant 

Fig. 17. The learning curves of pretrained BackPressure reference RL. (a) The score progress during training process; (b)The network throughput 
during the first 10 episodes; (c) The network total waiting time during the first 10 episodes.

Table 4 
Performance of the reference RL methods and the pretrained reference RL methods during first 10 episodes.

fixed-time 
reference RL

pretrained fixed- 
time reference RL

Adaptive 
Webster’s 
reference RL

pretrained adaptive 
Webster’s reference RL

BackPressure 
reference RL

pretrained 
BackPressure reference 
RL

Network 
throughput 
(veh)

5484 5548 5432 6156 5576 6721

Total waiting 
time(s)

625,743 654,810 572,060 554,830 550,231 501,126
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shift of action distribution between the pretraining and online training process, as only one signal plan is executed during pretraining. 
Based on the plots in Figs. 15-17, the pretraining procedure effectively enhance the initial learning performance of the adaptive 
Webster’s reference RL (a 13.3 % increase in network throughput and 3 % reduction in vehicle waiting time) and the BachPressure 
reference RL (a 20.5 % rise in network throughput and an 8.9 % drop in vehicle waiting time). Additionally, pretraining the Q networks 
before the online training process does not appear to impact the convergence performance of the agent.

The results reveal that the pretraining procedure effectively improves system performance at the beginning of training process 
when adopting the adaptive Webster’s policy and the BackPressure policy as the agent’s reference strategy. Therefore, it is recom-
mended to incorporate an offline pretraining procedure before real-world training, provided the experience data of the reference 
policy is available or can be easily collected.

6.4.2. The reference JSRL
The reference JSRL leverages the jump-start concept in [4] to the reference-RL framework, aimed at alleviating the inaccurate Q- 

value evaluations at the early training episodes. Figs. 18-20 depict the learning curves for the reference JSRL methods and their system 
performance during the first 10 training episodes. Table 5 lists the corresponding numerical results during first 10 training episodes.

Fig. 18. The learning curves of fixed-reference JSRL. (a) The score progress during training process; (b) The network throughput during the first 10 
episodes; (c) The network total waiting time during the first 10 episodes.
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The results in Figs. 18-20 demonstrate that the integration of the reference RL method with the jump-start algorithm yields a 
notable enhancement in system performance during the early training episodes. Specifically, the fixed-time reference JSRL attains an 
8.5 % augmentation in network throughput, and concurrently maintains a vehicle waiting time comparable to that of the fixed-time 
reference RL approach. The adaptive Webster’s reference JSRL exhibits a notable 23.9 % increase in network throughput, coupled with 
a marginal 2.1 % reduction in total waiting time. The BackPressure reference JSRL approach demonstrates a substantial 17.1 % 
enhancement in network throughput, alongside a significant reduction of 12.7 % in total waiting time. Meanwhile, the incorporation 
of the Jump-start concept does not appear to adversely impact convergence performance. Consequently, the integration of the jump- 
start concept enables the reference RL to maintain a comparable level of performance to its reference policy within the first few 
training episodes. This is achieved without compromising the learning speed and convergence performance of the agent.

7. Conclusions and future work

Towards training agents in real-world traffic system, the reference RL algorithm is proposed in this paper to improve the system 
performance during the agent training process, particularly at the early stage of training. By resampling the agent’s actions to satisfy 

Fig. 19. The learning curves of adaptive Webster’s reference JSRL. (a) The score progress during training process; (b) The network throughput 
during the first 10 episodes; (c) The network total waiting time during the first 10 episodes.
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the Q-value constraints set by the reference policy, the reference RL algorithm accelerates the agent’s learning to quickly reach a 
performance level comparable to its reference policy, thereby speeding up the training process. To further boost the initial learning 
performance of agent, the pretraining procedure and the jump-start algorithm are combined with the reference RL, respectively. 
Simulation experiments in both corridor and real-world scenarios demonstrate the superiority of the reference RL, especially in the 

Fig. 20. The learning curves of BackPressure reference JSRL. (a) The score progress during training process; (b) The network throughput during the 
first 10 episodes; (c)The network total waiting time during the first 10 episodes.

Table 5 
Performance of the reference JSRL methods during first 10 episodes.

fixed-time 
reference RL

fixed-time 
reference JSRL

adaptive Webster’s 
reference RL

adaptive Webster’s 
reference JSRL

BackPressure 
reference RL

BackPressure 
reference JSRL

Network 
throughput 
(veh)

5484 5948 5432 6729 5576 6527

Total waiting time 
(s)

625,743 624,552 572,060 560,121 550,231 483,763
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initial training stages. Meanwhile, the experiment results suggest that the reference mechanism does not hinder the agent’s ability to 
develop advanced TSC strategies. In addition, the pretraining process can further boost the performance of the reference RL in the first 
few training episodes. Similarly, the jump-start algorithm helps the reference RL method quickly achieve a performance level similar to 
its reference policy early in training, without negatively affecting the agent’s learning speed and convergence performance.

Several important steps remain for the real-world deployment of the proposed reference RL. Key areas for further investigation 
include testing scalability in larger and more complex traffic networks, assessing robustness under various traffic environmental 
conditions, and designing effective communication and cooperation channels between TSC agents. Additionally, this paper focuses on 
the TSC problem, the border applicability and efficacy of reference RL to other domains necessitate further validation through 
additional experiments and evaluations. Additional research across various fields is essential to fully understand the potential and 
limitations of the reference RL in diverse real-world scenarios.
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Appendix 

A. The traffic demand loaded in simulation scenarios

A.1. The corridor network
The intersections in the corridor are labeled as nt1, nt2 and nt3, with the peripheral nodes on the west-east roads designated as “nt0″ 

and ”nt4″ respectively. The six peripheral nodes of the branch roads are denoted with “np” prefixes. Vehicles enter the network with 
predetermined origin–destination (OD) pairs. In the simulated network, a total of 80 routes are designed, consisting of 40 pairs and 
their reverse counterparts. The actual routes for vehicles are automatically calculated to select the fastest route when vehicles enter the 
network. The total traffic volume of movements during a complete simulation episode are illustrated as in Fig. A1. 
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Fig. A1. Traffic demand of intersections.

As shown in Fig. A1, traffic on the west-east roads is much heavier than on the north-east branches. This aligns with typical traffic 
conditions where the west-east road serves as the primary artery. It is worth noting that the traffic demand is not evenly loaded 
throughout the episode, but includes obvious peaks to simulate the traffic rushes.

The traffic demand is set at three levels based on OD pair types: fnt− nt = 400(veh/h), fnt− np = 200(veh/h) and fnp− np = 200(veh/h). 
Additionally, in order to simulate traffic rushes, the entry time of vehicles into the network exhibits two distinct peaks. Fig. A2 il-
lustrates the demand dynamics, represented by the ratio of the actual loaded vehicles to peak demand. In Fig. A2, F1 and F2 displays the 
demand loading dynamics for 40 routes in opposite directions. 

Fig. A2. The fluctuation of traffic demand.

A.2. The traffic demand of the real-world network
The traffic volumes at intersections in the real-world network are shown in the Fig. A3. Similar to the corridor network, vehicles 

enter the network with predetermined OD road segments, and their actual routes are automatically calculated based on the fastest 
available path when vehicles entering the network.  
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Fig. A3. The traffic demand of real-world network.

In addition, as with the corridor scenario, traffic rushes are simulated in real traffic environment (refer to the Fig. A2).

B. The hyperparameters and DNN settings of the reference-RL

Table B1 lists the hyperparameters and the DNN settings for the reference RL method, the JSRL and the MA2C. Since JSRL also 
employs the SAC algorithm for policy optimization, it shares similar hyperparameter settings with the reference RL.

Table B1 
The hyperparameters settings.

Hyper-parameters of reference-RL and JSRL Value

DNN optimizer Adam
DNN initializer Xavier
Learning rate (λσ ,λω, λα ,λθ) 0.0001
Discount (γ) 0.9
Replay buffer size (Drl,Dref ) 2.105

Hidden units per layer in value functions (Qω,Qθ) [64, 96, 64, 32, 16, 8, 4, 1]
Hidden units per layer in actor network [64, 96, 64, 32, 16, 8, 4, 2]
Number of samples per minibatch 16
Entropy target (H) − 1
Nonlinearity elu
Smoothing coefficient (τ) 0.005
Update interval 3
Updates per learning session 3
Gradient clipping norm 5
Maximum resample times (η) 10
Number of training episodes 5000
Duration of each episode 3600 s
Weights in the reward function (β1 ,β2) − 0.01, 1
Regulation factor (∂) 0.001
Hyperparameters of MA2C 
Batch size 60
Learning rate for actor and critic 5e-4
Reward discount rate 0.99
Control interval 5 s
Yellow duration 2 s
Episode horizon 3600 s
Weight coefficient of reward function (− 1, − 0.2)

C. The state space exploration of the reference-RL

Digging deeper into the early training stages, Fig. C1 illustrates the agent’s explorations in the state space in no-reference RL and 
the fixed-time reference RL during the first 10,000 learning updates. 
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Fig. C1. The exploration of agent in state space. (a) Agent explores without reference mechanism; (b) Agent explores with fixed-time refer-
ence policy.

The Fig. C1 illustrates the state space exploration of the agent controlling intersection nt2, as shown in Fig. 1 of Section 4.1. The 
horizontal axis represents the total number of queuing vehicles in both incoming and outgoing lanes of the intersection nt2, while the 
vertical axis indicates the total waiting time of vehicles. The “density” in the color bar reflects the number of data points in a specific 
range of values, corresponding to the color in the bar. The experimental findings align with our expectations. The agent learning 
without a reference policy explores a border state space, often encountering states with long queues and extended waiting times. In 
contrast, the fixed-time reference RL guide the agent toward more favorable state spaces early on, while still allow it to develop 
proficient control strategies.

Thus, the reference policy can guide the agent away from undesired state spaces, without compromising its ability to learn high- 
performance control strategies.
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