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ABSTRACT
In radiological practice, multi-sequence MRI is routinely
acquired to characterize anatomy and tissue. However,
due to the heterogeneity of imaging protocols and contra-
indications to contrast agents, some MRI sequences, e.g.
contrast-enhanced T1-weighted image (T1ce), may not be ac-
quired. This creates difficulties for large-scale clinical studies
for which heterogeneous datasets are aggregated. Modern
deep learning techniques have demonstrated the capability
of synthesizing missing sequences from existing sequences,
through learning from an extensive multi-sequence MRI
dataset. In this paper, we propose a novel MR image transla-
tion solution based on local implicit neural representations.
We split the available MRI sequences into local patches and
assign to each patch a local multi-layer perceptron (MLP)
that represents a patch in the T1ce. The parameters of these
local MLPs are generated by a hypernetwork based on image
features. Experimental results and ablation studies on the
BraTS challenge dataset showed that the local MLPs are crit-
ical for recovering fine image and tumor details, as they allow
for local specialization that is highly important for accurate
image translation. Compared to a classical pix2pix model,
the proposed method demonstrated visual improvement and
significantly improved quantitative scores (MSE 0.86× 10−3

vs. 1.02× 10−3 and SSIM 94.9 vs 94.3).

Index Terms— implicit neural representation, MR image
translation, generative adversarial network, hypernetwork

1. INTRODUCTION

Magnetic resonance imaging (MRI) is one of the most im-
portant image modalities in clinical radiology because of its
excellent soft tissue contrast and versatility. One distinguish-
ing advantage of MRI is the availability of various sequences
that provide complementary information to help clinicians
characterize the anatomy in a comprehensive way. Recent
research on MRI-based regression and segmentation also
demonstrated the value of multi-sequence MRI in machine
learning studies [1]. However, due to the heterogeneity of
imaging protocols and contra-indications of contrast agents,

some MRI sequences are not always acquired, especially
those requiring contrast administration. This may influence
the usability of machine learning models originally trained
on multi-sequence MRI.

A number of methods have been developed to address
this missing sequence problem [2]. The basic idea of ear-
lier attempts is to build a common latent space shared by
all modalities such as Hetero-Modal Image Segmentation
(HeMIS) [3]. Such methods tend to focus on specific tasks
like regression or segmentation and offer accurate results
without explicitly generating the missing images, which
however damages the reliability and interpretability of the
improvement achieved. Nowadays, generative adversarial
networks (GANs) are commonly used to directly synthesize
missing modalities or MRI sequences from existing images.
For instance, Sharma [4] proposed a Multi-Modal Generative
Adversarial Network (MM-GAN) which accepts arbitrary
MRI sequences as input to generate missing sequences. In
spite of the promising results these studies have shown, the
synthesis of new information is still less than satisfactory,
especially when synthesizing enhanced lesion regions from
non-enhanced images [2].

To address these limitations, we introduce implicit neural
representations (INRs) as the generator in a GAN framework
for multi-sequence MRI translation [5]. INRs is a multi-layer
perceptron (MLP) that takes as input a continuous coordinate
and provides an estimation of a quantity at that point as out-
put. In addition, we propose to encode prior knowledge from
the dataset using a hypernetwork which can enhance general-
ization and performance [6]. The main contributions of this
work are as follows: 1) We propose a GAN-based model us-
ing INRs as generator which includes meta-learning and lo-
cally specific MLPs to synthesize a T1ce from a T2-weighted
image (T2), T1-weighted image (T1) and Fluid attenuation
inversion recovery (Flair); 2) We show that our method im-
proves translation performance in the BraTS challenge dataset
both qualitatively and quantitatively compared to a traditional
GAN which uses a U-Net shaped generator; 3) We design an
ablation study and further demonstrate the role of the locally
specific MLPs for MRI translation.
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Fig. 1: Illustration of our method. The input image and encoded coordinates are split into patches.M ×N MLPs, which use the
output of a hypernetwork as weights, are assigned to each image patch and output a corresponding patch in the target domain.
During training, we use a patch discriminator for adversarial learning to improve translation quality.

2. METHODS

2.1. Generative adversarial network

For simplicity, we formulate our method with single input
and single-output, but our method can be extended to a multi-
input setting by concatenating multiple sequences as a multi-
channel input. The goal is to learn a non-linear mapping be-
tween two image domains. Given a set of paired images: T2
(domain S) and T1ce (domain T ), we aim to learn the map-
ping G : s → t, with s ∈ S and t ∈ T . GAN-based models
like pix2pix [7][8] are widely used for this:

LGAN(G,D) = Es,t[logD(s, t)]

+ Es,t log(1−D(s,G(s, z))),
(1)

where G is the generator, D is the discriminator, and z is the
latent code which is usually sampled from a prior Gaussian
distribution. In a pix2pix model, a U-Net is used as a gen-
erator, often with a patch discriminator (PatchGAN) [7]. In
the following sections, we introduce the main idea of implicit
neural representations and how this technique can be applied
to GAN-based multi-sequence MRI translation.

2.2. Implicit neural representations

Recent research on INRs has shown that complex real-world
signals can be represented as a continuous function by a fully
connected network [9]. In our case, we use an MLP to rep-
resent the intensity values of a T1ce. The MLP can be con-
ditioned, such that the function that it represents depends on
other information. Here, we condition the MLP on the source
image intensity at its input coordinate. Then for each pixel,
the image translation mapping function G can be cast into
a pixel-wise mapping as follows: G(x, sx) = t

′

x, where

x = (x, y) ∈ R2 is the 2D coordinate, sx ∈ R is the pixel
value in the input image and t

′

x ∈ R is the pixel value in the
output image. In addition, we introduce a latent code z which
encodes prior knowledge which is not present in the input im-
age, e.g. contrast-enhanced information of the tumor. To do
this, we use a convolutional neural network H as a hyper-
network with trainable parameters θ which takes the source
image s as input, to output the weights used by the MLP. As
a result, the mapping function will be conditioned on every
different input instance:

G(x, sx; zθ(s)) = t
′

x. (2)

The overall pipeline is shown in Fig. 1.

2.3. Locally specific MLPs

To achieve a focused local representation, we adopt the idea
of multiple locally specific MLPs from ASAP-Net [10], in-
stead of using a single MLP to represent the entire image.
As shown in Fig. 1, the input image and coordinates are split
into M × N patches and each patch is assigned an unique
MLP. The hypernetwork H downsamples the input image to
the same resolution and outputs weights used by these MLPs.
This enables these MLPs to be conditioned on the whole input
image while still being able to encapsulate unique information
from the local region.

Since an MLP with ReLU activation functions that di-
rectly operates on Cartesian coordinates has limited represen-
tation power due to a spectral bias, we employ a positional
encoding γ : R2 → RM to map the coordinates into a
higher dimensional space [9]. Unlike ASAP-net, in which
coordinates have the same positional encoding in each patch,
we first globally normalize the coordinates into [0, 1], and
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Fig. 2: The influence of choices of M × N . Whole brain
MRI are shown in the top row and corresponding zoomed-in
results are shown in the bottom row.

then apply sinusoids to each of the two normalized coor-
dinates separately: γ(x) = [sin(20πx), cos(20πx), . . . ,
sin(2i−1πx), cos(2i−1πx)], with i being the frequency pa-
rameter dependant on the task. This provides the network
with the ability to fit high-frequency signals, while also giv-
ing every position in the image a unique representation.

2.4. Objective

In addition to implicit neural representation, we employ an
adversarial learning strategy to further improve the quality
of the synthesized image [7]. The hypernetwork and MLPs
are jointly optimized using the GAN loss (1). For an image
translation task, the output of the generator should be as close
as possible to the target image. We use the ℓ1 loss as the
reconstruction loss, which can produce sharper results com-
pared to mean squared error (MSE): Lrec(G) = ∥t′ − t∥1 =
∥G(s; zθ(s))− t∥1. The final objective function is then:

θ = argmin
θ

max
D

LGAN(G,D) + λrecLrec(G). (3)

For more stable training and faster convergence, we add
Gaussian noise to the real and fake images before we pass
them to the discriminator [11].

3. EXPERIMENTS AND RESULTS

3.1. Dataset

We evaluated our methods on the BraTS2018 challenge
dataset [12], which provides co-registered MRI sequences
at 1 mm3 isotropic resolution. Each patient has four se-
quences: T1, T2, T1ce, and Flair. We randomly selected
296 patients for training and 76 patients for testing. Before
training, all image intensities are normalized to [-1,1] and
non-zero cropping is performed to reduce the size of images.

3.2. Experiments

In our experiment, we synthesize T1ce using two input set-
tings: single-input (T2) and multi-input (T1, T2, Flair). We
compare the performance of our method with pix2pix [7],

Table 1: Quantitative T1ce translation results comparing
pix2pix with our methods. ∗ indicates significant difference
(p < .001) compared to pix2pix using the same inputs.

methods M ×N MSE (×10−3) ↓ SSIM ↑ PSNR ↑
pix2pix (m=1) 1.02± 1.25 94.3± 1.3 30.98± 2.58
ours (m=1) 1× 1 1.63± 1.42∗ 93.2± 1.5∗ 28.76± 2.50∗

ours (m=1) 10× 8 1.05± 1.18 94.4± 1.3 30.80± 2.51
ours (m=1) 20× 16 0.92± 1.20∗ 94.9± 1.2∗ 31.55± 2.71∗

ours (m=1) 40× 32 0.90± 1.11∗ 94.9± 1.2∗ 31.61± 2.79∗

ours (m=1) 80× 64 0.86± 0.91∗ 94.9± 1.2∗ 31.82± 2.82∗

pix2pix (m=3) 0.77± 0.88 95.1± 1.1 32.32± 2.85
ours (m=3) 40× 32 0.74± 1.01∗ 95.6± 1.2∗ 32.76± 3.15∗

with the only difference being the generator. The discrimi-
nator consists of three 4 × 4 convolutional blocks with stride
2 and two 4 × 4 convolutional blocks with stride 1. The
hypernetwork contains a downsampling module, seven 3× 3
convolutional blocks, and a final convolutional layer to out-
put the desired number of parameters of the MLPs. For a fair
comparison, we used an 8-layer MLP (100K parameters) for
models with only one global MLP, and a 5-layer MLP (18K
parameters) for models with locally specific MLPs. So in
total, our models contain 100 million parameters (hypernet-
work and MLPs). The models were optimized using Adam
with an initial learning rate of 10−4 with a step decay sched-
ule for 60 epochs. We set the batch size to 8, λrec to 100
and i to 6 for postional encoding. During training, random
flipping is performed and every image is randomly cropped
to 160 × 128. We quantitatively evaluate our methods us-
ing mean squared error (MSE), structural similarity index
(SSIM), and peak signal-to-noise ratio (PSNR). The results
of the two translation models are compared statistically using
the Wilcoxon signed-rank test.

3.3. MRI translation

We first compared models with different numbers of MLPs.
We set M × N to 1 × 1 (one global MLP), 10 × 8, 20 ×
16, 40 × 32, 80 × 64 and the results are reported in Table 1.
The results show that by using multiple locally specific MLPs,
we significantly improve the performance. Compared to the
pix2pix model, our model gets comparable results when we
set M × N to 10 × 8. It can be noted that the models uses
more MLPs have higher translation quality and we can get
best results when M×N is set to 80×64. As shown in Fig. 2,
the model with 40 × 32 MLPs and the model with 80 × 64
MLPs are almost visually equivalent. Given the week-long
training time of the 80× 64 model using Nvidia Tesla V100,
we set M ×N to 40× 32 for the subsequent experiments.

The overall quantitative results of models using T2 only
(m = 1) and using T1, T2, Flair jointly (m = 3) as input are
reported in Table 1. The results show that our method out-
performs pix2pix in all metrics with both input settings. All
results between the two models show statistically significant
differences p < .001 using the Wilcoxon signed-rank test. As
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Fig. 3: Visual results of pix2pix and our method. Zoomed-in areas are indicated by red rectangles.

shown in Fig. 3, we can observe that by using INRs, the re-
sults are less blurred and exhibit finer details, showing a more
obviously enhanced tumor.

3.4. Locality of MLPs

To verify the role of the locally specific MLPs in our model,
we performed experiments to forward all pixels through one
of the MLPs. As shown in Fig. 4, when selecting an MLP
inside the white matter (top row), most of the local details of
the image are lost. When selecting an MLP located in the
cerebrospinal fluid (CSF) of the ventricles (middle row), the
locally learned pattern is repeated periodically. When we se-
lect a background MLP (bottom row), the prediction plainly
failed. This shows that we get specialized MLPs depending
on the local image context in our method. On the contrary, the
MLPs using local positional encoding tend to output periodic
results which indicates the lack of locality.

4. DISCUSSION AND CONCLUSION

In this paper, we have proposed a novel GAN-based model
using implicit neural representations as the generator for
multi-sequence MRI translation. Our results on the BraTS
dataset show that our methods improved the quality of syn-
thesized T1ce both visually and quantitatively. Compared to
the pix2pix method which uses a U-Net shaped generator,
our results are overall sharper and recover more details in the
enhanced tumor region. We designed an ablation study that

Fig. 4: The role of locally specific MLPs: using a single se-
lected MLP, depicted with red rectangle, for generating the
entire image.

demonstrated the specific function of locally specific MLPs
in the model, which appeared critical for restoring image
detail. Future extensions of this work could be leveraging the
synthesized image in a downstream task like segmentation.
Furthermore, by using INRs we get a unique representa-
tion for each input data, which makes it promising to intro-
duce prior knowledge from follow-up scans in a longitudinal
study. In summary, our preliminary experiments have shown
promising results in using INRs in MRI translation.
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