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Abstract

The use of research assistants has increased sig-
nificantly, providing support and automation
for researchers. However, there is limited re-
search on researchers using research assistants
and what assistance researchers require for
each research stage. We interview researchers
to gather insights into their opinions and us-
age, and afterwards develop a prototype. Re-
searchers highlight that the most difficult part
of research is the experiment design, which is
reflected in the lack of literature. Participants
use research assistants for reading literature
and writing, but request more support. The re-
search assistant must be factual, transparent,
and correct, and including a conversation al-
lows for feedback and discussion. We evaluate
the prototype for the experiment design phase,
highlighting the effectiveness of the component
architecture by generating correct experiments.

1 Introduction

Research follows the scientific method by having
an idea, performing an experiment, and finishing
with writing the results. Recently, Large Language
Models (LLM) have started to assist or even auto-
mate parts of the process, resulting in papers similar
to an early-stage researcher (Lu et al., 2024). How-
ever, the literature focuses on automating research
instead of assisting. This is not a good direction due
to hallucinations and ethical concerns. Involving
users increases performance, and it is important
to consider them when designing research assis-
tants (Schmidgall et al., 2025). Additionally, the
literature focuses on ideation and writing, often
leaving out the experiment design.

Therefore, this explorative study looks into Arti-
ficial Intelligence (AI) research assistants, focusing
on users’ desires and opinions. We focus on three
research questions and discuss the methods below.

* RQ1: What requirements do users desire for
a research assistant?

For this question, we perform a user study to
gather insights and identify concrete expectations

| RQ1: Requirements User Study

| RQ2: Functionalities Existing Assistant Study
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Figure 1: Research Questions & Methods Structure

| RQ3: Design Prototype

of a research assistant. Additionally, we discuss
the research process, allowing for better assistants.

* RQ2: How can a research assistant realize
these requirements through functionalities?

In addition to a user study, we perform a study on
existing research assistants to compare the previous
insights. We highlight the functionalities needed to
realize the requirements.

* RQ3: What are effective design choices for
a research assistant in the experiment design
phase using a conversation?

We design a prototype using the previous in-
sights to find out how well we can realize the re-
quirements and functionalities to assist with experi-
ment design. We highlight effective design choices
and limitations, focusing on the conversational ap-
proach. A graphical overview of the research ques-
tion and methods can be seen in Figure 1

The interviews show that participants have the
most trouble with the experiment design phase, but
enjoy it nonetheless. Participants use research as-
sistants for gathering and summarizing literature or
writing, but not for other research tasks. This is due
to limited supportive capabilities and difficulties
with writing prompts. Participants note they would
use research assistants more if the performance
were better. An ideal research assistant must be
factual and efficient and support the entire process,
allowing for personalized discussion and feedback.

The component design and conversations are
effective and mimic participants’ approach to ex-
periment design, making it intuitive. The proto-
type is able to generate fitting experiment designs
with the cooperation of a user. Summarizing the
experiment design sections of related literature pro-
vides the best fitting information, according to our



experiment. However, future research should per-
form more interviews to validate our insights and
perform a more rigorous evaluation of a research
assistant for experiment design.

2 Related Work

2.1 Models & Techniques

Using LLMs, such as GPT and Llama, different
tasks can be sped up and automated (Cambon et al.,
2023; OpenAl et al., 2024; Grattafiori et al., 2024;
Vaswani et al., 2023). Researchers are looking for
new applications for research and techniques to im-
prove performance and reliability. Retrieval Aug-
mented Generation (RAG) enhances the prompt
with relevant knowledge for the question and re-
duces hallucinations (Lewis et al., 2021). RAG
relies on retrieving correct and fitting data, and
there are multiple effective approaches for this dif-
ficult task (Gao et al., 2024; Chen et al., 2023; Peng
et al., 2023). We will provide literature to the pro-
totype for relevant information, like RAG, but we
do not retrieve it automatically. For the question
answering task, prompt techniques such as Chain
of Thought and ReAct are effective, showing rea-
soning steps to derive an answer (Wei et al., 2022;
Yao et al., 2023). However, the research process
is iterative, and we therefore do not use these ap-
proaches, but we will include automated feedback
since this reduces mistakes (Baek et al., 2025).

2.2 Research Process

There are many options to automate or assist with
the research process. Research starts with an idea,
and ideas generated by Al are novel and exciting,
but lack feasibility and uniqueness (Si et al., 2024).
The imagination of researchers is not negatively
impacted (Ashkinaze et al., 2024). Using LLMs
to assist with ideation makes ideas more semanti-
cally similar on a group level by not making diverse
suggestions (Anderson et al., 2024). Models that
provide feedback for the writing phase lower writ-
ing diversity (Padmakumar and He, 2024). Models
are able to come up with robust hypotheses (Zhou
et al., 2024). Iteratively refining hypotheses allows
for high-quality novel hypotheses, even for open
domain questions (Yang et al., 2024; Qiu et al.,
2024). LLMs can assist during the experiment de-
sign phase and identify and train fitting models
for Machine Learning (ML) research (Zhang et al.,
2023). By providing research goals and data, it is
possible to automate the research process and pro-

duce findings autonomously (Ifargan et al., 2024;
Guo et al., 2024). It is also possible to perform sim-
ple real-world chemical experiments (Boiko et al.,
2023). Smaller experiments are more feasible to be
generated and executed, especially for ML (Huang
et al., 2024). However, not all experiments can
be automatically performed, so generating ideas,
hypotheses, and experiment designs is a good alter-
native (Baek et al., 2025). The experiment design
task is challenging, therefore, we develop and eval-
uate a new possible design to provide new insights.

It is possible to merge different systems, increas-
ing their capabilities and potential (Li et al., 2024).
It is possible to generate full-length papers with
figures from an initial seed idea that is iteratively
improved upon at the level of an early-stage re-
searcher (Lu et al., 2024). New designs of research
assistants use multiple agents with a distinct role
instead of one (Ghafarollahi and Buehler, 2024a,b).
As well as involving humans in the process, instead
of automating, resulting in higher-quality results us-
ing conversations for feedback and discussion (Got-
tweis et al., 2025; Schmidgall et al., 2025). We
adopt a multi-agent structure and human involve-
ment in the prototype to verify their effectiveness.

2.3 Existing Tools

Gathering knowledge is a crucial part of the re-
search process and is mainly done by reading litera-
ture. Tools exist that highlight important sentences
and references, explain symbols and formulas, and
summarize literature (Lo et al., 2023). Other tools
gather literature and generate an article with it to
answer your questions (Shao et al., 2024). With suf-
ficient information or clarification, these systems
can retrieve relevant papers (Ldla et al., 2023). But
sometimes not all information is present, and a user
might not know what to search for. Using interac-
tive intent modeling, exploratory search becomes
significantly easier and adapts every search (Ruot-
salo et al., 2018). Some tools can answer questions,
summarize texts, and recommend new literature all
in one, thereby improving usability (Zheng et al.,
2024). LLMs can provide reviews and feedback,
but their focus is not aligned with human review-
ers, and LLMs lack performance on complex is-
sues (Liang et al., 2023). These tools are effective,
but we will interview researchers directly to iden-
tify other important tasks to assist with.

Most research assistant tools do not have public
research associated with them due to the financial
incentives not to let the competition catch up and



attract users to their service. The limited research
evaluating existing tools shows vast differences in
databases and algorithms used, as outputs differ
drastically for the same task (Danler et al., 2024).
Tools for writing are widely used for paraphras-
ing, grammar, references, citations, and proofread-
ing (Guhan et al., 2023). Most online tools allow
for conversations with the user, but this aspect is
not well-researched. Conversations are often men-
tioned as a side note and always increase perfor-
mance and usability (Ifargan et al., 2024; Zheng
et al., 2024; Schmidgall et al., 2025; Ruotsalo et al.,
2018; Gottweis et al., 2025). Therefore, this re-
search focuses on the conversational aspect.

2.4 Benchmarks

LLMs are often closed source, but there is a rise
in open source models. However, there can be
disparities between long-term reasoning and in-
struction following abilities in some tasks (Liu
et al., 2023). Multiple benchmarks exist to evaluate
LLMs, testing their capabilities to conduct ML re-
search tasks (Huang et al., 2024; Chen et al., 2024).
Other benchmarks focus on general capabilities,
such as organizing knowledge or interpreting fig-
ures (Kang and Xiong, 2025; Roberts et al., 2024).
Benchmarks for data-driven research highlight the
need for further advancements (Majumder et al.,
2024; Jing et al., 2025). However, benchmarks
for experiment design do not exist, so we derive
guidelines to evaluate this task.

3 User Study

We perform a user study to answer RQ1 and RQ?2,
providing insights and identifying requirements
and functionalities of research assistants. After
analysing the interviews, we identified four themes.
To answer RQ1, we use the first three themes, and
for RQ2, we use the last theme combined with our
study on existing research assistants.

3.1 Methodology

Interviews, contrary to surveys, allow us to get to
the essence by asking follow-up questions. We do
not know what participants will respond with, and
this format allows us to explore more in-depth. Ad-
ditionally, we only need to mention examples if the
participant needs them, reducing bias in their an-
swers. A disadvantage of interviews is that they are
time-consuming, resulting in fewer possible inter-
views. Additionally, the analysis takes longer due
to the qualitative nature of the insights and opinions.

Table 1: Interview Structure

Section Topic

Administrative Consent, information, and interview
structure

Background Research experience and Al under-
standing

Work Practice
Tool Evaluation

Research process and enjoyment
Hands-on experience and experiment
design

What, why, and how participants use
research assistants

Current Usage

Needs Desired (future) functionalities and
needs
Closing Additional remarks and confirm
consent
Degree Master PhD Professor
Field Computer Science Biology Architect

Published Yes No

Al Knowledge Limited Moderate Expert

Research Type L i D i Both

PIng

Figure 2: Interview participant distribution

The goal is to make broad questions, forcing the
participants to think and provide detailed answers.
Table 1 shows the interview structure.

In addition to the interviews, we study existing
research assistants that are available online. This
is necessary to compare what is available to re-
searchers with the literature. Not all tools have
associated literature, meaning the performance and
capabilities of online tools might not reflect the
literature. This allows us to perform the interviews
with a comprehensive understanding of the domain
and validate the insights from the interviews.

3.2 Experiment Setup

The Delft University of Technology Human Re-
search Ethics Committee approved the interviews
and data management. We gather participants di-
rectly through our social networks.

There are seven participants in this study, and
the distribution and details are shown in Figure 2.
The diversity of the participants allows us to gather
diverse insights and opinions. For a better experi-
ence, the interviews are not transcribed during the
interview but recorded and transcribed afterwards.

The research assistant used for the tool evalua-
tion section is NotebookLM !, and its three main
goals are: effective learning, organizing thoughts,
and inspiring new ideas. The user provides litera-
ture that the assistant uses to update its knowledge,
allowing it to answer questions, provide feedback,

"https://notebooklm.google/
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and have discussions. This is done via a conver-
sation, and the tool can assist with generating hy-
potheses and designing experiments. We select this
tool for the interview due to its capabilities to do
more than find and discuss literature.

The next step is to analyze the interviews via re-
flexive thematic analysis (Braun and Clarke, 2021).
Reflexive means involving the researcher’s experi-
ences and knowledge to reflect on the potential
insights. Thematic analysis is the standard ap-
proach for qualitative analysis and aims to find
themes in the data. The interview recordings are
transcribed, and the interesting statements in the
transcription are highlighted and coded. We per-
form two rounds of coding to ensure consistency
and allow the codes to evolve gradually. We end
up with 28 codes, which are grouped, and themes
are derived from these groups. This is an iterative
process, the themes are further refined to provide
fitting insights for the research. Lastly, each theme
gets an abstract explaining the central principles
and contributions. The transcriptions are not pub-
licly available, but the insights and statistics are
discussed in this study.

To perform our study on existing research assis-
tants, we find and select publicly available ones
that are actively used and maintained. Additionally,
they have to be free to use and assist with the re-
search process, not automate it. There must also
be diversity in the tasks they support. We identify
research assistants by looking online and asking
our network for research assistants they use.

3.3 RQ1: Research Assistant requirements

3.3.1 Participants’ Research Process

The first theme about the research process provides
valuable insights and highlights which parts are
difficult or enjoyable. The phases that research
consists of, according to the interview participants,
are as follows: ideation, experiment design, result
& conclusion analysis, and writing, with ideation
being broad and containing the hypothesis phase.

Participants’ research process is the same as
the traditional research approach.

\

Noteworthy additional phases, mentioned by
some participants, consist of familiarization, back-
ground knowledge, discussion, and research struc-
ture. However, it can be argued that these are
not separate phases but subtasks of the traditional
phases. Familiarization focuses on getting familiar

with a topic by reading general literature to form
an idea. Not all participants explicitly mention
this because some already have an idea for their
research. Background knowledge consists of read-
ing specific literature after forming an idea. The
discussion phase discusses the research with peers
and supervisors to identify interesting aspects and
check the reasoning. The research structure phase
focuses on clarifying the goal, the planning, and
the expected results, and is specifically mentioned
by master’s students because they are evaluated
on their process. Participants highlight that the re-
search process, especially the experiment design
phase, is iterative and involves returning to previ-
ous phases to update them.

The opinions on the research process are:

* Reading Literature - Straightforward, but
generally not enjoyable, although it differs
per paper.

* Ideation - Designing a novel and feasible idea
is difficult.

* Experiment Design - Most enjoyable because
participants can apply their knowledge and
gather insights or results. But it comes at the
expense of being the most difficult and time-
consuming phase. However, repetitive tasks
such as reading transcripts or running long
experiments are not enjoyable.

* Result & Conclusion - Divided opinions,
some participants have conclusive outputs and
thus find it easier, whereas others have quali-
tative outputs requiring more effort to extract
conclusions.

* Writing - Mostly neutral or slightly negative
opinions. But participants do note it is inter-
esting to see everything coming together.

Overall, the later parts of the research are more
enjoyable because participants can focus on
their own research.

3.3.2 User & Al Expectations

The second theme, user & Al expectations, high-
lights what users expect and what is expected of
them, as well as the interaction between the user
and the research assistant.

Participants mention neither they nor the as-
sistant can be perfect, and they can both make
mistakes.

This means both parties should be critical and
think logically for themselves. Mistakes should be



pointed out and corrected, allowing for a better pro-
cess continuation. Additionally, either party should
indicate if information is unknown, and the needed
information should be gathered or exchanged, as
participants want to know the certainty the assistant
has that it is correct. Questions from the user or
the assistant highlight possible misunderstandings
or incomplete information and should be answered.
For efficient cooperation, all text must be high qual-
ity and grammatically correct.

Participants want to always be in control and
have the final say in disagreements, ensuring it is
always possible to move forward. However, this
does not mean the assistant should always assume
the user is correct. Additionally, the user must be
critical of the assistant’s performance and decide if
something is possible for the assistant.

Participants highlight that NotebookLM is useful
and were unaware that research assistants had such
capabilities. Participants note that writing a fitting
and correct prompt is difficult. They consider using
research assistants more often, especially if perfor-
mance increases. It is also important that a tool as-
sists them in research and not automates it, as they
do not want to be replaced. Researchers should
disclose if they use Al and why it is applicable.
Lastly, some tasks need to be performed manually,
especially when sensitive data is involved.

3.3.3 Assistant Requirements

Now we discuss the third theme regarding the re-
quirements that participants expect a research as-
sistant to have. Requirements in this context are
abstract concepts that the tool needs to realize. The
main requirements mentioned by participants are
about the output, but some are specific characteris-
tics of the assistant or process itself.

The most important requirement is that the
output must be factually correct

This is because LLMs sometimes produce false
statements that users possibly believe. Additionally,
the output should be complete and contain all rele-
vant information and logical reasoning. When the
user provides new literature, the assistant should be
able to learn, understand, and link it to other litera-
ture. Furthermore, it should be reliable, meaning
the output and reasoning are consistent when the
same prompt is used. The assistant should be trust-
worthy by consistently producing good answers.

Transparency is another important requirement,
requiring the assistant to show the source of the
information.

Participants who are more knowledgeable about
Al are concerned about hallucinations and require
the research assistant to indicate if it does not know
the answer. The assistant must be efficient, mean-
ing it should not waste effort, have reasonable re-
sponse times, and be a good option for a specific
purpose. The assistant must be adaptable by be-
ing able to change between different tasks, user
demands, and scopes. It should also be unbiased
and not have strong opinions, but still be critical
and detect if the user is wrong.

3.4 RQ2: Research Assistant Functionalities
3.4.1 Existing Research Assistants Study

To find the required functionalities of a research
assistant, we first discuss our study of existing on-
line tools. A more detailed overview of the specific
research assistants evaluated and our findings can
be seen in Appendix B. There is a large disparity
in performance, with free tools often having associ-
ated literature about their designs, such as ORKG
Ask 2 and STORM 3, but performing worse than
paid tools with no associated literature.

The main existing functionalities are retriev-
ing, summarizing, and discussing literature to
answer questions.

This assists with ideation, but if a chat is avail-
able, then formulating a hypothesis is possible as
well. Some tools focus purely on writing by gener-
ating text or finding references. However, a minor-
ity allows for a sophisticated discussion, such as
NotebookLLM, and can assist with designing exper-
iments. The main limitation is the need to find and
upload literature manually. No tool can currently
assist with the entire research process, forcing users
to switch between them for complete support. The
biggest LLMs, such as ChatGPT, can provide some
assistance due to their inherent reasoning capabili-
ties, but are not specifically designed for this.

3.4.2 Assistant Needs

The last theme showcases the required and desired
needs and concrete functionalities of research assis-
tants. All participants indicate that a chat function-

2https: //ask.orkg.org/
Shttps://storm.genie.stanford.edu/
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ality is useful. A chat mimics the iterative nature
of research and allows users to elaborate, correct,
or follow up on the previous response.

A chat mimics the iterative nature of research
and allows users to elaborate, correct, or follow
up on the previous response.

But finding information in a conversation can be
tedious. A functionality that provides a summary
or highlights would alleviate this issue. Being able
to steer the assistant is a necessity, and by selecting
sources, filtering aspects, and specifying the scope,
users get personalized assistance. The ability to
upload documents is important, especially for ones
not publicly available. Some participants want the
ability to specify output length, since the outputs
are often too long. This makes a tool more user-
friendly, but can lead to longer conversations.

A crucial functionality that increases trust and
transparency, which participants find very im-
portant, is listing sources.

Participants want the ability to take notes sep-
arately from the conversation to remember their
insights and use them for inspiration later. The re-
search assistant should support the entire research
process because switching between assistants to
get adequate support is a reason for participants not
to use them. Participants doing computer science
research want assistance with coding, and other
research fields likely desire other specific function-
alities. Some participants struggle with writing and
request assistance with grammar. Additionally, it
should suggest a logical storyline, be able to iden-
tify what is relevant, and cite literature.

Participants who recently started new research
focused on literature functionalities, both retrieving
and absorbing the information. The main approach
for absorbing information is summarizing the lit-
erature, making it easier and faster to digest. An
alternative possibility is highlighting important sen-
tences, allowing users to read the surrounding text
that contains details or clarifications. Additionally,
the capability of generating podcasts would also be
useful. Participants want the assistant to be able to
generate and understand images, which simultane-
ously allows for more knowledge extraction.

Participants find reviewing the most important
functionality for a research assistant, providing
criticism and feedback on the literature or user.

Participants want other perspectives and confir-
mation on the interesting aspects of their research.
The assistant must be able to hold a discussion and
understand other viewpoints, as well as highlight
possible new steps or aspects for the research, mak-
ing it more concrete. Supervisors or peers normally
provide feedback, but a research assistant can do
this more often and earlier. Lastly, another key ca-
pability is being proactive by making suggestions
and pointing out mistakes of the user. However,
there is a fine line between being proactive and
automating the research process.

4 Prototype

We design the prototype for the experiment de-
sign phase. We select this phase due to the limited
representation in research, and our user study high-
lighting this phase to be the most difficult. The goal
of the prototype is to highlight how well we can
realize the requirements and functionalities found
in the user study. We evaluate the effectiveness
of assisting with the experiment design phase and
gather insights into the usability and conversational
aspect. Using this evaluation and insights, we an-
swer RQ3 and discuss the design choices. The code
and evaluation outputs are publicly available*.

4.1 Methodology

The design is based on the insights from the user
study, implementing a conversation. The conver-
sation allows the prototype to provide feedback,
ask questions to the user, and mimic the iterative
nature by performing the process in steps, as these
are the main requirements according to the partic-
ipants. The design can be seen in Figure 3 and
is also based on multi-agent systems seen in the
literature (Gottweis et al., 2025; Ghafarollahi and
Buehler, 2024a,b; Schmidgall et al., 2025).

It consists of multiple components in a set order,
each with its distinct task. The structure of the
design mimics the research process from the user
study results. We constrain the prototype design
and experiments to the computer science field to
allow us to evaluate the outputs. The model and
parameter details are highlighted in Appendix A.

The first component of the prototype, summa-
rization, focuses on preparing the literature for later
use. This step reduces the size of the literature, al-
lowing it to fit in the context window of the model.

4https: //github.com/delftcrowd/RA_Experiment_
Design/tree/main
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Figure 3: Prototype Design & Workflow With Examples

The outline component asks the user questions to
help finalize the details for the research, which con-
sists of the goal, research questions, hypotheses,
and scope. Then, the procedure component designs
a general stepwise experiment procedure with the
user. This ensures the procedure is well structured
and logical because energy is not wasted on the de-
tails. The elements for the prototype are: datasets,
models, metrics, baselines, assumptions, and lim-
itations. Other research fields will need to add or
remove specific categories of elements. Each ele-
ment is a separate component since identifying all
elements in a single component is too difficult and
results in lower-quality elements. The review com-
ponent reviews the initial procedure and elements,
and the respective components revise them. Due to
the nature of the conversation in the procedure com-
ponent, the revision is only done initially to give
the user more control. The last component com-
bines the elements and procedure into a coherent
and detailed experiment design. The user converses
with the combiner component as well, changing the
details, elements, or even steps if needed.

The system prompts of each component are gen-
eral and adhere to a specific structure and can be
found in Appendix C. Strict and precise system
prompts can result in the model repeating itself in-
definitely. The prompt starts with a role description
followed by the task and goal. Then, an explanation
of the resources, which consist of the summaries
and outputs from previous components. It ends
with the restrictions and details on the output.

4.2 Evaluation

We perform two distinct experiments on the proto-
type and evaluate them using experiments from two
papers. We replicate the experiment designs from
the research of (Si et al., 2024) about LLM ideation
and (van Dam et al., 2023) about enriching code
completions.

The first experiment evaluates which sections of
a paper are the most useful to summarize. There are
many possible combinations of sections to test, so
we performed a preliminary analysis and analyzed
the summaries. This reveals that there needs to be
sufficient information and limited noise to summa-
rize the paper effectively. The top three detailed
and complete summaries are from design-focused,
result-focused, and the entire paper, so we use these
for the prototype evaluation. All options contain
the abstract and introduction. The result-focused
sections also contain the discussion and conclusion.
We use the best combination of sections from the
first experiment in the second experiment.

The second experiment focuses on the compo-
nents of the prototype and their effectiveness. It
consists of four alternate structures of the proto-
type: no summarization, no outline, no review,
and merging the procedure, element, and combiner
components.

We construct guidelines to ensure evaluation is
consistent and mimics real usage of the system.

* The user must not respond with multiple ac-

tions for the system to perform.

* The actions must be precise and not vague.



Table 2: Main observed differences from the section experiment

Sections Wording Procedure Elements
Design Descriptive - Focus on data & Ideation - Correct models, metrics, assumptions, & limitations
data analysis Enriching - Correct models, metrics, baselines, assumptions, &
- A lot of details limitations
Result Concrete - Focus on gather- Ideation - Correct models, assumptions, & limitations. Metrics
ing more results contain no explanation on how to measure
- Some details Enriching - Correct baselines, assumptions, & limitations. Limited
quality models & metrics.
All General & - Focus on general Ideation - Correct models & limitations. Assumptions are halluci-
broad research practices nated statements and metrics are hard to quantify

- Limited details

Enriching - Correct models, metrics, assumptions, limitations.

Incorrect baselines.

* When answering a question from the assistant,
the input must not contain additional actions.

* The user must handle the model response from
top to bottom and use correct grammar.

* The user should only ask for feedback or ideas
from the system at the end of a task.

We analyze the conversation and intermediary
outputs of each component to observe differences
in the process and interpret their effects. The guide-
line to evaluate the experiment is constructed by
analysing three different experiment design guide-
lines from: ACL Responsible NLP Research 5
AAAI Reproducibility ® Checklist, and ACL Re-
view Guidelines 3.4 7. These guidelines focus on
writing and not the design itself, but are still a fit-
ting source of inspiration. The experiment design
must contain all relevant parameters, variables, de-
sign choices, motivation, and references. The evalu-
ation procedure and metrics must be applicable and
allow for comparison with existing research. All
limitations and potential risks should be listed, and
their effects should be explained. These elements
allow us to check the experiment design.

4.3 RQ3: Experiment Design Assistant
4.3.1 General Insights

First, we list some general insights observed when
evaluating the prototype. Extracting the text from
a PDF includes footnotes and figure subtexts. Re-
moving this noise and normalizing newlines could
improve performance, but it is not trivial to do auto-
matically. Parts of the user topic can bleed into the
summary, which is not ideal, but results in a more
detailed summary. The model might not perform
5h’ctps://aclr‘ollingreview.org/
responsibleNLPresearch/
6https://aaai.or'g/conference/aaai/aaai—23/
reproducibility-checklist/

7h'ctps ://aclrollingreview.org/
reviewerguidelines#paper-issues

all requests by the user if there are too many in
one prompt. The components are instructed not
to make changes that the user did not specify, but
this can still happen. A larger model with more
inherent reasoning capabilities will possibly better
adhere to the system prompts, but could increase
runtime and thus reduce user experience. The com-
biner component does not always add all elements
to the procedure or adds the elements to multiple or
wrong spots, even when there is a logical place for
them. This is likely due to the large number of ele-
ments and varying applicability. A conversation in
the element component would allow the user to fil-
ter the best elements and thus decrease the number
of elements, making it easier to incorporate them.
This approach would also allow the user to specify
the types of elements that are applicable for their re-
search. The final experiment design contains most
aspects of our evaluation guidelines. However, the
risks and motivations are not explicitly mentioned,
but present in the conversation. Adding references
is not feasible and results in hallucinations.

The conversation allows for discussing and
iterating on the users’ vision and is effective.

4.3.2 Section Experiment

We list the main observations from the experiment
using different sections for summarization in Ta-
ble 2. We will interpret and discuss these observa-
tions, for example outputs see Appendix D.

The main difference is in the wording of the out-
puts, mimicking the tone of the summaries. Using
all sections also introduces some noise. The differ-
ences in the outlines are only small. However, the
procedures differ significantly, but all end up with
the same steps, except for one step. Each element
group, regardless of the summary used, contains
many elements with substantial differences in qual-
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Table 3: Main observed differences from the component experiment

Experiment Effect

Observations

No Summarization This means there is no literature
available for additional information

No Outline The research topic given directly to
the procedure component, resulting
in less clarity on the research

No Review The automatic reviews for the pro-
cedure and elements are removed,
giving the components no room for
iteration

Merged Components  The procedure, elements, and com-
biner component are merged into
one new component

- The user has to specify and confirm the hypothesis

- Questions are more focused on the research topic

- Simpler wording and tone

- Fewer details and more ambiguous wording.

- It has difficulties identifying elements.

- Additional procedure step to clarify the topic.

- Other steps are the same, but shorter and less detailed.

- Elements are less fitting.

- Significantly less information in procedure steps.

- More elements, but less fitting.

- Combiner struggles to incorporate the larger number of
elements.

- Result is comparable to a procedure, meaning it misses
most elements.

- Shorter and less detailed output

- Can include additional non-important sections, such as
timeline and future directions.

ity. The datasets and baselines for ideation and
the datasets for enriching are completely different,
likely due to these elements being less applicable
for the respective research. The result sections pro-
duce the worst metrics, possibly because metrics
are explained in a methodology section, and this
information is thus not present. There are no sig-
nificant differences in the combiner component,
except when using all sections, the elements are
added to new steps instead of being incorporated.

Overall, the sections mainly affect the wording,
details in the procedures, and quality of the
elements. Design sections result in the best
experiment designs because they contain the
most information with the least noise.

4.3.3 Component Experiment

We list the observations of this experiment in Ta-
ble 3, for example outputs see Appendix E
Removing the summarization significantly im-
pacts the prototype. As seen in the observations,
the literature provides important information and
changes the overall wording and tone. However,
removing the literature reduces noise and results
in more general-style questions, which is favorable
for the outline. The procedure is shorter and lacks
details, but it is still logical and fitting. By missing
details, the user possibly puts less thought into the
research and can miss important parts. The fewer
details, as well as the ambiguous wording, mean
the model now makes more mistakes, but the user
can remedy this via the conversation. The element
component struggles with identifying elements. It
now often selects elements from the procedure it-

self instead of new ones. The models do not adhere
to the types needed for the research, and the metrics
are either vague or fabricated. For enriching the
assumptions now contain critiques of the choices
made, but for ideation the assumptions are only
critiques. However, the limitations are unaffected.
The combiner component is unchanged.

When excluding the outline component, we lose
details, and elements are less fitting, highlighting
how valuable clarifying the research is.

The reviews highlight areas that can use more
information in the procedures, and indicate where
elements need to be added or when elements are
too similar or redundant. Adding the opportunity
to iterate thus increases performance.

Lastly, merging the procedure, element, and
combiner into one component highlights how ef-
fective splitting up a large task is.

[ The prototype highlights that we can assist
with experiment design, and simplifying or
removing components results in worse perfor-
mance. Literature provides valuable informa-
tion, but can introduce noise. Clarifying the
outline makes it more detailed and fitting. Re-
views allow for automatic iteration. Splitting
up a large task is effective and intuitive.

However, as the experiments demonstrate, minor
adjustments will likely improve performance and
user experience. These adjustments consist of ex-
cluding the literature in the outline component and
thus providing a more general approach and focus,
as well as including the user in element selection
to reduce the number of elements.



5 Discussion

5.1 Threats to Validity

The internal threats to validity consist of inter-
preting answers in the user study and the proto-
type implementation. One researcher performed
the interviews and analysis, increasing subjectiv-
ity. However, there was communication with the
supervisors to provide feedback and insights. Mul-
tiple rounds of coding were conducted to improve
the rigor of the analysis. The model parameters
or system prompts might not be optimal, but we
conducted multiple tests to select and tune them.
The implementation and prompts in the experiment
were double-checked, but there can always be er-
rors or mistakes. The papers used for designing and
evaluating the prototype were different, but limited
and possibly not representative.

The external threats to validity focus on the gen-
eralizability and qualitative nature of the results.
The study is formative and had limited time to be
more rigorous. The user study had seven partici-
pants, which might not reflect the wider research
audience. The prototype is limited to computer
science, and the differences between fields are not
accounted for. The evaluation of the user study and
prototype is qualitative and can thus be subjective.
The model used, Llama 3.1 8B, is small compared
to the models used in literature. Larger models
likely have different performance and possibly re-
quire different components for the design.

5.2 Implications for Future Work

We showcase insights into the requirements and
functionalities according to our user study. But,
since the study is formative, we make some recom-
mendations and topics for future work. The first
option is replicating the user study, making it more
concrete by having more participants from varying
fields and levels. The interview can be adapted to
have a more specific focus instead of the general
insights we produce. Using multiple interviewers
and analysts will reduce subjectivity and increase
rigor. This approach will provide more insights
that can be used to design research assistants.

Our prototype design is effective and allows for
assisting with the experiment design phase using
a conversation. There are multiple ways to build
on top of this research. Future research could fo-
cus on other less-researched steps, such as result
analysis or discussion, or implement other user re-
quirements. Other possibilities are making an alter-

native design for the assistant or performing more
rigorous tests and evaluations on this design. As
observed in our experiments, we recommend not
including the literature in the outline component
and including the user in the element identification.
The evaluation for our prototype did not involve
real users, so this is an option for future research
and will provide important insights into usability
and user experience. If this option is chosen, we
recommend having an intuitive interface and mak-
ing the goal of each step clear to the user. As well
as summarizing or showing the main output of each
component to make the conversation less cluttered.
Different models as the backbone for the system
are also interesting to look at to find out if our re-
sults are generalizable. A more powerful model can
have fewer of the observed limitations and provide
better reasoning and experiment designs.

6 Conclusion

This research provides insights into current re-
search assistants and what users desire from them.
Using a literature study and interviews with re-
searchers, we identify that the experiment design
phase is the hardest to perform and assist with. The
main request from participants is factual and log-
ical output, providing trustworthy assistance. It
must also be an efficient process compared to alter-
natives. A conversation is a fitting approach for a
research assistant, allowing for discussion and feed-
back, mimicking the iterative nature of research.
An ideal assistant supports the entire research pro-
cess, from ideation to writing, and is able to gather
and use literature. Since the experiment design
phase has the most potential for new insights, we
develop a prototype for this with a conversation
that mimics the research process from the results
of the user study. The conversation allows for the
exchange of knowledge and discussion. Providing
summaries generated from the methodology and
design sections of papers to the system enhances
performance with fitting knowledge. Our prototype
design, which splits the task into multiple compo-
nents, is a fitting approach and performs well.
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A  Model & Machine Setup

The model we use for the prototype is the Llama 3.1 8B Instruct model. This is the largest open source
model that can run on our machine. The model parameters are set to be deterministic to allow for rerunning
the experiments. The maximum token length of the output is 2048, except for the combiner step, which
can reach this limit and is thus increased to 4096. The repetition penalty is only used for the summarization
task and is set at 1.1 to prevent the model from infinitely repeating itself. The machine is an Nvidia A10
GPU, which has 24 GB of VRAM, which is the limiting factor for this research. The model is quantized
to 4 bits, reducing the size to around 6 GB. The model has a context window of 128k tokens, However,
every 3.5k tokens take up 1 GB of space on the machine, making the effective max context window 65k.
We calculate that the average paper is 14k tokens using the literature used for the experiments. We limit
the literature and system prompts to 40k, leaving 25k for the rest of the conversation. To better utilize
this 40k, we summarize each paper, allowing for more literature in the input at the cost of possibly losing
important information. Each round of the conversation is roughly 1.0k - 1.5k tokens, meaning we can have
around 15 - 25 rounds. This would not be enough rounds if the entire prototype were one conversation.
But, with the structure of the prototype consisting of different components, we can feed the final output of
each component to the next without the rest of the conversation, allowing for adequate rounds.



B Existing Research Assistants Study

Table 4: Overview of research assistants’ capabilities and functionalities

Name Knowledge Personalization Library Research Functionalities Transparent
Origin Phase
Jenni Papers Steer Save, Writing Extracting, Y
Upload Selecting, Chat
Storm Internet Steer - Ideation Extracting, Y
Summarizing
Co Storm Internet Steer, Iterate - Ideation, Extracting, Y
Hypothesis ~ Summarizing,
Chat
ORKG Ask  Papers Filter - Ideation Extracting, Y
Summarizing
Semantic - - Save Ideation Extracting -
Reader
Notebook Uploaded - Upload  Ideation, Extracting, Y
LM Hypothesis, Summarizing,
Experiment  Selecting, Chat
Design
Connected  Papers - Save Ideation - -
Papers
Typeset io Papers Filter, Iterate ~ Save, Ideation, Extracting, Y
Upload  Hypothesis  Summarizing,
Selecting, Chat
Elicit Papers Filter, Iterate  Upload  Ideation, Extracting, Y
Hypothesis ~ Summarizing,
Selecting, Chat
Scite Papers Filter - Ideation Extracting, Y
Summarizing
Scholarcy Uploaded - - Ideation Extracting, -
Summarizing
ChatGPT Training,  Steer, [terate - Ideation, Extracting, Y8
Uploaded Hypothesis, Summarizing,
Experiment  Chat
Design,
Writing

Explanation of categories in the top row of the table.

* Knowledge Origin - Highlights where the knowledge the assistant has come from

 Personalization - Personalization options for literature retrieval

* Library - The ability to store literature documents

* Research Phase - The phase the research assistant (in)directly assists with

¢ Functionalities - The main functionalities of the assistant

* Transparent - Highlights if the assistant shows references



Additional explanation of terms for the personalization, library, and functionalities categories.
* Personalization

* Steer - The ability to provide a system prompt or limited clarifications

* Iterate - The ability to chat indefinitely

* Filter - The ability to filter where information should be gathered from

* Library

» Save - The ability to save interesting documents to your profile for easier use later

» Upload - The ability to upload your own documents or literature manually

* Functionalities

» Extracting - The research assistant can extract interesting or fitting sentences from the literature
directly

e Summarizing - The research assistant can summarize or paraphrase information
* Selecting - The ability to select which specific documents are used for the task

* Chat - The ability to have a conversation between the user and the research assistant that is not simply
to answer more questions but have discussions or build towards a goal



C System Prompts

C.1 Summarization Prompt

Summarization Prompt

You are a research assistant whose focus lies on assisting with the process of
designing an experiment for a specific research topic.

Your current task is to summarize a related work provided by the user.

The goal of this step is to shrink down the size of the related work for later
use but retain all information.

Do note that the topic is for the research of the user and the related work is
an existing research, only the related work needs to be summarized.

The user provided a topic of the research:

{topic}

This is the related work:

{paper?}

Please now make a summary of the related work.

You must preserve all important details and insights from the related work so
that the summary can be used in future steps instead of the full paper.

Focus on extracting all important information from the related work that can
later be of use for research topic.

Do not include any information of the research topic from the user in the
summary only include information from the related work.

It is important to immediately start your response with the title and make a
complete and cohesive story instead of a list or sections.




C.2 Outline Prompt

Outline Prompt

You are a research assistant whose focus lies on assisting the user throughout
the research process.

This first step is to help refine the outline of the research by defining all
important research aspects.

You should also take an active role when needed by asking the user questions
for clarification.

Additionally you should also be critical and point out any mistakes or flaws.
These are summaries of related works which you can use as guidelines or
inspiration:

{summaries}

This is the topic provided by the user which will need to be transformed to a
full research outline:

{topic}
This is the research outline template which needs to be filled in:

Goal:

Research Questions:
Hypothesis:

Scope:

The Goal is the main objective of goal of the research.

the Research Questions are the main questions that need to be answered to
fulfill the goal.

The Hypothesis is the expected outcome of the research.

The Scope is the specification of where the research is contained in, the goal
can be broad but this defines the limits.

The outline does not need to go in depth about specific elements or future
steps in the research, the focus is to have a general outline of the current
topic and idea.

If it is not possible to fill in parts of the outline with the user provided
input you must not fill it in under any circumstance.

If you cannot fill something in you should ask questions that the user will
answer in a followup message to fill the gaps in.

Your response must always contain all outline sections and all questions should
be at the end of your response.




C.3 Procedure Prompt

Procedure Prompt

You are a research assistant whose focus lies on assisting the user throughout
the research process.

With the help of the research outline it is your task to list all the steps
needed to perform the experiment from start till end.

It is important to not add or remove steps unless specified by the user or
automated feedback.

You will also be provided summaries of related works which can contain relevant
information or examples.

Summaries:
{summaries}
Research Outline:
{outline}

Now for this research outline please design the procedure of the experiment.
Make sure it is complete and has all the steps from start till end and follows
the defined scope of the research outline.

It is better too have too many steps since it is easier to remove steps than it
is to come up with missing steps.

The procedure must achieve the goal of the research and answer all research
questions with the help of the experiment.

Additionally keep in mind the scope of the research outline whilst designing
the procedure.




Procedure Review Prompt

You are a critical reviewer for a research conference.

It is your job to specifically review experiment designs and provide critical
feedback.

You will be given summaries of related works, a research outline, and the
experiment procedure.

The goal of this task is to provide feedback on the experiment procedure so it
can be improved in a later step.

These are summaries of related works

{summaries}

This is the research outline that the experiment procedure aims to research:
{outline}

This is the experiment procedure on which you need to provide the feedback:
{procedure}

Please now provide a review for the experiment procedure.

The feedback must mainly focus on the steps themselves but if applicable you
can also provide feedback on the described details of each step.

All the steps together must make a complete and cohesive experiment procedure.
And the details and descriptions of each step must be fitting.

Also focus your attention to make sure everything from the research outline is
included in the experiment procedure and all research questions can be answered.
Your answer must not contain an experiment procedure but only your review.

\

Procedure Update Prompt

Here is automated feedback on the experiment procedure, please take a look at
it and update the experiment procedure.

Add steps, change the order of steps, and update the details of each steps
according to the feedback.

Make sure to respond with only the experiment procedure again for your next
response.

The feedback:

{feedback}




C.4 Elements Prompt

The {element} is one of the following: datasets, models, metrics, baselines, assumptions, limitations.

Element Prompt

You are a research assistant whose focus lies on assisting the user throughout
the research process.

It is your task to identify what specific {element} this research will use in
the experiment procedure.

You will be provided summaries of related work, the research outline, and the
experiment procedure for which you need to identify the {element}.

If it is already mentioned in the research outline use that, otherwise it is
your task to select the specific {element}.

Summaries:

{summaries}

Research Outline:

{outline}

Experiment Procedure:

{procedure}

Now list the {element} that this experiment procedure will use.

Make sure the {element} are reasonable and feasible and not too many.

Focus on fitting and specific {element} for the experiment procedure that are
logical to the research outline.

Make sure you output the specific {element} and not simply the criteria it
needs to adhere to.




Element Review Prompt

You are a critical reviewer for a research conference.

It is your job to specifically review experiment designs and provide critical
feedback.

You will be given summaries of related works, a research outline, and the
experiment procedure.

The goal of this task is to provide feedback on the selected {element} and
evaluate if they fit in the experiment procedure.

These are summaries of related works

{summaries}

This is the research outline that the experiment procedure aims to research:
{outline}

Experiment Procedure:

{procedure}

This {element} on which you need to provide the feedback:

{generated element}

Please now provide a review for on the selected {element} for in the experiment
procedure.

The {element} must be logical and fit in the experiment procedure as well as

link to the research outline.
Your answer must only contain your review.

\

Element Update Prompt

Here is automated feedback on selected {element}, please take a look at it and
update the {element}.

Make sure to respond with only the updated {element} again for your next
response and not mention the changes you made.

The feedback:

{feedback}




C.5 Combiner Prompt

Combiner Prompt 1

You are a research assistant whose focus lies on assisting the user throughout
the research process.

This is the last step in finalising the experiment design.

You will be provided summaries of related work, the research outline, the
experiment procedure, and the selected elements.

The selected elements consist of datasets, models, metrics, and baselines.

The goal of this step is to add all selected elements to the experiment
procedure.

Summaries:

{summaries}

Research Outline:

{outline}

Experiment Procedure:

{procedure}

Selected Elements (datasets, models, metrics, baselines):

{datasets}

{models}

{metrics}

{baselines}

Now copy all selected elements inside the appropriate steps of the experiment
procedure.

Include all parts of the selected elements into the experiment procedure, do
not leave anything out.

Do not spread out the parts of one element over too many steps, everything from

one element should be included in the same step of the experiment procedure.
Make sure to only output the steps of the updated experiment procedure.




Combiner Prompt 2

Now that you added the elements you must also shorten and add these 2 sections
below the experiment procedure.

{assumptions}
{limitations}

Respond with the experiment procedure and the added 2 sections.




D Section Experiment Output Examples (Ideation

Procedure Example Normalization Step

Design Sections

**Step 4: Normalization of Ideas*x

* Normalize all research ideas generated by human participants and LLMs to
ensure that they are comparable and indistinguishable.

* Remove any identifying information, such as participant IDs or model names,
from the ideas.

* Use a standardization process to ensure that all ideas are in the same format
and have the same structure.

* This will ensure that when reviewing later, it is not possible to
differentiate between human and model ideas.

Result Sections

**Step 4: Normalization of Ideasxx

* All research ideas generated by participants and LLMs will be normalized to
ensure that they are comparable and indistinguishable.

* Normalization will involve removing any identifying information, such as
author names or model names, and converting the ideas into a standardized
format.

* The normalized ideas will be stored in a separate dataset for further
analysis.

Full Papers

**Step 4: Normalization of Ideasxx*

* Normalize all research ideas generated by participants and the LLM to ensure
that they are presented in a consistent format.

* Remove any identifying information, such as the participant's name or the
model's name, from the ideas.

* Use a standardized format for presenting the ideas, such as a specific
font or layout.

* This will ensure that when reviewing the ideas later, it is not possible to
differentiate between human and model ideas.




Procedure Example Data Analysis Step

Design Sections

**Step 6: Data Analysis*xx*

* Analyze the data collected from the study, including the quality, relevance,
and potential biases of research ideas generated by human participants and
LLMs.

* Analyze the reviews from the human reviewers, including the frequency and
types of feedback provided.

* Evaluate the effectiveness of human reviewers in evaluating research ideas
generated by LLMs and human participants.

* Compare the performance of human participants and LLMs in generating research
ideas.

* Evaluate the quality, relevance, and potential biases of research ideas
generated by human participants and LLMs.

* Identify any differences or similarities between the two groups.

* Provide detailed description of the statistical methods used and the expected
outcomes.

Result Sections

**Step 6: Data Analysis and Statistical Methods*x

* The data collected from Steps 2-5 will be analyzed using statistical methods,
including correlation and regression analysis.

* The analysis will investigate the relationships between the variables,
including the comparison of LLM-generated research ideas to human-generated
research ideas.

* The expected outcomes of the analysis will be specified, including the
comparison of the LLM-generated research ideas to the human-generated
research ideas.

Full Papers

**Step 6: Data Analysis*xx*

* Collect and analyze the data from the research idea generation task and
the review task.

* Compare the research ideas generated by participants and the LLM to determine
if there are any differences in terms of quality, accuracy, and usefulness.

* Evaluate the research ideas generated by participants and the LLM using a set
of predefined evaluation criteria.

* Use statistical methods to analyze the data and determine if there are any
significant differences between the research ideas generated by participants
and the LLM.




Element Example Metrics 1/2

Design Sections

**xMetrics*x*

1. **Quality of Research Ideas**: Measured by the number of research ideas that
are relevant, well-structured, and address a clear research question.

2. *xRelevance of Research Ideasx*: Measured by the number of research ideas
that are relevant to the field of natural language processing and address a
current research gap.

3. xxNovelty of Research Ideas**: Measured by the number of research ideas that
are novel and address a current research gap.

4. **xImpact of Research Ideas**: Measured by the potential impact of the
research ideas generated by human participants and large language models,
including their potential to contribute to the field of natural language
processing.

5. xxInter-rater Agreement**: Measured by the agreement between human reviewers
and the large language model in evaluating research ideas, including the
frequency and types of feedback provided.

Result Sections

**xMetrics*x*

**Creativityx*: A measure of how new and unique the research ideas are,
considering their originality and novelty.

2. **Relevance**: A measure of how well the research ideas align with the field
of NLP and the research questions being addressed.

3. *xContribution**: A measure of the potential of the research ideas to
contribute to the field of NLP.

4. xxClarityx*: A measure of how clear and well-structured the research ideas

are.

5. *xCoherencexx: A measure of how well the research ideas are organized and
connected.

6. **Diversity**: A measure of the variety of topics and approaches being
addressed.

7. *xxRelationship strengthxx: A measure of the strength of the relationships
between the research ideas generated by participants and LLMs.

8. xxQuality**: A measure of the overall quality of the research ideas,
considering their clarity, coherence, and overall presentation.




Element Example Metrics 2/2

Full Papers

**xMetrics*x*

1. **Research Idea Qualityxx: Measured by the number of well-defined research
questions, the clarity of the research objectives, and the relevance of the
research to the field of NLP.

2. xx0riginality of Research Ideas**: Measured by the number of novel and
innovative research ideas generated by the LLM.

3. xxUsefulness of Research Ideas**: Measured by the potential impact of the
research ideas on the field of NLP, the feasibility of the research, and the
potential for the research to address real-world problems.

4. xxResearch Idea Novelty*x: Measured by the number of novel and innovative
research ideas generated by the LLM.

5. **Research Idea Relevancex*: Measured by the relevance of the research ideas
to the field of NLP and the potential impact of the research on the field.

6. **Impact of Research Ideas**: Measured by the potential impact of the
research ideas on the field of NLP, the potential for the research to address
real-world problems, and the potential for the research to lead to new
discoveries or innovations.

7. *xLLM's Ability to Identify Research Gaps**: Measured by the LLM's ability
to identify gaps in existing research and generate research ideas that
address these gaps.

8. **LLM's Ability to Generate Research Ideas that Address Real-World
Problems*x: Measured by the LLM's ability to generate research ideas that
address real-world problems and have the potential to lead to new discoveries
or innovations.

9. **Agreement between Human and LLM Reviews#**: Measured by the percentage of
reviews that are identical or similar between human and LLM reviews.

10. **Quality of Reviews**: Measured by the accuracy, completeness, and
usefulness of the reviews generated by the LLM.




E Component Experiment OQutput Examples (Ideation)

Summarization Component Experiment - Example Element Models

Complete Prototype Design

** Models **

1. **GPT-4x*x: A state-of-the-art LLM that will be used to generate research
ideas.

2. xxLLaMA-3.1 405bxx: A large language model that will be used to generate
research ideas.

3. xxText-embedding-ada-002xx: A sentence embedding model used in the CoQuest
system.

4. *xDense Passage Retriever (DPR)*x: A bi-encoder architecture used in the
Retrieval-Augmented Generation (RAG) model.

5. xxBART**: A generator used in the RAG model to condition on the retrieved
documents and the input to generate the output.

Summarization Component Removed

*%x Models *x

1. **BERT (Bidirectional Encoder Representations from Transformers)**: A large
language model that will be fine-tuned for research idea generation. BERT
will be used to generate research ideas in the field of natural language
processing.

2. xxHuman Expertsxx: Participants who are experts in the field of natural
language processing will be used to generate research ideas, review generated
ideas, and provide feedback on the quality and relevance of the ideas.

3. **Random Forest Model*x: A machine learning model that will be used to
analyze the review data from human participants and to identify patterns and
correlations in the data.

4. **Support Vector Machine (SVM)*x: A machine learning model that will be used
to classify the generated research ideas as relevant or irrelevant, and to
identify the features that distinguish between the two classes.




Outline Component Experiment - Example Procedure Idea Evaluation Step

Complete Prototype Design

**Step 5: Human Reviewer Evaluationx*

* A subset of human reviewers will be recruited to evaluate the research ideas
generated by LLMs and human participants.

* Human reviewers will be provided with the same evaluation criteria used by
participants.

* Human reviewers will be asked to review and provide feedback on the research
ideas generated by both LLMs and human participants, including suggestions
for improvement and potential areas of concern.

* Provide detailed description of the human reviewers' demographics and their
experience in evaluating research ideas.

Outline Component Removed

**Step 5: Idea Evaluationxx*

* Define the evaluation criteria for the research ideas, including relevance,
novelty, and feasibility.

* Ensure that the evaluation criteria are comprehensive and capture the scope
of the research topic.

* Have the expert reviewers evaluate both the human-generated and agent-
generated research ideas using the evaluation criteria.




Review Component Experiment - Example Procedure Data Analysys Step

Complete Prototype Design

**Step 6: Data Analysis*xx*

* Analyze the data collected from the study, including the quality, relevance,
and potential biases of research ideas generated by human participants and
LLMs.

* Analyze the reviews from the human reviewers, including the frequency and
types of feedback provided.

* Evaluate the effectiveness of human reviewers in evaluating research ideas
generated by LLMs and human participants.

* Compare the performance of human participants and LLMs in generating research
ideas.

* Evaluate the quality, relevance, and potential biases of research ideas
generated by human participants and LLMs.

* Identify any differences or similarities between the two groups.

* Provide detailed description of the statistical methods used and the expected
outcomes.

Review Component Removed

**Step 6: Data Analysisxx

* Analyze the data collected from the study, including the quality, relevance,
and potential biases of research ideas generated by human participants and
LLMs.

* Compare the performance of human participants and LLMs in generating research
ideas.

* Evaluate the effectiveness of human reviewers in evaluating research ideas
generated by LLMs.




Combined Components Experiment - Example Procedure Writing Step

Complete Prototype Design

**Step 8: Writing the Research Paperxx

* Write a comprehensive research paper that summarizes the main findings of the
study.

* Discuss the limitations and potential biases of the study.

* Provide recommendations for future research in this area.

* Summarize the implications of the study's findings for the use of LLMs in
research ideas generation.

* Discuss the potential benefits and drawbacks of using LLMs for research ideas
generation.

* Provide detailed description of the potential applications and implications
of the study's findings.

* Ensure that the results are accessible and understandable to a broad audience.

* Provide detailed description of the dissemination plan.

* Share the findings with stakeholders, including researchers, policymakers,
and industry professionals.

* Publish the research paper in a reputable academic journal.

Procedure, Element, Combiner Components Merged

**Step 10: Writing the Research Paperxx

* Write a research paper that summarizes the findings of the study, including
the results of the comparison between human and LLM-generated research ideas,
the analysis of the quality, relevance, and potential biases of the research
ideas generated by human participants and the LLM, and the results of the LLM
review of the research ideas.

* Discuss the implications of the study for the use of large language models in
research ideas generation and the potential benefits and drawbacks of using
LLMs in this context.

* Provide a clear and concise summary of the study's findings and
recommendations for future research.
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