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Abstract: Conveyor belt tear detection is a very important part of coal mine safety 9 

production. In this paper, a new method of detecting conveyor belt damage named 10 

audio-visual fusion (AVF) detection method is proposed. The AVF method uses both a 11 

visible light CCD and a microphone array to collect images and sounds of the conveyor 12 

belt in different running states. By processing and analyzing the collected images and 13 

sounds, the image and sound features of normal, tear and scratch can be extracted 14 

respectively. Then the extracted features of images and sounds are fused and classified 15 

by machine learning algorithm. The results show that the accuracy of AVF method for 16 

conveyor belt scratch is 93.66%, and the accuracy of longitudinal tear is higher than 17 

96.23%. Compared with existing methods AVF method overcomes the limitation of visual 18 

detection condition, and is more accurate and reliable for conveyor belt tear detection. 19 

Keywords: Audio-visual feature extraction; Feature fusion; Longitudinal tear detection 20 

method; Machine learning 21 

1.Introduction22 

Belt conveyor is an indispensable transportation equipment in coal mine 23 

production. Conveyor belt is the most accident-prone part of the whole belt conveyor 24 

[1],[2]. During the operation of the conveyor belt, gangue, anchored bolt and other 25 

metal hard objects at the transfer point may scratch and tear the conveyor belt[3],[4]. 26 

Learn from the research methods of turning tool wear[5],[6] we discover conveyor belt 27 

scratches are a precursor to longitudinal tear and longitudinal tear is longer and more 28 

common than horizontal tearing of conveyor belts[7]. Owing to the long transport 29 

distance of coal, if a longitudinal tearing accident occurs, the entire belt may be replaced, 30 

and normal production and transportation of the coal mine cannot be restored for a long 31 

period of time, which causes huge economic losses. If workers do not find the accident 32 

in time, it will lead to blockage of coal mine roadway, and would even cause casualties. 33 

Therefore, fast and accurate damage detection methods for conveyor belts are essential 34 
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for coal mine safety production. 35 

At present, it has become a trend to use computer vision technology to detect 36 

conveyor belt longitudinal tear. For example, Qiao and Li[8] used a laser and a surface 37 

light source to build a visual recognition system for longitudinal tear of the conveyor 38 

belt. Yang et al. [9]proposed a fast image segmentation algorithm based on line array 39 

CCD camera. Wang et al. [10] proposed a non-contact conveyor belt tear detection 40 

method based on image processing and pattern recognition. Wang and Sun[11] proposes 41 

a conveyor belt longitudinal tear detection method based on Haar-AdaBoost and 42 

Cascade algorithm under uneven light. However, the visible light CCD (Charge Coupled 43 

Device) may be affected by the environment in the mine due to the dark, watery and 44 

dusty working environment in the mine. Therefore, the detection accuracy will be 45 

greatly affected. Qiao et al. [12] proposed an binocular vision detection method based 46 

on the fusion of infrared and visible light. Yang and Qiao[13] proposed a longitudinal 47 

tear warning method based on infrared image ROI selection and image binarization. 48 

Yang and Qiao[14] proposed Infrared spectrum analysis method for detection and early 49 

warning of longitudinal tear. The infrared method is used to detect tearing, the principle 50 

is that when the conveyor belt is damaged by friction with hard impurities, thermal 51 

radiation is generated through the conveyor belt and detected by infrared CCD, 52 

However, if the tear process of the conveyor belt is slow and the temperature cannot 53 

rise rapidly, the thermal radiation cannot be detected by infrared CCD through the 54 

conveyor belt in time and there will be missed detection. Therefore, the validity and 55 

accuracy of test results will be affected as before. In order to adapt to the complex 56 

environment under the coal mine and improve the accuracy of tear detection, a new 57 

detection method which enables to adapt to the dark and dusty environment as well as 58 

to meet timely and accurate demand is needed. 59 

At present, computer vision and sound detection technology are developing rapidly, 60 

the two are widely used in medical[15],[16], transportation[17],[18], security 61 

inspection[19],[20] and other fields such as emotion recognition[21] and acoustic scene 62 

classification[22]. Computer vision technology can replace the human eye for 63 

recognition, tracking and measurement, but the quality of computer vision image is very 64 

sensitive to obstacles, occlusion and light conditions. On the one hand, audio detection 65 

is equivalent to human ears. The sound signal is not affected by the light can still 66 

transmit information effectively when encountering obstacles. Sound signal has the 67 

advantages of convenient collection, low cost and space saving. The use of sound 68 

detection can be very good auxiliary computer vision and applied to the detection 69 

system. Audio-visual detection is not only non-contact but also more accurate and 70 

stable. When the conveyor belt rubs against hard impurities, it will produce a sharp 71 

sound, which can be well distinguished from the normal operation of the conveyor belt. 72 



Image and sound are the most obvious features of longitudinal tearing or scratching of 73 

the conveyor belt. In summary, this paper proposes a longitudinal tear detection method 74 

based on audio-visual fusion (AVF) conveyor belt. The AVF method can not only adapt 75 

to the complex environment under the coal mine, but also detect the scratches of the 76 

conveyor belt more accurately. 77 

Sound image information fusion and feature extraction are two key steps in AVF 78 

method. In terms of information fusion, according to the theory of information 79 

fusion[23], Data fusion can be done on the feature layer, data layer and decision layer. 80 

Since the image and sound are heterogeneous in nature, and their data have no 81 

correlation with each other, it is almost impossible to carry out information fusion on 82 

the data layer. When the conveyor belt is torn longitudinally, there is a certain 83 

correlation between the generation of tear and the sound produced. If they are fused at 84 

the decision layer, their correlation will be separated, which will lead to the decrease of 85 

detection accuracy. Therefore, the feature layer is selected for the data fusion of sound 86 

and image. 87 

In terms of feature extraction, we extracted MFCC(Mel-Frequency Ceptral 88 

Coefficients), Spectral centroid, Short-time energy, ZCR(Zero Crossing Rate) and 89 

Spectral roll-off as sound features[24]. For image features, we mainly want to obtain 90 

the image contour information when the conveyor belt is torn longitudinally, so we 91 

extract the HOG (Histogram of Oriented Gradient) feature. After extracting the features 92 

of sound and image, network fuses two features. The fused features were sent to the 93 

machine learning model for training, and the trained model was used to identify the 94 

new tear. Compared with the previous methods. The AVF method adds sound features 95 

to the traditional computer vision detection of longitudinal tear of the conveyor belt. It 96 

not only overcomes the difficulty of collecting data with visible light CCD in the 97 

complex environment of coal mines, but also effectively solves the problem of missed 98 

detection by infrared detection methods. We analyzed the image and sound features, 99 

and for the first time proposed the fusion of sound features and image features in the 100 

feature layer, which eliminate the redundancy and contradiction between image and 101 

sound information and complement each other, and improve the real-time and reliability 102 

of the longitudinal tear detection of the conveyor belt. 103 

The organization of this paper is as follows. Section 2 mainly introduces AVF 104 

methods, which includes sound feature extraction, image feature extraction, image and 105 

sound feature fusion and machine learning model. Section 3 gives the experimental 106 

results and analysis to verify the AVF method, we compared the accuracy of using 107 

image features alone and using audio-visual fusion features, and compared the AVF 108 

method with some visual detection methods that have been proposed, followed by the 109 

conclusions and possible improvements are discussed in Section 4. 110 



2. AVF method 111 

This section mainly introduces the method of AVF, which consists of four parts 112 

including image feature extraction, sound feature extraction, feature fusion and 113 

machine learning methods. Firstly, the image of tear and is scratch captured by visible 114 

light CCD and its features are extracted. Secondly, we use a microphone array to collect 115 

tear and scratch sounds and extract sound features. Thirdly, the fusion of image features 116 

and sound features at the feature layer, the fused audio-visual features were sent to the 117 

machine learning model for training. Finally, the existing tear or scratch can be 118 

distinguished by audio-visual fusion detection model of conveyor belt longitudinal 119 

tearing. The AVF method flowchart is shown in Fig.1. Each section is described as 120 

following section. 121 

 122 

Fig.1.Flow chart of AVF method 123 

2.1. Data acquisition 124 

In order to train a good conveyor belt longitudinal tear audio-visual detection model, 125 
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it is very important to collect audio-visual data. We use visible light CCD and 126 

microphone to collect the image and sound data of normal operation, scratch and 127 

longitudinal tear of the conveyor belt at the same time. The specific acquisition methods 128 

of image and sound are as follows 129 

2.1.1. Image acquisition 130 

Since most of the longitudinal tear occurs at the transfer point of the conveyor 131 

belt[25] , we install the visible light CCD under the belt near the transfer point. Due to 132 

the dark and dusty working environment in the mine, it is hard to capture clear tear 133 

images using a visible light CCD alone, which greatly affects the accuracy of 134 

longitudinal tear detection. In order to overcome the impact of the complex 135 

environment of the coal mine on the captured images, auxiliary light sources and dust 136 

removal equipment need to be installed. We install the dust removal equipment on the 137 

front of the visible light CCD, and install the auxiliary light source below the visible 138 

light CCD as shown in Fig.2. The visible light CCD collects images of the under 139 

different conditions. The collected images are divided into three categories: the normal 140 

images, the scratched image and the longitudinal tear image are shown in Fig.3. 141 

Visible light CCD Auxiliary light source Microphone array

coal

Running direction

Running direction

Dust removal equipment
 142 

Fig. 2. Dust removal equipment of visible light CCD and auxiliary light source 143 



 144 

(a)                          (b)                          (c) 145 

Fig. 3. The collected images:(a) normal image. (b) tear image (c) scratch image 146 

2.1.2 Sound acquisition 147 

  Microphone array is installed at the bottom of visible light CCD to collect the sound 148 

of the conveyor belt during normal transportation, the sound of scratches and the sound 149 

of tear. Setting the sampling frequency to 44.1khz. In order to eliminate the influence 150 

of aliasing, high-order harmonic distortion, and other factors on the quality of the sound 151 

signal caused by sound collection equipment and environmental sound, we need to 152 

preprocess the collected original sound. Pre-processing the sound signal under different 153 

conditions of the conveyor belt includes two parts: pre-emphasis and framing and 154 

windowing, pre-emphasis compensates for the high-frequency part of the sound, which 155 

improves the signal-to-noise ratio of the high-frequency part of the sound signal. 156 

Windowing divides the continuous sound signal into independent frame signals and 157 

smooth the frame signals, which is convenient for calculation in the frequency domain. 158 

2.2 Data preprocessing and feature extraction 159 

We preprocess the collected images and extract image features from the preprocessed 160 

images. For tear and scratch images, we found through experiments that the contour 161 

features of tears and scratches have good performance, so the contour features of the 162 

edges of tears and scratches are extracted. By comparing the sound of longitudinal tear, 163 

the sound of scratch and the sound of normal operation of the conveyor belt, it is found 164 

that there are obvious differences among them. Therefore, sound features can be used 165 

as an important feature in longitudinal tear detection of conveyor belt. There are two 166 

parts included in sound feature extraction: sound pretreatment and feature extraction. 167 

In this paper, MFCC, ZCR, Spectral-centroid, Short-term energy and Spectral roll-off 168 

are extracted as the feature of sound. 169 



2.2.1Image preprocessing 170 

In the collected visible light image, the damage area is obvious. However, in the 171 

background, except for the damaged area, in the actual working environment of coal 172 

mine, there will be some scratches and stains in the pictures we take. In order to better 173 

extract the damage features, we use median filtering to filter the image [26]. Assuming 174 

that the conveyor belt image captured by the Visible light CCD is ),( tsg  then the image 175 

processing formula with the pixel value ),( yxf after the median filtering is as follows：  176 

 
( , )

( , ) { ( , )}
xys t S

f x y median g s t
=

=   (1) 177 

In order to extract features in the next step, grayscale the image after median filtering. 178 

As shown in Fig.4. 179 

 180 
(a)                         (b)                         (c) 181 

Fig. 4. The processed images:(a) normal image; (b) tear image; (c) scratch image. 182 

 183 

2.2.2. Image HOG feature extraction 184 

Dalal and Triggs[27] proposed an image feature description algorithm HOG based 185 

on gradient direction. HOG algorithm calculates and statistics the gradient and direction 186 

of image pixels, and calculates gradient histogram of local images to construct features, 187 

which can describe the edge of the detection object well. Compared with other image 188 

feature extraction algorithms, HOG operates on the local grid cells of the image, so it 189 

can maintain good invariance to image geometric and optical deformations, and can 190 

tolerate different forms between tears feature. The steps for the HOG algorithm are 191 

described as follows. 192 

(1) Gamma correction 193 

In order to overcome the impact of the dark and dusty mine on local shadows and 194 

image brightness changes, highlight the damaged parts of the picture, we first used 195 

gamma correction to process the image. Gamma correction can improve the image 196 

contrast effect of the darker or brighter part of the image. The formula of Gamma 197 

correction is as follows: 198 



 ( )f x x=   (2) 199 

Where 𝑥 is the pixel value of the image, and 𝛾 is the Gamma correction coefficient. 200 

Here, 𝑓(𝑥) is the output pixel value. In this paper, the correction coefficient is 0.8, and 201 

the image after gamma correction is shown in Fig. 5 202 

 203 

（a）                        (b)                          (c) 204 

Fig. 5. The Image after gamma correction:(a) normal image; (b) tear image; (c) scratch image. 205 

(2) Calculate image gradient 206 

We use the statistical gradient method to obtain the longitudinal tearing profile 207 

information of the conveyor, the gradient in mathematics is actually the first 208 

derivative. The gradient of a continuous image at a certain pixel point can be 209 

calculated by the following formula. 210 

( , ) ( 1, ) ( 1, )xG x y H x y H x y= + − −                      (3) 211 

 ( , ) ( , 1) ( , 1)yG x y H x y H x y= + − −   (4) 212 

Where 𝐺𝑥(𝑥, 𝑦) is the vertical gradient at point(𝑥, 𝑦) , 𝐺𝑦(𝑥, 𝑦)  is the horizontal 213 

gradient, 𝐻(𝑥, 𝑦) is the pixel value at point (𝑥, 𝑦), the gradient amplitude 𝐺(𝑥, 𝑦)and 214 

direction 𝑎(𝑥, 𝑦)at point (𝑥, 𝑦)are calculated as follows: 215 

 
2 2( , ) ( , ) ( , )x yG x y G x y G x y= +   (5) 216 

 
1

( , )
( , ) tan ( )

( , )

y

x

G x y
a x y

G x y

−=   (6) 217 

(3) Calculate HOG feature 218 

First, the image was divided into 8 * 8 pixels of small cell, then the gradient 219 

direction of 360 degrees of cell can be divided into 9 bins, 9 bins of the histogram is 220 

used to statistics the 8 * 8 pixels gradient information, finally to calculate the pixel 221 

gradient direction projection to its corresponding histogram, In this way, the weighted 222 

projection of the gradient size and direction of each pixel in the cell on the histogram 223 

is the corresponding 9-dimensional feature vector of the cell. We use four cells to form 224 

a block of 16*16 pixels. It's going to join up to form a 36*1member vector. Then, the 225 



block window moves with a fixed step size (8 pixels per step) to normalized the 226 

histogram, thus generating a standardized 36*1 vector for each move. The 36 features 227 

obtained after each movement are concatenated together as the final feature of our 228 

image. The HOG feature extraction flowchart is shown in the Fig. 6 229 
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Fig. 6. HOG feature extraction flowchart 231 

2.2.3. Sound preprocessing 232 

(1) Pre-emphasis  233 

Because of the conveyor belt longitudinal tear sound signal collection belt is often 234 

affected by various noises under the mine, the high-frequency acoustic signal will 235 

attenuate. Therefore, before the sound signal processing, We should enhance the high 236 

frequency part of the sound to effectively reduce the output noise, obtain more 237 

frequency-domain information, so as to facilitate sound feature extraction[28]. Pre-238 

emphasis usually expression of the transfer function is: 239 

 
1( ) 1H Z aZ −= −   (7) 240 

Where 𝑎  is the pre-emphasis coefficient, which is 0.97 in this experiment (usually 241 

selected between 0.9 and 1) 242 

(2) Framing and Windowing 243 

Because of the sound signal remains unchanged and relatively stable in a short time 244 

range, it is possible to divide sound signal into some short segments for processing Each 245 

short segment is called a frame. We use overlapping segmentation method to divide 246 

frames. The overlapping segmentation method enhances the correlation between frames 247 

and facilitates the smooth transition between them, the overlapping part is called frame 248 

shift. In this paper, frame length N=1024 and frame shift T=256, the sampling 249 

frequency is set to 44.1KHZ, so each frame is 23.2ms. In order to obtain a smoother 250 

spectrum, we use hamming window for framing. The hamming window calculation 251 

formula is: 252 

 
(1 ) cos[2 / ( 1)], 0

( )
0,

a a n N n N
w n

others

− − −  
= 


  (8) 253 



Where 𝑁  is the frame length, and different 𝑎  will generate different hamming 254 

windows and here we choose 𝑎= 0.46, after determining the window function, add a 255 

window to the pre-emphasis sound signal, the formulas for framing and windowing are 256 

as follows: 257 

 ( ) ( ) ( ),s n s n w n =    (9) 258 

Where, 𝑠(𝑛) is the original sound of the n-the frame, 𝑠 ,(𝑛) is the sound signal of 259 

the n-the frame after windowing and framing processing. 260 

2.2.4. Sound Feature extraction 261 

(1) MFCC 262 

MFCC has been widely used in audio signal analysis[29]. Although MFCC is mainly 263 

designed for voice processing, but we found that it can be used to analyze the damage 264 

of conveyor belt. The frequency perceived by the human auditory system of low-265 

frequency sounds and the physical frequency of the sound are approximately linear; the 266 

frequency perceived by high-frequency sounds and the physical frequency of the sound 267 

are approximately logarithmic. The relationship between the Mel frequency and the 268 

physical frequency the relationship is shown in the formula. 269 

 102595log (1 )
700

hz

mel

f
f = +   (10) 270 

Where 𝑓 is the frequency the specific steps to extract MFCC parameters from sound 271 

signals in different damage states is as follows: 272 

⚫ After the preprocessing of sound signal, we convert the audio signal in the time-273 

frequency domain, it main implementation is Discrete Fourier Transform (DFT). The 274 

DFT input is a sequence of frames windowed to signal 𝑠 ,(𝑛) , the output is the 275 

complex number 𝑥𝑛(𝑘) containing N frequency bands. The definition of DFT is as 276 

follows: 277 

 
1 2 /

0
( ) ( ) , 0

N j kn N

n n
x k s n e k N− −

=
=     (11) 278 

Where 𝑘 is the kth spectrum of the Fourier transform, and N is the number of points 279 

of the Fourier transform. 280 

⚫ Through the Mel filter. The Mel filter is composed of a triangular bandpass filter, 281 

which can convert the frequency spectrum into Smooth processing to remove the 282 

influence of harmonics and highlight the formants of the original sound, the 283 

frequency response of the triangle filter 𝐻𝑚(𝐾) is: 284 

     285 



 

0, ( 1)

2( ( 1))
, ( 1) ( )

( ( 1) ( 1))( ( ) ( 1))
( )

2( ( 1) )
, ( ) ( 1)

( ( 1) ( 1))( ( 1) ( ))

0, ( 1)

m

k f m

k f m
f m k f m

f m f m f m f m
H k

f m k
f m k f m

f m f m f m f m

k f m

 −


− −
 −  

+ − − − −


+ −   +
 + − − + −


 +

  (12) 286 

Where 𝐻𝑚(𝑘) satisfies: 287 

  
1

0

( ) 1
M

m

m

H k
−

=

=                                (13) 288 

⚫ Take the logarithmic energy, and perform logarithmic operation on the signal 289 

passing through the triangular filter bank. The logarithmic energy output by the m-290 

th Mel filter is shown in the following formula. 291 

 
1

2

0

( ) ln( ( ) ( )) 0
N

n m

k

S m x k H k m M
−

=

=     (14) 292 

Where 𝑀 is the number of Mel scale triangle filters, we select 26 in this paper. 293 

⚫ Through the discrete cosine transform of the energy logarithm 𝑆(𝑚) to MFCC. 294 

 
1

0

( 0.5)
( ) ( )cos( ), 0,1,2, ,

M

m

l i
C m S m l L

M

−

=

−
= =                   (15) 295 

Perform discrete cosine transform on 𝑆(𝑚)  to obtain the Mel-scale cepstral 296 

parameter𝐶(𝑚), L is the order of the MFCC coefficient, usually set to 12-16. In 297 

this paper, L = 13. 298 

（2） Short-Time Energy 299 

As the energy of the sound signal changes with time, the sound energy of tear, 300 

scratches and normal operation of the conveyor belt are significantly different. 301 

Therefore, the analysis of short-time energy can describe the characteristic changes in 302 

different states of the conveyor belt. The short-time energy is calculated as follows:  303 

 
1

2

0

( )
N

n n

m

E s m
−

=

=   (16) 304 

 Where 𝑠𝑛(𝑚)is the nth frame sound signal, 𝑚 is for window position. 305 

（3）ZCR 306 

The zero-crossing rate represents the rate at which the symbols of the sound signal 307 

change, the ZCR is mainly used for the recognition when the background noise is large. 308 

The calculation formula is as follows: 309 

 
1

0

1
[sgn( ( )) sgn( ( 1))]

2

N

n n n

m

ZCR s m s m
−

=

= − +   (17) 310 

Where 𝑠𝑔𝑛() is the sign function, the formula is as follows: 311 



 
1, 0

sgn( )
1, 0

x
x

x


= 
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  (18) 312 

（4）Spectral centroid 313 

Spectral centroid is one of the important parameters to describe the timbre attributes. 314 

It is the frequency averaged by energy weighted within a certain frequency range, the 315 

spectral centroid describes the brightness of sound. It is the important information of 316 

the frequency distribution and energy distribution of the sound signal. The calculation 317 

formula is: 318 

 

/2

0

/2

0

( )

( )

s

s

F

nf

n F

nf

f S f
SC

S f

=

=

=



  (19) 319 

Where 𝑓 is the sound signal frequency, 𝑆𝑛(𝑓) is the spectral energy formula of the 320 

corresponding frequency after the discrete Fourier transform of the continuous time 321 

domain signal 𝑠𝑛(𝑚) as follows: 322 

 323 

 
1

2 /

0

( ) ( )
N

j kn N

n n

m

S f s m e 
−

−

=

=   (20) 324 

Where 𝑁 is the frame length. 325 

（5）Spectral roll-off 326 

Spectrum roll-off is the change of the spectrum amplitude when the frequency is 327 

lower than a certain set value. According to the characteristics of the spectrum roll-off, 328 

the slope of the spectrum shape can be measured. The calculation formula of spectrum 329 

roll-off is as follows: 330 

 
1

0 0

( ) ( )
m N

n n

k k

S k S k
−

= =

=    (21) 331 

Where 𝜃 is the threshold, and its value range is 0.85~0.99，In this paper it is 0.85 332 

2.3. Feature fusion 333 

In the feature layer, we fused the sound features and image features of the conveyor 334 

belt under different operating states, including data normalization processing and PCA 335 

dimensionality reduction. 336 

2.3.1. Data normalization 337 

We serialized the acquired image features and sound features to obtain the new audio-338 

visual fusion eigen matrix X ,and then carried out data normalization processing on the 339 

acquired new audio-visual fusion eigen matrix. The calculation formula is 340 

 

( )

( )

i

j ji

j

j

a
x

s

−
=   (22) 341 



Where 𝑎𝑗
(𝑖)

 is the j  eigenvalue of 𝑖  samples,𝜇𝑗  represents the mean value of the j342 

feature, and 𝑠𝑗  represents the range of the j  feature, that is: 𝑠𝑗 = max(𝑎𝑗
(𝑖)

) −343 

min (𝑎𝑗
(𝑖)

).  344 

2.3.2.PCA 345 

PCA is a dimensionality reduction algorithm, which can convert high-dimensional 346 

data into low-dimensional data with minimal loss[30]. We use PCA algorithm to 347 

process audio-visual fusion features, extract useful information and remove redundant 348 

information. After the normalization of the data, the audio-visual fusion feature matrix 349 

𝑋 was obtained, and the covariance matrix was first calculated: 350 

 
1 TC X X
m

=   (23) 351 

Where 𝐶  is the covariance matrix, and then the singular value decomposition is 352 

used to calculate the eigenvectors of the covariance matrix. 353 

 [ , , ] ( )U S V svd C=   (24) 354 

After the characteristic matrix is obtained, dimensionality reduction can be carried 355 

out on the data. Assuming that the value before dimensionality reduction is
)(ix , the 356 

formula of 𝑍(𝑖) dimension reduction is as follows: 357 

 ( ) ( )i T i

r ed uceZ U x=   (25) 358 

Where ],,,[ )()2()1( k

reduce uuuU = is principal component characteristic matrix. 359 

2.4. Machine learning model 360 

We classify the collected audiovisual data of conveyor belt damage. In this paper, we 361 

have selected three machine learning algorithms, K-nearest neighbors(KNN) algorithm 362 

is simple to implement, suitable for multi-classification problems, and not sensitive to 363 

abnormal points[31], support vector machine (SVM) biggest characteristic is the 364 

maximum distance can be structured decision boundary, generalization error rate is low, 365 

It has high robustness, due to the small sample of audio-visual data we collect, SVM is 366 

better than other algorithm in the case of fewer data sets[32]. The Random Forest (RF) 367 

algorithm is a classification algorithm that combines multiple weak classifiers (decision 368 

trees) into a strong classifier. The fusion of the output of multiple classifiers not only 369 

helps to improve the accuracy of classification, but also factors such as outliers and 370 

noise in the data are well tolerated and are not prone to overfitting[33]. 371 



3.Experiment and analysis 372 

In this section, we are simulating the actual environment of coal mines and show the 373 

experimental results of the AVF method on the audio-visual data set we collected. 374 

3.1. Experiment setup 375 

In order to prove the effectiveness of the AVF method, we built an experimental 376 

platform and since the laboratory itself is located in the basement, we turn off the 377 

laboratory light, use only auxiliary light source, and blow dust around visible CCD and 378 

conveyor belt to simulate the underground environment of the mine to collect audio-379 

visual data, the picture of the conveyor belt, visible light CCD and microphone array is 380 

shown in Fig.7. Using steel wire conveyor belt, the specific parameters of the conveyor 381 

belt are as follows: length 13 meters, width 1 meter, thickness 15 mm, longitudinal 382 

tensile strength 1250 N/mm, the speed is 4m/s. We installed anchor bolt between the 383 

upper and lower conveyor belts to simulate the tear of the upper belt. The visible light 384 

CCD is an area-array industrial camera with a resolution of 1280*1080 and a frame rate 385 

of 60 fps, the sound acquisition device is a four-array microphone, in the AVF method 386 

experiment, we simulate the tear and scratch of the conveyor belt to collect the images 387 

and sounds under different running states of the conveyor belt, we set the sampling 388 

frequency of the sound to 44.1KHz and the duration of each segment to 1.2s, all sounds 389 

are in wav format. A computer is used for sound and image processing and machine 390 

learning modeling. The specific parameters of the computer is: CPU is Inter Core i7-391 

7700 3.6GHz, memory is 16GB. The experiment simulated the dark and dusty working 392 

environment of the coal mine.  393 

We first place the metal anchor bolt on the surface of the conveyor belt, turn on the 394 

conveyor belt to allow it to run normally, then adjust the depth of the anchor bolt so that 395 

it slightly penetrates the conveyor belt to simulate the conveyor belt scratch, and then 396 

adjust the depth of the anchor bolt to penetrate the conveyor belt to make it through 397 

conveyor belt simulates the belt tear. According to the different depth of bolt insertion, 398 

the normal operation of the conveyor belt, the belt scratch and longitudinal tear of the 399 

conveyor belt are respectively presented, a total of 2,600 including 1000 pictures 400 

normal, 800 pictures of the tear and 800 pictures of the scratch were taken as the image 401 

data set, the image data set is shown in Fig.8. At the same time, added the collected 402 

noise of the conveyor belt running in the mine to the collected sound fragments to 403 

simulate the working environment of the coal mine. We collected a total of 2600 sound 404 

segments corresponding to the pictures of the conveyor belt in different states as our 405 

sound data set including 1000 sound segments during normal operation, 800 sound 406 

segments during longitudinal tearing and 800 sound segments during scratch. The 407 

schematic diagram of the AVF method experiment is shown in Fig.9.  408 



 409 

（a）                                       (b) 410 
Fig. 7. The experiment platform:(a) Conveyor belt, (b) Visible light CCD and microphone array 411 

 412 

（a）                         (b)                          (c)   413 

Fig. 8. The experimental samples:(a) The normal sample, (b)The scratch sample, (c)The Tear sample 414 

 415 

Fig. 9. Schematic diagram of AVF method experiment 416 
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All experiments are performing by python3.7, and development platform is Pycharm. 417 

The experimental data is divided into three parts, including conveyor belt normal 418 

operation of audio-visual data, conveyor belt longitudinal tear of audio-visual data and 419 

conveyor belt scratches of audio-visual data, then the three parts of audio-visual data 420 

respectively do image and sound of feature extraction and feature fusion to get the audio-421 

visual fusion features of different running states of the conveyor belt. The audio-visual 422 

fusion features of different conveyor belt operation states were input into the classifier 423 

we selected. The main parameters of the three classifiers are shown in Table.1. We 424 

choose these parameters through experiments to optimize the classification performance 425 

of conveyor belt audio-visual fusion data as much as possible, and perform3-fold cross-426 

validation to get the final audio-visual fusion detection model. The experimental results 427 

and analysis are as followed section: 428 

Table 1 429 

The main parameters of each machine learning model 430 

Models      Main parameters of the model 

KNN  K: 1, 5, 10, 15, 20, 25      Distance: ‘euclidean’, ‘cityblock’, ‘minkowski’ 

SVM   Kernel function: rbf        C:10-1   Gamma: 2−12, 2−10, 2−8, 2−4, 2-2, 20,22 

RF   n_estimators : 23, 24, 25, 26  min_sample_leaf: 0, 5, 10, 20   max_features: 5 

3.2. Experiment result and analysis 431 

We performed PCA analysis on the audio-visual features and visual features, and the 432 

results are given in Fig.10, from Fig.10 We can see that the overall score of the audio-433 

visual features is higher than that of the visual features alone, the audio-visual feature 434 

dimension has the highest score at 850. We compared three different machine learning 435 

classifiers. The results of the KNN-based AVF method are given in Table 2, from Table 436 

2 we can see the average accuracy is 93.9%, the average detection time of 27.6ms. The 437 

results of the SVM-based AVF method are given in Table 3, from Table 3 we can see 438 

the average accuracy is 96.23%, the average detection time of 25.7ms. The results of 439 

the RF-based AVF method are given in Table 4, from Table 4 we can see the average 440 

accuracy is 95.63%, the average detection time of 29.99ms. The overall result is shown 441 

in Fig.11, from Fig.11, we can see the accuracy rate of the AVF method based on SVM 442 

is 2.23% higher than that based on KNN. The detection speed is 1.9ms faster, and the 443 

accuracy of detection is 0.6% higher than that based on RF. The detection speed is 444 

4.92ms faster, SVM has advantages in detection accuracy and detection time compared 445 

with RF and KNN. 446 

Comparing the image detection method with the AVF method are given in Table 5, 447 

from Table 5 we can see the overall detection accuracy of AVF method is 96.23%, while 448 



that of image detection method is 92.25%. Therefore, the method of AVF is better than 449 

the method of image detection. As shown in the Fig.12, AVF method for all kinds of 450 

conveyor belt with damage detection accuracy higher than that of image detection 451 

especially for conveyor belt scratch detection, AVF detection method average accuracy 452 

is 93.66%, and the image detection method used alone is 87.16%. This shows that AVF 453 

detection method has higher accuracy in scratch detection, Due to the precursor of the 454 

longitudinal tear of the conveyor belt when the conveyor belt is scratched, it is very   455 

important for the safety production of the coal mine to detect the conveyor belt scratches, 456 

the timely detection of the conveyor belt scratches can reduce the occurrence of 457 

longitudinal tearing of the conveyor belt.  458 

In order to better evaluate our method, and Compare with Qiao's IBVD method and 459 

Gong Xian Wang’ method We calculated the accuracy, recall rate and FPR (false positive 460 

rate) of the tear sample and normal sample. 461 
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                                    (27) 463 
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Where TP is the number of tear samples detected as tears, FN is the number of normal 465 

samples detected as tears, FP is the number of tear samples detected as normal, and TN 466 

is the number of normal samples detected as normal, the results are shown in Table 6, 467 

compared with the IBVD method, the AVF method has better accuracy, recall, and FPR. 468 

Compared with the Gong Xianwang'method, both have high detection accuracy, but the 469 

Gong Xianwang'method processing time is 96.5ms The AVF method processing time is 470 

25.7ms, so the AVF method is more in line with the needs of real-time detection of coal 471 

mines. 472 



 473 

Fig.10. Score by applying PCA 474 

Table 2 

Detection results of AVF based on KNN 

Table 3 

Detection results of AVF based on SVM 

Table 4 

Detection results of AVF based on RF 

Experiment Tear 

sample 

Scratch 

sample 

Normal 

sample 

Accuray     Average detection 

time (ms) 

 tear scratch normal tear scratch normal tear scratch normal   

1 190 8 2 17 182 1 1 9 190 93.6% 27.89 

2 188 10 2 15 179 6 2 5 193 93.3% 26.90 

3 193 5 2 10 184 6 1 7 192 94.8% 28 .24 

Experiment Tear 

sample 

Scratch 

sample 

Normal 

sample 

Accuray      Average detection 

time (ms) 

 tear scratch normal tear scratch normal tear scratch normal   

1 191 8 1 13 185 2 1 2 197 95.5% 24.89 

2 192 6 2 10 187 3 0 2 198 96.1% 25.79 

3 193 6 1 9 190 1 0 0 200 97.1% 26.44 

Experiment Tear 

sample 

Scratch 

sample 

Normal 

sample 

Accuray         Average detection 

time (ms) 

 tear scratch normal tear scratch normal tear scratch normal   

1 192 7 1 13 184 3 2 2 196  95.3% 30.88 

2 190 5 5 11 188 1 0 2 198  96.0% 29.47 

3 192 6 2 10 187 3 0 5 195  95.6% 29.64 



 475 

Fig.11. Accuracy comparison of three machine learning models. 476 

 

 

Table 5 

The image detection results based on SVM 

 477 
Fig. 12. Accuracy comparison between the AVF method and the image method 478 

Table 6 479 

Comparison of AVF method, IBVD method and Gong ian Wang method 480 

Methods recall accuracy FPR Processing time 

(ms) 

AVF 98.96% 96.23% 3.8% 25.7 

Gong XianWang’method 93% 95.5% 5% 96.5 

IBVD 90.16% 86.75% 12.07% 26.7 

Experiment Tear 

sample 

Scratch 

sample 

Normal 

sample 

Accuray      Average detection 

time (ms) 

 tear scratch normal tear scratch normal tear scratch normal   

1 187 12 1 15 179 6 2 4 194 93.3% 22.88 

2 188 10 2 20 174 6 0 5 195 92.8% 23.47 

3 184 10 6 25 170 5 0 4 196 91.6% 24.64 



4. Conclusions 481 

In this paper, we investigated a conveyor belt tear detection method based on sound 482 

and visual features, in order to adapt to the complex environment in coal mines and 483 

improve the detection accuracy. Visible light CCD is used to collect images of different 484 

running states of the conveyor belt, while the microphone array is used to collect sounds 485 

corresponding to different images. By processing and analyzing the collected images 486 

and sounds, we extracted normal, tear and scratch image features and sound features 487 

respectively. Then the extracted image and sound features fused and the machine 488 

learning algorithm is used for training and classification. The experimental findings the 489 

overall accuracy of AVF method is above 96.23%, and the recall rate is 98.96%, and 490 

FPR is 3.8% and the detection accuracy of scratches on conveyor belt is 93.6%. In terms 491 

of longitudinal tear detection Compared with the IBVD method and Gong Xian 492 

wang'method, the AVF method has better accuracy, recall and FPR. The average 493 

detection time of the AVF method is 25.7ms. In the next step of research, we can use 494 

deep learning to automatically extract the features of sound and images, and further 495 

improve the detection accuracy and generalization of the AVF method and we can also 496 

use better experimental platforms and equipment to improve the real-time performance 497 

of our algorithms. To sum up, AVF method can not only adapt to the complex 498 

environment under coal mine, but also to better achieve early warning of longitudinal 499 

tear. 500 
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