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Abstract

This work is aimed at establishing a common frame and understanding of function modeling (FM) for our ongoing research
activities. A comparative review of the literature is performed to grasp the various FM approaches with their commonalities
and differences. The relations of FM with the research fields of artificial intelligence, design theory, and maintenance are
discussed. In this discussion the goals are to highlight the features of various classical approaches in relation to FM, to
delineate what FM introduces to these fields, and to discuss the applicability of various FM approaches in these fields.
Finally, the basic ideas underlying our projects are introduced with reference to the general framework of FM.
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1. INTRODUCTION

Function modeling (FM) is the name given to the activity of
developing models of devices, products, objects, and pro-
cesses based on their functionalities and the functionalities
of their subcomponents. Researchers acknowledge that devel-
oping such a high-level representation scheme provides use-
ful facilities. These include an overall system description to
facilitate the communication and understanding between
engineers of various disciplines and means to make use of com-
puters for reasoning purposes. The basic concern of FM is how
to represent knowledge about function. The representation
framework is important to serve as a general and common com-
munication framework on the one hand and to facilitate the use
of automated reasoning systems on the other hand.

FM constructs a basis for solving the representation prob-
lems of complex products and their complex development
processes. The complexity in product development is a result
of both the interdisciplinarity in the process and the physi-
cally, geographically, and temporally distributed nature of
design teams (Szykman et al., 2000, 2001; Tomiyama &
Meijer, 2005). As Szykman et al. (2000) state, “a single
designer or design team can no longer manage the complete
product development effort.” FM provides a framework for
overall system description. The barriers between the subdisci-
plines can be overcome by using its common language of
functionality. By supporting decomposition of functional-

ities, FM bridges the gap between the high-level requirements
and the low-level details. Such a common model provides a
holistic view of the system above the domains of different
expertise and makes it possible to go back and forth in the
design process to check the satisfaction of high-level require-
ments by the lower level specifications.

The conventional design processes, concerning both appli-
cations in industry and education of engineers, seem to pro-
mote one-way, top-down procedures, starting from the re-
quirements going toward their realization. Because of the
top-down nature of the procedures little iteration is performed
between the design steps. After a decomposition process the
high-level view of requirements is translated into low-level
detailed component specifications. This is illustrated in
Figure 1 (Muller, 2007). The small number of statements at
the top of the pyramid finally results in millions of details in
the technical product description. The proliferation of details
creates a gap of communication between the upper and lower
levels. The requirement designers in the upper levels lose their
grasp of what is performed in the lower levels, but the compo-
nent designers in the lower levels miss the aim of their own
work within the overall system. FM serves as a means
of linking the upper and lower levels of system design and
description. Therefore, it can be placed in the middle of the
pyramid, in the multidisciplinary section in Figure 1.

Referring to Figure 1, the transition from multidisciplinary
design view to monodisciplinary subdesign problems usually
follows the division of the conventional engineering
disciplines like mechanical, electrical, and software. The
separation of disciplines is more or less a consequence of the
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engineering education programs still anchored to a single
domain (Rault, 1992). The laws of physics in relation to a sin-
gle product, however, are not always compatible with the
separation of disciplines. Many phenomena that can be cate-
gorized in different engineering disciplines have strong physi-
cal interrelations (Tomiyama, 2006; Tomiyama & D’Amelio,
2007a, 2007b). Therefore, engineers of different disciplines
working in the same design team have to communicate and
cooperate with each other on various issues. But the solution
to “how to bridge the multitude of models required to support
a complex design” (Wang et al., 2002) is not trivial. FM, being
a common representation framework above the single domains,
provides means of communication among the engineers of dif-
ferent disciplines. In this sense, FM does not only serve for ver-
tical linking between the upper and lower levels, but also for
horizontal communication within the lower levels in Figure 1.

In the second section, a review of FM approaches is given.
This review is performed with the intention of building a gen-
eral frame for FM as an intermediate category between the
realms of human needs and objects. In the third section, the
relation of FM with the research fields of artificial intelli-
gence (AI), design theory and product development, and
maintenance are discussed. In this section a review of imple-
mentation of FM approaches and the resultant computer-
aided design (CAD) tools is also given by mentioning their
reasoning mechanisms. In the fourth section, the ongoing re-
search in the Intelligent Mechanical Systems Group is intro-
duced by making use of the general FM frame. The aim is
both to show the applicability of such a frame for different
problem domains and to delineate the common denominator
of the mentioned research efforts on the basis of FM. The
basic concepts of these efforts, namely, evolvability, unpre-
dicted interferences, intelligent maintenance, and service
design are outcomes of the particular way of thinking with
FM. The fifth section concludes the paper.

2. REVIEW OF FM APPROACHES

In this section, a review of FM approaches is presented based
on the FM-oriented papers among the references. Specifi-

cally, the approaches for developing functional concept
ontologies (Kitamura et al., 2004) are detailed. The references
that are not directly FM oriented are only mentioned when-
ever they are relevant. A generalized framework of FM is
graphically represented in Figures 2–4. This framework is
mainly based on the descriptions of Chandrasekaran and
Josephson (2000), but it has been extended with the descrip-
tions of other studies. The similarities and differences be-
tween the conceptions of Chandrasekaran and Josephson
(2000) and other scholars are mentioned.

2.1. Function and functional ontology

A functional model shows how the general goal of a
system is achieved by realization of subgoals via the sub-
functions in the system. Quoting Kitamura et al. (2004),
“functional models represent a part of (but not all of)
the designer’s intentions, so called design rationale.” A
similar approach is implicitly used in other applications
that are not directly FM oriented, such as failure mode
and effect analysis (FMEA; Klein & Lalli, 1989; Rausand &
Oien, 1996) and fault tree analysis (FTA; Lee et al., 1985).
However, the representation framework of those is noted
to be task specific (Kitamura et al., 2004). In contrast, FM
needs generalized frameworks to support ease of description
and knowledge retrieval in different domains. The framework
that provides the viewpoints and the necessary vocabulary
to represent functional knowledge is called a functional
ontology (Kitamura & Mizoguchi, 2003; Kitamura et al.,
2004).

It is possible to distinguish three domain ontologies in-
tended to model and describe engineering products. Among
those, device ontology regards a device or a system to be com-
posed of black box modules connected with input–output
relations. Device ontologies define agents of a system that
process their own input data and produce outputs to be trans-
ferred to the other agents. The qualitative physics proposed by
de Kleer and Brown (1984) is an example of device-centered
ontology for artifacts. In addition, the design approach of Pahl
and Beitz (1988), known as the German systematic design

Fig. 1. An adaptation of the device pyramid of design according to Muller (2007). Adapted with permission of the author.
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approach, makes use of the device-centered ontology
(Kitamura et al., 2004).

In the process ontology approach the focus is on the pro-
cesses, rather than the components. Therefore, in process
ontology there are no agents, but participants in the processes.
The attributes of the entities are regarded as changing not as a
result of their input–output relations, but as a consequence of
the effect of processes (Kitamura & Mizoguchi, 2004). The
qualitative process theory (QPT) developed by Forbus
(1984) is the pioneering example of process ontology devel-
opment.

The functional concept ontology, which is the basic con-
cern of this paper, aims at developing a model of a device/
system from a teleological point of view (de Kleer & Brown
1984; Kitamura & Mizoguchi, 2003, 2004). Namely, FM
seeks to develop a model based on the questions of what

the device and its components do or what the purpose of
the device and its components are. The functional concept
ontology aims at developing the necessary framework and
language to model the functionality of a system from the sub-
jective viewpoint of human (the designer, user, or developer).
Among others, the work of Chandrasekaran and Josephson
(2000), Umeda et al. (1996), Umeda and Tomiyama
(1995), Yoshioka et al. (2004), Gero (1990), Kitamura and
Mizoguchi (2004), and Keuneke (1991) are attempts to build
functional ontologies.

Function is considered by Umeda and Tomiyama (1995) as
a bridge between human intention and physical behavior of
artifacts. The authors state “there is no clear and uniform
definition of a function, and moreover, it seems impossible
to describe function objectively.” The subjective character
of function and its being an intermediate between intentions

Fig. 2. The environment-centric view of function modeling.

Fig. 3. The device-centric view of function modeling.
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and objects are acknowledged by many other FM researchers
including Chandrasekaran and Josephson (2000), Deng et al.
(2000), Keuneke (1991), and Balachandran and Gero (1990).
However, in the literature there are conceptions of function
that do not or partially share the idea of subjectivity. In these
approaches functions are directly matched to some physical
objects or components. In other words, functions are used
no more than as labels for physical structures. Rodenacker
(1971) defines function as a relationship between input and
output of energy, material, and information, and this defini-
tion is widely accepted in design research (Pahl & Beitz,
1988; Welch & Dixon, 1992). The functions defined by
Pahl and Beitz (1988), although they share the idea of subjec-
tivity to some extent, are considered to be too abstract to
describe details of intentions (Kitamura et al., 2004). Brace-
well and Sharpe (1996) represent functions based on extend-
ing the bond graph technique (Rosenberg & Karnopp, 1983),
which introduces the concepts of “flow” and “effort to cause a
flow” in the system. Value engineering represents function in
the form of “to do something” (Miles, 1972). This represen-
tation as “verb þ noun,” which again shares subjectivity to
some extent, is noted to be incapable of avoiding inappropri-
ate modeling (Kitamura et al., 2004). In this paper, basically
the conceptions of Umeda et al. (1996), Umeda and
Tomiyama (1995), and Chandrasekaran and Josephson
(2000) are followed. Function is considered as a subjective
category that links the human intentions/purposes residing
in the subjective realm to the behaviors and structures in
the objective realm.

2.2. Function as an intermediate concept between
needs and objects

This section gives an account of the concept of function from
the semantics point of view. The concepts of function, behav-
ior, structure, and their relation with the human needs are
elaborated with the understanding of the division of subjec-
tive and objective realms, as indicated in Figures 2 and 3.

The subjective realm corresponds to the mental conceptions
and the mental planning, also named as mental simulation,
of humans. These are performed on an abstract level, without
consideration of the exact physical interactions. The phase of
conceptual design in the design process, for example, takes
place in this realm. In contrast, the objective realm corre-
sponds to the physical relations and processes that apply to
the object.

Chandrasekaran and Josephson (2000) identify two view-
points of function. In the “environment-centric viewpoint,”
function is a matter of the effect of the object on the environ-
ment in which it is placed (Fig. 2). The function from environ-
ment-centric viewpoint is called “function as effect.” In the
“device-centric viewpoint” the function, which is called
“function in device-centric terms,” is a matter of internal
parameters of the object (Fig. 3). Chandrasekaran (2005)
mentions a priority between the two views. Function as effect
is achieved as a result of the combination of the function in
device-centric terms and the “mode of deployment” of the
object (Fig. 4).

In the environment-centric view (Fig. 2), the intentions of
human are linked to the objects via the realm of functions.
The human needs undergo a few stages of “abstraction levels”
(Chandrasekaran & Josephson, 2000). The function that is
related to the objective realm is defined in the last abstraction
level. The object itself is placed in the objective “world” in a
particular manner, which is conceptualized as a particular
“mode of deployment.” Depending on its mode of deploy-
ment, the object realizes some “roles” in the world it is placed.
The object, the mode of deployment, and the roles take place
in the objective realm and are immune from the intent of
human. It is when some of the roles of the object are recog-
nized as functions as effect that the contact with the objective
and subjective realms is maintained.

In the device-centric view (Fig. 3), the focus is not on the
effect of the object on its environment, but on its internal
configuration, namely, on its structure (Chandrasekaran &
Josephson, 2000). It is possible to identify different structures

Fig. 4. Relations between needs, functions, and design object.
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for the same objective system in different abstraction levels.
For instance, it is possible to consider a calculator both as a
structure of electrical circuits composed of transistors and
as a structure of logic operation system composed of adders,
logic gates, and so forth. Based on the abstraction level of the
structure, some behaviors are observed with the object. Struc-
ture, abstraction level, and behaviors all take place in the ob-
jective realm. Some of the behaviors realized by the object are
recognized as functions in the subjective realm.

The function–behavior–structure (FBStr)1 model devel-
oped by Gero (1990) defines function as an intermediate
between the goal of human and the behavior of a system.
The focus of the FBStr model is more on the design process,
which is considered to be a transformation from intentions to
the structure. In Balachandran and Gero (1990), the authors
define function, structure, and behavior as three classes of
properties of a design object: “Function properties dictate
its intended purpose, requirements, structure properties repre-
sent the description of the whole and its constituents, while
the behavior properties spell out how the structure of the
object achieves its function.” There are some behaviors of
the object that realize the intended functions. Those behaviors
are derived from the intended functions by making use of
“teleological knowledge” (Fig. 3). This means that the selec-
tion of behaviors associated with the intended function is not
explained by the physics underlying the behaviors, but by
their consequences that are useful for the intentions. How-
ever, the actual physics underlying the behaviors result in
behaviors other than the ones determined by the teleological
knowledge. The difference between the set of all behaviors
realized by the structure and the expected behaviors is named
as unintended behaviors in Figure 3. Dorst and Vermaas
(2005) provide a detailed analysis of various papers of
Gero and colleagues about the FBStr in order to identify
the ambiguities of the model described in different papers.

In the function–environment–behavior–structure (FEBS)
design model (Deng et al., 1999, 2000; Tor et al., 1999;
Deng, 2002), “the working environment” signifies the envi-
ronmental elements that contribute to the functions of the
design. This conception is analogous to the conception of
mode of deployment of Chandrasekaran and Josephson
(2000), as indicated in Figure 2. “The physical structure” in
FEBS signifies the object of the design. Similar to Balachan-
dran and Gero (1990), the authors mention that an object
exhibits many behaviors not necessarily recognized as func-
tions. Among those, the ones associated with the intended
functions are called “the intended behaviors.” The authors
argue that only the intended behaviors need to be considered
in the functional design process. In their scheme a function is
defined by specifying the set of physical structures (objects)
necessary to achieve it.

The environment-centric function is an intermediary step
between the needs and the device-centric function (Fig. 4;
Chandrasekaran & Josephson, 2000). The needs are defined
as functions when the possible lowest level of abstraction is
achieved for their expression. For example, the illuminating
function of a reading lamp is reached not directly from the
need to read but after some transformations: the need to read
is transformed into the need to illuminate the paper, and then
the need to illuminate with proper lighting, and so forth. The
environment-centric function of illuminating the paper is trans-
formed into the device-centric function of “turning the light on
when pushed on the button” via the specific mode of deploy-
ment, according to which a reading lamp is used in a room.
This deployment dictates that the lamp should be turned on
and off with the control of a button, the button should be close
to the reading place, and so forth. Chandrasekaran (2005) states
the mapping between the needs and artifacts is a many to many
mapping. This means an artifact can fulfill more than one need,
as well as a need can be fulfilled by more than one artifact. For
example, a lamp can fulfill the function of heating, in addition
to providing light. Obviously, using a lamp is an inefficient
way of satisfying the need of heating. Therefore, Chandrase-
karan and Josephson (2000) mention the expression of needs
as an environment-centric function should not only be in the
lowest level of abstraction but also consider the efficient fulfill-
ment of the need.

Once the need of humans is formulated as a device-centric
function, the task is to decompose this function into subfunc-
tions that can later be associated with some physical phenom-
ena and components of the design object (Fig. 4). Umeda and
Tomiyama (1995) suggest that the decomposition procedure
be performed not through a single top-down direction but fol-
lowing a top-down–bottom-up approach simultaneously.
Although the top-down process decomposes the functions
into subfunctions, a bottom-up process results in the recogni-
tion of high-level functions from the lower level subfunc-
tions. The decomposition is followed by the embodiment pro-
cess, which instantiates the undecomposable functions with
physical features (Umeda et al., 1996). Association of the
physical features with object components and integration of
the components result in the actual design object.

2.3. Function and structure, mental simulation,
and behavioral simulation

Keuneke (1991) considers functional representation as a
means of constructing a new organizational structure. The
actual physical structure of the system that resides in the
objective realm corresponds to the visible topology, in which
physical simulation can be performed. Qualitative physics,
for example, can be used to simulate the physical structure.
However, what is needed in the design phase is, in fact, a
mental simulation, which tests if the design corresponds to
the human needs. Functional representation transforms the
behaviors in the physical structure into the realm of functions.
A mental simulation is possible within the new organization

1 To distinguish the FBStr model of Gero and colleagues (Balachandran &
Gero, 1990; Gero, 1990) from the model of Umeda and Tomiyama (1995,
1997), the latter’s model is abbreviated FBS.
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achieved with functions. Keuneke (1991) defines explicitly
four types to capture all possible functions: ToMake, To-
Maintain, ToPrevent, and ToControl.

Far and Elamy (2005) consider functions as means of
switching from model-based reasoning (MBR) technology
to functional reasoning technology. Whereas MBR technol-
ogy deals with “what a device does,” the functional reasoning
technology deals with “what a device is for.” This under-
standing is very close to the understanding of the separation
of objective and subjective realms. Whereas MBR takes place
in the objective realm, functional reasoning takes place in the
subjective realm.

In their function–behavior–state (FBS) model Umeda,
Tomiyama, and colleagues (Umeda et al., 1990, 1995a, 1996,
2005; Umeda & Tomiyama, 1995, 1997) develop a function
representation in which the subjective and objective realms
are related to each other with function–behavior relationship.
The authors define the function as “a description of behavior
recognized by a human through abstraction in order to utilize
it.” They argue that it is difficult to disassociate function from
the behavior; therefore, they represent function as a tuple in
which both the human intention (function as to do something)
and physical semantics (behavior) are represented. In this way
they come up with a representation through which the subjec-
tive selection of some behaviors as a function is formalized.
The objective realm is placed in a framework that they call
an “aspect.” This aspect corresponds to the abstraction level,
or, with their terms, “physical situations of the current inter-
ests” (such as the discipline of electrical or mechanical engi-
neering), in which the entities, attributes, relations, and physi-
cal phenomena are defined in a particular way. (In Umeda
et al., 1990, the authors use the term “view” instead of “aspect”
with the same meaning.) The authors state that the selection of
these views is subjective, and it affects the choice and decom-
position of functions. The authors (Umeda & Tomiyama,
1995) mention that their representation of function is less
formal than that of Keuneke (1991), in the sense of being
applicable to a wider range of functions including the ones
that cannot be grasped by the latter’s four types.

The physical phenomena taking place in the aspect results in
the change of states of the system. A state corresponds to a
particular set of entities, attributes of entities, and relations
between entities. In Umeda et al. (1990) the authors argue there
is no meaningful distinction between state and structure. They
claim the difference between the two in conventional usage is
just a matter of duration: structures that change in a short time
are generally called states. Therefore, they adopt the term state
rather than structure in their FBS model, with the intention of
covering both meanings in conventional usage. Sequences of
one or more changes of states correspond to behaviors that
take place in the objective realm. A behavior is therefore
defined as a sequential change of states over time. As men-
tioned before, some of the behaviors taking place in the objec-
tive realm are recognized as functions in the subjective realm.

The structure–behavior–function (SBF) model developed
by Goel and colleagues (Goel & Chandrasekaran, 1989,

1992; Goel, 1991) considers behavior as an intermediate con-
cept between the structure and subjectively defined func-
tional requirements (FRs). The structure in the modeling of
SBF is composed of the components and the substances in
the system. The substances in the system are defined by their
location with respect to the components and the behavioral
properties they have. The structure is represented as a hierar-
chy of these components, substances, and their relations. The
relations are expressed with terms such as “part-of,” “in-
cludes,” and “parallelly connected” (Goel & Bhatta, 2004).
The behaviors in the SBF model are the concepts that are
used to explain the realization of the functions with the con-
crete structural elements in the device. They can be consid-
ered as descriptions of what a component in the structure
does. In this sense, behaviors are intention independent.
Behaviors are represented as sequences of transitions
between behavioral states. A function in the SBF model is
an abstraction of behaviors, associated with an input–output
relation. The behavioral states that realize the function are
considered to be the input of the function. The behavioral
states that are produced by the realization of the function
are considered to be the outputs. In this scheme the subjective
category of function can be considered to be a hypothetical
link between structural behavioral states (Bhatta et al., 1994;
Goel & Bhatta, 2004).

2.4. No function in structure principle

The no function in structure principle proposed by de Kleer
and Brown (1984) is intended for developing functional mod-
els of devices based solely on the functionalities of their com-
ponents. The principle states that the descriptions of the
behavior of any constituent part of a system should not refer
to how the overall system functions. De Kleer and Brown
(1984) aim to describe the behavior of a system based on
the generic models of its components that are potentially
listed in a model library. Such an understanding is claimed
to ease the modular operation and replacement of any func-
tional component (de Kleer & Brown, 1984). Keuneke and
Allemang (1989) critically discuss the validity and applic-
ability of the no function in structure principle.

In fact, de Kleer and Brown (1984) already mention about
the potential difficulty of applying the principle in an absolute
manner, and talk about a degree at which it is achieved. More-
over, they propose the understanding of “class-wide assump-
tions” to delineate the limits of the no function in structure
principle. De Kleer and Brown (1984) state that assumptions
for a general class of devices must be distinguished from
assumptions for a particular device or a particular use of
the device. Based on this distinction it is possible to come
up with class-wide assumptions that are generic to that class.
Making use of the idea of class-wide assumptions de Kleer
and Brown (1984) relax the original definition of the princi-
ple as follows: “The laws for the components of a device of a
particular class may not make any other assumptions about
the behavior of the particular device that are not made about
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the class in general.” Although admitting that the original ver-
sion of the principle is unachievable, the authors claim that its
essential idea is preserved in this modified version.

Referring to the original version, Keuneke and Allemang
(1989) argue that the no function in structure principle is
unrealistic to be a universal principle for model representa-
tion. They argue the representation of a device model is
more concerned with achieving a proper level of representa-
tion depending on the task. Following such a universal prin-
ciple does not ease the representation task, and many times
introduces unnecessary burden for modeling. Based on the
proper level and understanding for a particular task the degree
of achieving the no function in structure principle changes.
The “levels” mentioned by the authors can be considered as
the abstraction levels mentioned by Chandrasekaran and
Josephson (2000) and the view or aspect mentioned by
Umeda and Tomiyama (1995; Umeda et al., 1990).

The level and type of understanding used in modeling is
mostly determined by the assumptions used for the descrip-
tions of the components and the theory used to explain the
relations between the components (Keuneke & Allemang,
1989). The authors state that as the descriptions obey more
to the no function in structure principle, the assumptions
that should hold become easier, that is, simpler. This is stated
to be the actual intent of the principle. The simpler the
assumptions are, the easier to make use of the same device
for different tasks and to replace it with another one. How-
ever, Keuneke and Allemang (1989) further state that simpler
assumptions are possible only with a more powerful theory,
which is able to function with primitive level information.
The authors give the example of a battery. If the assumption
of “a battery is used in a closed electrical circuit” is made, it is
easy to model it as a voltage source. However, instead, if the
material decomposition of battery is considered, one has to
deal at least with chemistry and physics besides electrical
principles to model the battery as an integral part of an elec-
trical circuit. It is true that the detailed material description
provides making use of the device for other purposes. The
battery can be used as a paper holder, which can be derived
by making use of the theory of physics and the weight
descriptions of the components. However, including such
detailed description makes the derivation of the conventional
function of the battery (voltage supply) computationally very
complex. Based on these arguments the authors conclude that
functional modeling of devices is context dependent and no
function in structure is not a realistic principle.

Keuneke and Allemang (1989) mention the idea of
“guess,” belonging to Kuipers (1981), for the implicit
assumption of context for making use of a device. The idea
of guess is very close to the idea of mode of deployment
by Chandrasekaran and Josephson (2000). It states the user
can imagine the context for which the device is intended
based on its general usage. For example, in the battery case,
the guess that it is intended for an electrical circuit automati-
cally brings about the description of a battery being a voltage
supply. The guess of the context for which the device is in-

tended makes it possible to define “classes of devices” that
perform equivalent functions in the context. A battery is a de-
vice from the class of voltage supplies.

2.5. Functional decomposition

Umeda and Tomiyama (1995) consider the hierarchical
decomposition of functions as one of the basic tasks in
design. Decomposition is followed by embodiment to arrive
at substantial components at the objective level. The authors
argue that hierarchical decomposition is possible only in the
subjective realm making use of functions, rather than the
behaviors or any other objective category. Umeda et al.
(1990) argue that there is neither an objective method nor
algorithm for functional decomposition. The functions are
decomposed into subfunctions until they can be associated
with some physical features. Physical features are a set of
descriptions of entities, relations among entities, and physical
phenomena.

In the FBS modeler, knowledge of decomposition of func-
tions is stored in a knowledge base (Umeda et al., 1990,
1995a, 1996, 2005; Umeda & Tomiyama, 1995, 1997).
The decomposition process is divided into “task decomposi-
tion” and “causal decomposition” (Umeda et al., 1996). Task
decomposition results in subfunctions that are not causally
related. Therefore, task decomposition is explicitly related
to functional knowledge and maintained manually as a men-
tal simulation activity. A causal decomposition, contrarily,
results in subfunctions whose associated behaviors are cau-
sally related. Therefore, causal decomposition requires the
knowledge of physical behavior. In the FBS modeler of
Umeda et al. (1996) a subsystem called the qualitative process
abduction system supports the designer for causal decompo-
sition by making use of physical knowledge.

The KRITIK system developed by Goel and colleagues
makes use of the SBF modeling of the design object (Goel
& Chandrasekaran, 1989, 1992; Goel, 1991; Yaner & Goel,
2006). In this model functions and behaviors are represented
at multiple levels of aggregation and abstraction in a hierarch-
ical way. The decompositions of functions and behaviors are
performed simultaneously in relation to each other. With
the representation of the authors, their model has the scheme
of F!B! F! B! � � � ! F(S). The higher level func-
tions are associated with some behaviors that realize them.
Then those higher level behaviors are associated with some
lower level subfunctions, which are again associated with
lower level behaviors for their realization. This interdepen-
dent decomposition goes until the functions can be associated
with concrete components of the structure (Yaner & Goel,
2006). Goel and Bhatta (2004) consider the function in this
schema as an “index” to the internal causal behavior respon-
sible for its realization. Then some of the behaviors (state
transitions) are recognized (annotated) as subfunctions,
which in turn, index the behaviors necessary to realize those.
At the lowest level where the functions are associated with
concrete components, the behavior of the component does
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not need any further specification, hence indexing, of its in-
ternal behaviors. Because the behaviors of the structure are
decomposed into a number of smaller behaviors, Goel and
Bhatta (2004) state that large problem spaces are partitioned
into smaller spaces that are easier to be handled.

The Schemebuilder program developed by Bracewell and
Sharpe (1996) is based on the bond graph ontology. It is a
knowledge-based design environment that generates alterna-
tive schemes of solutions in the form of a function–means tree
structure by making use of some decomposition principles.
These decomposition principles are derived from the bond
graph methodology. Bond graphs are formal representations
of physical systems. They link the processes in a system
with the understanding of energy flow. The decomposition
principles, hence the generated graph structures, obey the
rule of conservation of energy. Only compatible energy ports
can be connected to each other. In the Schemebuilder the
working principles of physical systems are functionally clas-
sified. The decomposition of a top-level function considers
these already stored working principles while applying the
bond graph-based decomposition principles. The decomposi-
tion is performed as a step-by-step embodiment of the
required functions. In Schemebuilder embodiment of a func-
tion corresponds to relating it with a means (component) or a
working principle (one or more required functions).

Snooke and Price (1998) introduce the idea of functional
label to relate system components to the behaviors at various
hierarchical abstraction levels, and apply their scheme to
design and diagnose electrical devices (systems) in automo-
tives. Welch and Dixon (1994) develop behavioral primitives
for conceptual mechanical design and name those as “fea-
tures.” The implementation generates behavior graphs based
on knowledge of available combinations of the primitives.
Deng (2002) defines construction rules for function decom-
position mapping model. Those rules syntactically support
development of a function model. In ontological engineering
of Kitamura and Mizoguchi (2004), the functionalities are
defined in the basis of “is-a (function abstraction),” “a part
of (function composition)” and “is achieved by (relation
between function and structure or behavior)” relations. Kita-
mura and Mizoguchi (2003) propose the “function way ser-
ver” as a knowledge-based function decomposition system,
which helps the designers to decompose the function by
showing various decompositions that will achieve the goal.
Kitamura et al. (2004) introduce the SOFAST software,
which was designed to support the description and sharing
of functional knowledge in an intranetwork. Kitamura et al.
(2004) report that the software is actively used in three com-
panies and provided to 13 other companies. As the authors
state SOFAST is yet serving as data storage software rather
than an intelligent design support system.

2.6. Comparative recap of the review

In this subsection the reviewed literature is recapped in
Table 1. The 16 criteria used in the table are considered to

delineate the differences and commonalities between the
reviewed approaches. These criteria are classified under six
items. Among those the item ontology delineates if the
approach follows a device-centered or a process-centered
perspective. Semantic definition of function identifies how
the term function is defined. The criteria under this item are
not mutually exclusive. As it is seen, there are various
approaches that define function(s) as a subjective category
as well as an input–output transformation performed by a
component (Goel, 1991; Goel & Chandrasekaran, 1992;
Deng et al., 2000), or in verb þ noun form (Miles, 1972;
Umeda & Tomiyama, 1997), or even as a direct mapping to
components (Snooke & Price, 1998; Chakrabarti & Bligh,
2001). Function representation formalism refers to the
mode of function representation. Although some approaches
cluster functions under different types, some approaches
make use of syntactic representations. As an example to the
former case, Keneuke (1991) was mentioned to define four
function types. In the case of syntactic representation the
representations of the function are more operational, either
delineating the attributes, entities, phenomena, domain, and
so forth (Welch & Dixon, 1994; Umeda & Tomiyama,
1995), or the input–output variables (Deng et al., 2000) asso-
ciated with the function. The item of function–context rela-
tion identifies if the semantics of function is derived from
the context or it is defined following the no function in struc-
ture principle. In the latter case, the definition of function
allows modular operations, namely, making use of the sub-
functions in different contexts exactly as they are defined
and represented. The criteria under the last two items delineate
the extent of applications of the methodologies as presented in
the respective papers. Under the item of decomposition and
verification it is mentioned if the authors propose methodolo-
gies for functional decomposition and verification of the func-
tional design. The item of implementation in a programming
environment and application checks if a representation scheme
for computer programming is proposed, if a program is devel-
oped for functional decomposition and knowledge retrieval
purposes, if the approach is integrated with some reasoning
under a CAD tool, and if any industrial application of the
methodologies/programs introduced in the paper exists, in
addition to mentioning the names of the computer programs
developed by application of the approaches.

The demarcations in Table 1 should not be considered as a
grading of the different FM approaches. Instead it indicates
which trends are followed in FM and which approaches
have been put in application up to this time. The plus signs
in the table indicate that the feature represented by the rele-
vant column is shared by the approach represented by the
relevant row. The approaches are represented by referencing
to a few pioneering papers of the author(s). Many of the
places are left empty, either because the approach does not
share the feature or there is no indication in the relevant pa-
pers that it shares. Among the indicated approaches the first
group is the most relevant to the content of this paper because
they directly aim at FM of complex systems. In the second
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group of references FM is not the prime objective but consid-
ered as a tool for the major concern of design or value en-
gineering. In the third group are the references that develop
either a qualitative physics theory potentially applicable for
reasoning in FM applications or a framework for failure anal-
ysis in which FM can effectively be used.

The criteria for ontology development indicate that most
of the approaches related to FM follow the device-centered
ontology, which is pioneered by de Kleer and Brown
(1984). In the case of Kitamura et al. (2004) and Kitamura
and Mizoguchi (2004), it is explicitly stated that the developed
functional ontology is based on device-centered ontology.
This is implicitly the case with the others that are indicated
to follow the device-centered ontology. It is only the ap-
proach of Umeda and Tomiyama (1995) that adapt the
process-centered ontology proposed by Forbus (1984).
Regarding to the semantic definition of function, many of
the approaches share the idea that function is a subjective
category. However, as the frequencyof the signs in the fifth and
sixth columns indicate, this does not preclude defining the
functions as a transformation between input and output values
or as a relation to establish a direct mapping between the func-
tions and components. These two seem to overwhelm the lin-
guistically formed verb þ noun approach especially among
the papers directly related to FM. Among the design and fail-
ure analysis approaches the distribution seems to be equal,
with less emphasis on the subjective character of function.
Regarding the formal representation of function, the position
of the approaches that have developed application programs
are clearer than the others. Among those the representations
in the form of function types and in a syntactic formalism
are more or less in the same amount. Most of the approaches
share the no function in structure principle. This does not
mean that their approach obeys the principle in all extent,
but it means that the principle is considered to be something
worth achieving by the authors. Of course, there are ap-
proaches even among the ones that are implemented in pro-
gramming environments that share the idea of context depen-
dent functional definitions.

Decomposition and verification procedures are proposed
together by most of the FM approaches that are implemented.
Decomposition methodologies are proposed also by the
purely design oriented classical theories of Pahl and Beitz
(1988) and Suh (1990). It is common that the FM approaches
propose representational schemes intended for computer
implementation; however, until now a limited number of
them have found implementation in computer environment.
Moreover, only two of the approaches have been tried in
the industrial environment. This indicates that the engage-
ments with direct FM still remain in the research and ex-
perimentation phases. The design oriented approaches of
Pahl and Beitz (1988) and Suh (1990), the qualitative physics
theories developed by de Kleer and Brown (1984) and Forbus
(1984), and the failure oriented approaches have found
application either in programming environments or in the
industry.

3. RELATION OF FM WITH DIFFERENT
RESEARCH FIELDS

One of the aims of FM is to make use of computers for rea-
soning in the level of modeling with functions. Reasoning
with computers is most of the time implementation of AI
techniques. Therefore, the relation between the AI research
and FM is important for developing computer programs for
FM. The research of design is, in fact, the major field from
which the discussion of FM emerges. To make use of func-
tions in the conceptual design phase and to develop tools to
support design are crucially important. Finally, FM plays
an important role throughout the life cycle of products. Main-
tenance, diagnosis, failure detection, failure recognition, and
generation of solutions can be performed effectively in the
realm of FM. Compared to the structural and behavioral anal-
ysis used for the same purposes FM analysis is expected to
give results in the conceptual design phase. This section dis-
cusses the relation of FM with AI, design theory, and mainte-
nance. In the discussion of each subsection, the relations of
some classical approaches with FM are reviewed, and the di-
rections of improvement by incorporating FM are mentioned.

3.1. AI and FM

Functional models of products/devices provide a high-level
representational framework in which activities such as de-
sign, diagnosis, verification, and modification can be per-
formed without reference to the actual structure of the system.
Not only the FM itself but also the tasks performed on the
model rely on human reasoning and recognition. Because
AI techniques are aimed at modeling and assisting intelligent
human activity and at reasoning, planning, diagnosis, and
qualitative simulation, they can be utilized in product devel-
opment-related activities, such as design and maintenance,
with FM. This section provides a discussion of the applica-
tion of AI techniques with FM.

Function reasoning (FR) is a research field that relates AI
technology to FM (Chandrasekaran 1994a, 1994b). An FR
scheme is composed of three elements (Far & Elamy, 2005).
“Ontology” describes the domain and the entities. “Represen-
tation scheme” models the entities and the relations between
them. Finally, “reasoning” infers and explains how the enti-
ties function. An FR-based system can be used for planning
and design purposes (verification, design), conceptualization
purposes (representation, clustering), or explanation purposes
(fault diagnosis and failure modes). FR adds functional con-
cepts into MBR technologies (Umeda & Tomiyama, 1997).

Specific AI techniques such as heuristic search (search for
relevant functions), exploration and exploitation (designing
higher level functions from sublevel ones and making use
of the ones in the knowledge bases), pattern matching (com-
paring functionalities of different structures), clustering
(composing classes of similar functions) have already been
used for FR purposes. Far and Elamy (2005) consider such
applications as the first generation FR systems and regards
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Table 1. A comparative view of the reviewed approaches

Approaches

Ontology

Semantic Definition of Funct.

Funct. Represent.
Formalism

Function–Context
Relation Decomp. and Verif.

Implement. in Program. Environ. and Application

3.
Subject./
Purposive

4. Verb
þ

Noun/
Ling.

Descrip.

5.
Input–
Output
Transf.

of
Flow/
Action

6. Direct
Map. to

Compon.

13.
Represent.
Scheme for
Implement.

14.
Knowl.

Retrieval
and/or

Decomp.
Prog.

15. CAD
Tool With

Some
Reasoning

16.
Applied/
Tried in

Ind.
17. Prog.

Devel.

1.
Device

Centered

2.
Process

Centered

7.
Funct.
Types/
Classif.

8.
Operat./
Syntactic
Represen.

9. No
Function
in Struct.

10.
Context-
Depend.
Funct.

11.
Decomp.
Proced.

Proposed

12.
Verif.

Proced.
Proposed

Direct FM
1. Umeda et al.

(1990, 1996),
Umeda &
Tomiyama
(1995, 1997),
Tomiyama et al.
(1993),
Yoshioka et al.
(2004), Sakao
et al. (1997),
Shimomura
et al. (1998)

þ þ þ þ þ þ þ þ þ þ þ FBS modeler,
KIEF

2. Kitamura &
Mizoguchi
(2004),
Kitamura et al.
(2004)

þ þ þ þ þ þ þ þ SOFAST

3. Goel & Bhatta
(2004), Bhatta
et al. (1994),
Yaner & Goel
(2006)

þ þ þ þ þ þ þ þ þ þ KRITIK,
IDEAL

4. Bracewel &
Sharpe (1996)

þ þ þ þ þ þ þ þ þ Scheme-
builder

5. Welch & Dixon
(1992, 1994)

þ þ þ þ þ þ þ No name

6. Deng et al.
(2000), Deng
(2002)

þ þ þ þ þ þ þ þ þ No name
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7. Chakrabati &
Bligh (2001),
Chakrabati et al.
(2005)

þ þ þ þ þ þ IDEA-
INSPIRE

8. van Wie et al.
(2005)

þ þ þ þ þ

9. Gero (1990),
Gero &
Kannengiesser
(2003), Dorst &
Vermaas (2005)

þ þ þ þ

10. Snooke & Price
(1998)

þ þ þ þ

11. Chandrasekaran
& Josephson
(2000),
Chandrasekaran
(2005)

þ þ

12. Keuneke (1991),
Keuneke &
Allemang
(1996)

þ þ þ þ þ

Design and value engineering
13. Pahl & Beitz

(1998),
systematic
design

þ þ þ þ þ þ þ þ

14. Suh (1990),
axiomatic
design

þ þ þ þ þ þ

15. Miles (1972),
value
engineering

þ þ þ þ

Qualitative physics and failure
16. de Kleer &

Brown (1984)
(QP)

þ þ þ þ þ

17. Forbus (1984)
QPT

þ þ þ þ

18. FMEA, FTA (in
general,
Rausand, 1998;
Labib, 2006;
Klein & Lalli,
1989)

þ þ þ

A
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m
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them as being restricted to direct list-matching inferences.
There exist multiple correspondences between functional de-
scriptions and behavioral descriptions, and between behav-
ioral descriptions and a physical structure. In other words,
function–behavior, behavior–structure couples are many-to-
many mappings. However, it is a matter of reasoning to iden-
tify the most application relevant choices of functions, behav-
iors, and structures. Combining FM with MBR is useful to
develop reasoning mechanisms for these purposes. Far and
Elamy (2005) regard the combination of FM with MBR as
the second-generation FR systems developed as an extension
of the MBR technologies. In those the functional descriptions
are related to a physical model of the system, namely, to the
causal behavior relations in the system. FM equipped with
MBR can be used for system simulations that involve the
functionalities of diagnostics and failure analysis.

Far and Elamy (2005) mention four domain-independent
tasks to which FR can be applied. Identification determines
the functions associated with a given structure. Explanation
gives answer to why a component is necessary to realize
the intended purpose. Selection is used to determine and com-
bine the components to perform the behavior necessary to
realize the intended functions. Finally, verification is per-
formed to test the functionality of the given structure under
certain environmental constraints. The type of AI techniques
applicable to these tasks can be mentioned as follows: direct
matching (or mapping) of functional knowledge to physical
structure and physical phenomena (e.g., catalog search in
Parh & Beitz, 1988), application of qualitative simulation
of device and/or process models (de Kleer & Brown, 1984;
Forbus, 1984), and reasoning (verification and identification)
about the relation between FRs and the physical phenomena
(features) with qualitative physics (FBS model of 1990,
1995a, 1996, 2005; Umeda & Tomiyama, 1995, 1997).

Performance of functional modeling with AI-based tech-
niques depends on the modeling approach. Modeling is affec-
ted by the representation of functions and their relations to the
concepts employed in the modeling scheme (behavior, struc-
ture, etc.). The definition of function in the model is crucially
important regarding applicability of AI techniques. The pre-
cision of the representation in the functional model defines
a limit on the applicability of AI techniques that make use
of those (Chandrasekaran, 2005). For instance, limiting the
definition of function to a transformation between input and
output variables results in difficulty in representing a function
that does not transfer anything (Pahl & Beitz, 1988; Welch &
Dixon, 1994). Similarly, the representation of functions as
limited numbers of discrete types cannot cover all possible
functionalities. For example, it is not trivial how to represent
a ToPrevent-type function of Keuneke (1991) with the three
types, data function, energy function, and mass transfer func-
tion, in Schemebuilder (Bracewell & Sharpe, 1996), or vice
versa. With such definition of functions the search space of
the AI techniques employed are restricted to a very narrow
domain. Limiting the search space creates a major difficulty
for application of AI techniques.

The FM approaches that adopt direct mapping of functions
to components compose another case limiting the utilization
of AI techniques. In such cases, the composition/decomposi-
tion of functions is solely managed by designers. Those
methods conventionally describe the mappings in a matrix
form (Suh, 1990; Van Wie et al., 2005). The application of
AI techniques in these cases is limited to the search of match-
ing functions to components, or to some matrix-based opera-
tions of multiple mappings. The difference between these
direct mapping approaches and MBR-based approaches is
as follows: the direct mapping approaches treat the composi-
tional relation of functions and structures as explicitly given
information. In contrast, MBR-based approaches reason out
implicit causal relations. KRITIK is an analogy-based design
support tool using case-based reasoning and MBR (Goel &
Chandrasekaran, 1989, 1992; Goel, 1991; Bhatta et al., 1994;
Yaner & Goel, 2006).

Application of AI techniques with FM is also important
from product life cycle point of view. For instance, upgrade-
ability is an important emergent concept currently inherited
to the design paradigms for developing environment-friendly
products. Partial functions of the products are upgraded or
downgraded in either parametric or structural level. In this
way the functionally different products, developed on the
same original structure, share common modules or compo-
nents over generations in time. For a FM scheme to support
the design of upgradable products, the function representation
should deal with multiple function models. Umeda et al.
(2005) develop a design methodology of upgradeable pro-
ducts using FBS modeling. Association of different functions
from the point of view of upgradeability, and building a
structure that allows modular integration/disintegration and
functional differentiation in time necessitate prediction and
optimal design facilities during product development. These
problems can effectively be formalized in an FM framework
and addressed by application of AI techniques.

3.2. Design theory, product development, and FM

What FM provides for the design process is basically a model
based on the functionalities and subfunctionalities within the
system. Making use of such a model in the conceptual design
phase is significant for managing the increasing complexity
of the design processes. This is acknowledged by America
and van Wijgerden (2000), who make use of extensive re-
quirements modeling in a real industrial application. Bon-
nema and van Houten (2006) investigate the use of models
in conceptual design. They observe that models are used by
designers to handle large amounts of data, for communication
purposes and for analyzing of the problems. Yoshioka et al.
(2004) demonstrate that functional models provide a structure
for the design process and ease the handling of large amounts
of data. In the following subsection a discussion of the two
classical design methodologies that are in relation to FM is
given. Then two design methodologies that are explicitly
FM oriented are reviewed. Finally, some emergent CAD tools
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are introduced. These are implementations of the FM para-
digms of their developers with some reasoning processes.

3.2.1. Sytematic design of Pahl and Beitz and axiomatic
design (AD) of Suh

The systematic design developed by Pahl and Beitz (1988)
divides the design process in four phases. In the first phase
product planning and clarification of the task are performed.
In this phase methods like market analysis, brainstorming, lit-
erature search, examination of existing solutions, and prepara-
tion of requirements lists are utilized. These activities can be
regarded as taking place in the subjective realm. In the second
phase conceptual design is performed. The most important
steps in this phase are abstraction and systematic-logical
thinking to identify the essential problems, setup function
structures, setup classification schemes, and search for work-
ing principles. In the conceptual design phase the step from
the subjective realm to the objective realm is made. The third
phase is the embodiment of design. Based on the requirements,
the functional structure, solution concepts, and preliminary
layouts of main function carriers are developed iteratively.
After selection and evaluation of the layout of the main func-
tion carriers the layout for the auxiliary function carriers are
developed and evaluated. This phase is finalized by creating
a preliminary parts list and possibly production documents.
Considering the FM framework, this phase corresponds to
the transition from behaviors to the design object. The fourth
and last phase is detailed design. Detailed analysis on a
component level and preparation of mechanical component
drawings take place in this phase.

Pahl and Beitz (1988) define function as the general input/
output relationship of a system whose purpose is to perform a
task. It represents a flow, possibly, of energy, materials, or
signals. Functions are decomposed into subfunctions and
usually have the verb þ noun form. The decomposition is
presented as a block diagram of subfunctions, and is referred
to as the function–structure. The functions in the structure are
related to each other with the logical operators of AND, OR,
and NOT.

Many FM techniques (Pahl & Beitz, 1988; Suh, 1990;
Umeda & Tomiyama, 1995; Chandrasekaran & Josephson,
2000) decompose functions into lower levels of subfunc-
tions. The resulting function–structure assists the designer
with providing an overview of the system. Pahl and Beitz
(1988) do not use the function representation for auto-
mated reasoning purposes. Many of the FM developers
propose to do so (Umeda et al., 1990, 1996; Umeda &
Tomiyama, 1995, 1997; Chandrasakaran & Josephson,
2000; Kitamura & Mizoguchi, 2004; Yoshioka et al.,
2004; Chandrasakaran, 2005), and among those, Umeda
and Tomiyama implement an automated reasoning system
with FM by making use of the QPT (Forbus, 1984). The
systematic design of Pahl and Beitz (1988) does not
provide a CAD tool to support design.

The AD developed by Suh (1990) is aimed toward a quick
and systematic development of complex systems. It proposes a

method to structure and organize the design process. AD starts
with considering high-level FRs. The goal is to satisfy the FRs
independent of one another. The high-level FRs are embodied
by high-level design parameters (DPs). Then, the high-level
FRs are decomposed into lower level FRs, which should be sat-
isfied by DPs. This zigzag process continues until the FRs can
no longer be decomposed. Within this method, design is con-
sidered to be the mapping process between the FRs in the func-
tional domain and the DPs in the physical domain. The result
of this process is a functional decomposition of the design and
a decomposed physical embodiment.

The main ideas behind the AD are summarized by Suh
(1990) with two axioms. The first axiom, called “the indepen-
dent axiom,” forces to maintain the independence of FRs. Dur-
ing the design process, the designer goes from the FRs in the
functional domain to DPs in the physical domain. The map-
ping between these two must be such that a perturbation in a
particular DP should not affect any other functional require-
ment than its referent. Within a matrix representation of FRs
and DPs, such an “uncoupled design” corresponds to a diago-
nal matrix, whereas a “coupled design” to a triangular matrix.
The second axiom, called “the information axiom,” enforces to
minimize the information content. It states, among all the de-
signs satisfying the first axiom, the one with minimum infor-
mation content is the best. In other words, the best design is
a functionally uncoupled design that has the minimum infor-
mation content. However, considering many complex systems,
it is not always possible to decouple the FRs. Suh (1990) states
that decoupled FRs are desirable, but there are no developed
means or tools to achieve this. This issue remains as a
research topic where FM can effectively be used. In contrast
to many FM techniques (Umeda & Tomiyama, 1995; Chan-
drasekaran & Josephson, 2000) AD does not make a separa-
tion of objective and subjective realm in design.

3.2.2. FBStr model of Gero and FBS model of Umeda and
Tomiyama

The FBS model of Umeda and Tomiyama (Umeda et al.,
1990, 1995a, 1996, 2005; Umeda & Tomiyama, 1995,
1997; Yoshioka et al., 2001; Cagan et al., 2005) and the
dynamic design model proposed by Gero (1990) present
design processes that are more FM oriented. Gero (1990)
defines the design activity “as a goal-oriented, constrained,
decision-making, exploration, and learning activity that oper-
ates within a context that depends on the designer’s percep-
tion of the context.” He points to two research issues for
design: “representation frameworks,” and “transformation
processes.” He develops a representational frame with using
the concepts of function, behavior, and structure, and then
explains the steps of transformations between these. The
design procedure, which is a gathering of these steps, is an
iterated comparison of the structural behaviors and expected
behaviors (associated with the intended functions) and updating
the structure to match these two. The following steps are de-
lineated as activities in design: formulation, synthesis, analy-
sis, evaluation, reformulation, and production of design
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description. Gero and Kannengiesser (2004) consider design
as a dynamic process in which the view of the designer
changes in time depending on the outcome. The change of
the external world and the internal world of the designer
determine the dynamic “situatedness” throughout the pro-
cess. Whereas Gero and colleagues describe their design
methodology within the framework of their FBStr model,
they do not propose a formalized systematic to decompose
the functions or to associate the functions with behaviors
and structure. Although their FBStr scheme is useful to
demonstrate the conceptual relation between function,
behavior, and structure, the FBS model of Umeda and
Tomiyama (Umeda et al., 1990, 1995a, 1996, 2005; Umeda
& Tomiyama, 1995, 1997) provides a systematic method for
decomposition and embodiment of functional design.

Umeda and Tomiyama (1995) mention that although the
manipulation of the behavioral structure is possible by
making use of qualitative physics, the mental simulation of
functions is still difficult to be done by computers. The
FBS modeling is proposed as a new knowledge representa-
tion scheme to systematize functional decomposition in the
subjective realm and then to develop a CAD system that helps
the embodiment of the designed functions into a behavioral
and structural system in the objective realm (Umeda et al.,
1990, 1995a, 1996, 2005; Tomiyama et al., 1993; Umeda
& Tomiyama, 1995, 1997; Yoshioka et al., 2001, 2004; Ca-
gan et al., 2005). The authors delineate two phases of the de-
sign process. In the first phase, the user specifies the required
functions and decomposes them independent of any physical
behavior or system structure. The designer is aided by the
decomposition knowledge of function prototypes in this
phase. In the second phase, the designer enters the objective
realm by embodying the functions into behaviors and struc-
tural models. The functional decomposition comes to an
end when the function–behavior relations are related with
some physical features. The designer chooses physical fea-
tures that can embody each subfunction. A physical feature
consists of physical phenomena, entities, and relations among
entities. The FBS model assumes knowledge bases for func-
tion prototypes, physical features, and physical phenomena.
After instantiating physical features, the designer might dis-
cover that some features cannot be realized. As will be
explained in the next section, the FBS modeler assists the
designer to overcome such situations. Furthermore, the
authors propose the understanding of function redundant
design, which aims at realizing functions with other means
than the ones in the initial design (Tomiyama et al., 1993;
Umeda & Tomiyama, 1995; Umeda et al., 1996). The authors
give the definition of a redundant function as follows:
“A redundant function is a function that can be realized by
other physical features than the feature that realizes the func-
tion in its normal state” (Umeda & Tomiyama, 1995). This
means that the physical structure does more than what is
needed to realize the function. They apply such a design to
maintain the operation of the system in case some functions
are not realized regularly.

Umeda and Tomiyama (1997) propose the understanding
of “innovative design” (a term also used by Gero, 19902;
Bhatta et al. 1994) against the conventional understanding
of conceptual design methodology. The conventional con-
ceptual design methodology is based on configuration
design, and makes use of a catalog in which functions are
associated with some elements/components. Innovative
design, contrarily, does not only make use of such a catalog,
but also aims to propose new functionalities by new compo-
sitions and new usages of components in response to the dy-
namically arising needs. In other words, the innovative de-
sign does not follow only the top-down design path, from
function to structure, but also the bottom-up design path,
from structure to function. In this way the innovative design
is performed in an interactive way between the designer and
the structure designed. Throughout this interaction the inter-
mediate level functions between the global intentions and
structure evolve with the structure itself. In Shimomura
et al. (1998), the authors explicitly mention “discovery of
functions” as an operation of a functional evolution process.
The idea of top-down–bottom-up design aims to achieve theory
and phenomena at the same time throughout the design pro-
cess. Accordingly, Kitamura and Mizoguchi (2004) mention
that function decomposition should not be performed only in
the functional domain but by going back and forth between
functional, behavioral, and structural domains.

3.2.3. Emergent CAD tools making use of FM

Developing CAD tools for design purposes is one of the
important aims of FM researchers. As Table 1 indicates, there
have been FM approaches that are already implemented in
computer programming environments and developed into
CAD programs. What is meant with a CAD program here is
a computerized design environment in which modeling,
data base storage, and retrieval facilities, and most impor-
tantly, reasoning algorithms are utilized to support the human
designer. All the CAD programs indicated in Table 1 are in
their research and development phases, but they share the
potentiality to be applied in industry in the near future. In the
following we introduce the FBS modeler and knowledge
intensive engineering framework (KIEF) of Umeda,
Tomiyama, and colleagues (Tomiyama et al., 1993; Yoshioka
et al., 2004); KRITIK and IDeAL of Goel and Bhatta (2004);
IDEA-INSPIRE of Chakrabarti et al. (2005); and function em-
bodiment structure-extended recursively (FEST-ER) and
Schemebuilder of Bracewell and Sharpe (1996).

The FBS modeler is a design support tool developed by
implementing the FBS modeling introduced in the previous

2 The term innovative design is used by Gero (1990) as a matter of design
variables and their values. In this paper it is considered as a matter of direction
between the upper and lower levels corresponding to functional and structural
specifications, respectively. Gero (1990) follows the general classification of
design as routine, innovative, and creative. In routine design both the vari-
ables and the range of their values are fixed. In innovative design the vari-
ables are fixed, but their range of values can be changed. In creative design
both the variables and their range of values can be changed.
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section. The modeler contains two types of knowledge. The
physical features, namely, physical phenomena (process), en-
tities, and spatial relationships of entities, correspond to the
knowledge about the objective behavior of the system. The
knowledge about the subjective functionalities is stored in
two forms: as decomposition knowledge (how functions are
decomposed into subfunctions) and behavioral knowledge
(which physical feature realize the functions). In designing
a product with the FBS modeler, the designer first defines
and decomposes the required functions. Then physical fea-
tures are instantiated to realize the functions.

If the realization of any of the instantiated physical features
needs some state transitions that are not possible with the ex-
istent physical features, the situation is automatically detected
by the modeler. The designer initiates the required physical
features by selecting from the candidate solutions suggested
by the modeler. Accordingly, the functions corresponding
to the newly initiated physical features are automatically in-
stantiated. Finally, the relations between the entities are de-
fined based on the instantiated physical features (unification).
A behavior simulation based on QPT can be used to envision
the behavior of the product. The simulation identifies unrea-
lized phenomena, side effects, and unrealized functions. The
FBS modeler is equipped with a function redundancy de-
signer, which generates candidates of function redundancy
by searching for potentially similar functions in the model.
The function redundancy designer has been successfully ap-
plied to a photocopy machine (Tomiyama & Umeda, 1993;
Umeda et al., 1996). The FBS modeler is also equipped
with a control program generator, which generates a sequence
of behaviors to satisfy the transition sequence of functions.
The sequence control program first generates transition rules
making use of qualitative reasoning and quantitative informa-
tion for state transitions. Then it outputs a C code for the im-
plementation of these rules (Tomiyama et al., 1993).

KIEF is a physical ontology based support system to
integrate multiple engineering models and to allow their flex-
ible usage throughout the design process (Yoshioka et al.,
2004). The physical ontology that underlies KIEF is com-
posed of the following five conceptual categories: “Entity,”
denoting an atomic physical object; “relation” denoting the
static structure between the entities; “attribute,” indicating
the state of the entity; “physical phenomena,” designating
physical laws and rules; and “physical law,” representing re-
lations among attributes. Based on this ontology the designer
uses KIEF to construct and develop a metamodel of the de-
sign. The metamodel mechanism is pluggable, in the sense
it integrates and maintains the relationships and consistency
among multiple models that represent a design object from
different views or aspects. This feature enables the system
to integrate the knowledge derived by using different domain
theories, such as electronics, dynamics, and so forth. Explicit
representation of the physical phenomena underlying all do-
main theories is therefore crucial in KIEF. In the design pro-
cess with KIEF, the designer first builds an initial metamodel
by selecting and combining physical features from the knowl-

edge base of the system. In this stage, the FBS modeler and a
qualitative process abduction system are utilized for func-
tional decomposition and physical feature selection. Then,
KIEF automatically reasons out the physical phenomena
that can occur to the design object and detects the unintended
ones, namely, the ones that were not foreseen by the designer.
Next, the designer analyses the design object by evaluating it
with different modelers. KIEF supports the exchange of data
and maintenance of consistency in between the different
modelers. Currently, seven design modeling systems are
plugged to the KIEF system: a qualitative physics reasoning
system, ProEngineer, which is a two-dimensional draw mod-
eling system; the FBS modeler; the qualitative process abduc-
tion system; a catalog-retrieving system; and Mathematica-
based engineering analysis systems.

The KRITIK system developed by Goel and colleagues
(Goel & Chandrasekaran, 1989, 1992; Goel, 1991; Yaner &
Goel, 2006) takes the specifications of desired functions as
the input and produces the specifications of the structure
that realizes those functions as the output. The specifications
of the output correspond to the symbolic representation of
the configuration of the components and the connections
between them. The IDeAL program developed by Goel,
Bhatta, and colleagues (Goel & Bhatta, 2004; Bhatta et al.,
1994) can be considered as the succeeding program of KRITIK.
It is based on the SBF ontology (mentioned before); generic
teleological mechanisms (GTMs) to represent the causal
design patterns in behavior–function models making use of the
concepts of the SBF ontology; and a model-based analogy
(MBA) to reason about the similarity, transfer, and learning
of GTM patterns. The MBA reasoning takes the specifications
of a target design in the form of FRs and structural constraints
and outputs both an SBF model and a structure as the solution.
For doing this, the MBA makes use of the database of existing
GTMs, which correspond to the already stored or learned de-
sign patterns. The GTM patterns correspond to designs of
pieces of structures that perform some function. A function corre-
sponds to producing some particular output behaviors when
input with particular behaviors. The SBF representation, which
is in the form of function–behavior–function � � � F! B! F
! � � �! F(s), hierarchy, breaks down the behaviors into
smaller ones easier to search, transfer, and manipulate. IDeAL
retrieves the pieces of designs in database by comparing their
patterns of functions (input–output behaviors) with those of the
desired design. If any stored design piece is found to match to
some degree to the desired one, IDeAL modifies it to deliver
exactly the desired function. It first tries to identify and modify
a component. If it fails, it attempts to modify the device topol-
ogy using the knowledge of GTMs it has in the database. For
the latter purpose, IDeAL uses the identified difference
between the desired and candidate designs in terms of input
output states (behaviors) of functions. If any existing design
piece (mechanism) reduces the same difference as identified,
that mechanism is retrieved. The program tries to integrate
the retrieved mechanism to the candidate design to make it
identical with the desired. Another advantage of IDeAL is
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that it can learn the required GTM pattern once it is provided
with a sample solution by an oracle in order to fulfill a desired
design. It identifies the GTM pattern it needs by differential
diagnosis of the candidate solution it composes and the
solution provided by the oracle. Model-based learning and
analogical reasoning are central to all these reasoning
activities that take place within IDeAL. Finally, IDeAL eval-
uates the candidate designs by a qualitative simulation of the
generated model.

Chakrabarti proposes a functional representation to support
idea generation for product design using the analogy between
the knowledge of natural and artificial systems (Chakrabarti
et al., 2005). The SAPPhIRE model consists of seven con-
cepts to represent function, behavior, and structure of in-
stances. The model is implemented as a software program
called IDEA-INSPIRE. The program supports the designer
with an automated analogical search. Initially, the designer
represents a function with a set of verb, noun, and adjective
(called behavioral language). Then the program performs
an analogical search in the hierarchical network of those se-
ven concepts to find the motions and realization structure in
the both domains. Although the system helps the designer
to generate new ideas, design evaluation has to be manually
performed.

The Schemebuilder program developed by Bracewell and
Sharpe (1996) is based on the bond graph ontology and the
information structure of FEST-ER. Schemebuilder is a
knowledge-based design environment that generates alterna-
tive schemes of solutions in the form of a function–means tree
structure by making use of some decomposition principles,
which are mentioned in Section 2.5. During this decomposi-
tion the required functions must be present in the hierarchy
classified functional embodiment knowledge base of
Schemebuilder. The decomposition and embodiment process
develops an instance of FEST-ER, which is an acyclic di-
rected graph-based information structure (a tree structure of
functions). FEST-ER supports referencing to already em-
bodied functions, in case they appear more than once, and
embodiment of more than one functions by single means.
All possible alternative schemes are created by using an
assumption-based truth maintenance system. The designer
is free to extend the alternatives until the embodiment phase
or to choose any of them and stop proceeding with the others
in any stage. Schemebuilder provides also a simulation
engine that can be used for verification.

3.3. Maintenance and FM

AI techniques such as expert systems and MBR are com-
monly used for fault diagnosis purposes. Expert systems
make use of the subjective information of humans. However,
it is not always easy to access to expert knowledge and to
translate it into computer language. Moreover, expert systems
are not adaptable to changes. A model-based diagnostic sys-
tem uses a model of the system (product, service, software,
etc.) to reason about its behavior. It simulates the model, finds

out what the system is supposed to do, and compares this with
what the actual system does. Model-based diagnostic systems
are more robust in comparison to the ones making use of ex-
pert systems.

The most common methods dealing with maintenance
are driven by failure analysis. These include, besides expert
systems and model-based diagnostic systems, reliability-
centered maintenance (RCM), FMEA, failure mode and
effect and criticality analysis, functional failure analysis
(FFA), FTA, and total productive maintenance. Usually the
common aim of these methods is to reduce the cost, either
by increasing the reliability of the system and/or by improv-
ing and optimizing maintenance strategies. Definitions and
some applications of these methods can be found in Rausand
(1998), Labib (2006), and Klein and Lalli (1989). Descrip-
tion and categorization of functions are used in methods
such as FFA. Techniques such as FTA or functional block
diagrams can be used to track causes and consequences of
faults in a system. These techniques are often used in RCM
and model-based diagnostic systems.

Umeda and Tomiyama (1995) state that a component of a
system can be used in other ways than the ones intended by
the designer. For instance, in a failure situation, another com-
ponent, rather than the faulty one, can perform the function,
perhaps in a less efficient way. As mentioned in Section
3.2.2, the authors name such a situation as functional redun-
dancy. Conventional redundancy methods aim to increase
reliability by adding redundant components to the system.
These differ from the functional redundancy proposed by
Umeda and Tomiyama (1995). In the latter, redundancy does
not refer to a physical component but to the capability of per-
forming a function. Redundant functions are intended to be
found among the components of the system, without
addition of new parts. FM and qualitative physics are potential
tools to develop a framework in which functional redundancies
can be systematically generated. A fault diagnostic system
based on FM can make use of the functional redundancies to
find out repair methods to deal with the encountered faults.

4. APPLICATIONS OF FM IN ONGOING
RESEARCH

In this section an introduction of the ongoing research in the
Intelligent Mechanical Systems Group is given. The work
reported is inspired by and makes use of the ideas developed
within the FM framework. The basic issues of the projects,
such as evolvability, unpredicted interferences, intelligent
maintenance, and service modeling, are explained in the con-
text of the FM.

4.1. Evolvability

There are usually considerable differences between the func-
tional description of contemporary systems and those of their
first releases in the past. With ever-growing functional
changes, the complexity of the systems tends to increase,
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sometimes to unmanageable degrees. How we deal with in-
creasing complexity attributable to system modifications in
time is not trivial. To have good control of complexity it is
necessary to have a good system overview. However, the
large amount of data and large teams of design engineers
from diverse disciplines make it difficult to construct this
overview.

A system overview is important to understand the relation
between subsystems and to judge the information stream in
the process. Overlooking the relations between diverse disci-
plines often results in unexpected problems in the design.
Regarding the interaction of different disciplines, one can
argue that the vertical traceability and horizontal traceability
are both important (Fig. 1). Horizontal traceability is in direct
relation to managing the dependencies between separate dis-
ciplines.

A system is called evolvable if its complexity does not
increase in unmanageable amounts when new functionalities
are introduced. To achieve evolvability, the new or modified
behaviors introduced to the system should minimally disturb
the functions inherited from the previous architecture.

Evolution of a system corresponds to equipping it with new
functionalities by introducing new behaviors. The handling
of this activity can be termed as change management. Intro-
ducing new behaviors corresponds to adding new compo-
nents to the system architecture. Any modification in the
architecture results in an effect on the existing parts of the sys-
tem. In fact, it is the undesired interactions between these
components that result in the increase in complexity. The
questions, “how the different parts are affected,” “how these
effects can be minimized,” and “how to organize the design,
at the very beginning, in order to minimize the number of in-
teractions” are crucial from change management point of
view. An overall system view based on FM constructs a
framework within which such questions can be answered.
Another issue regarding evolvability is interface manage-
ment, which can be described as managing all sorts of
connections between different parts of the system. Interface
management is particularly important for complex systems
in which some of the modules can temporarily be replaced
to modify the functionality of the overall system.

One of the researches going on in the Intelligent Mechan-
ical Systems Group is about developing an automated robotic
system for disassembly tasks. To achieve this, a robot arm
must be able to perform various tasks, such as pushing/pull-
ing big masses, lifting/cutting single pieces, carrying/placing
parts to be recycled, extracting/storing delicate usable parts,
and perhaps some more that cannot be anticipated in the
design phase. Considering that all these will be performed
by a single robot arm, the design should support the change
of the robot hand at the tip of the arm. The mechanical, power
and sensory interface of the arm with the hands and control of
different hands with the same platform are two challenging
tasks in this research. What is aimed at is to prepare a common
mechanical–power–communication frame to which all differ-
ent hands can be attached in the same way. The design of the

attachment frame in the robot arm and the generic frame for
the various hands is an issue. A common control frame
should be able to control all kinds of hands. For example, a
few generic commands such as act, stop, redirect, release_
hand, attach_hand should be enough to utilize different
hands for pushing, pulling, holding, cutting, screwing, and
placing purposes. The ongoing research aims at preparing
the interfaces to support the various robot hand modules,
and to be prepared to adapt to the new ones that will poten-
tially appear in future.

4.2. Detection of unpredicted interference problems

This section introduces the ideas to develop a method to deal
with unpredicted problems as the consequences of destructive
couplings of engineering domains. Tomiyama and D’Amelio
(2007a, 2007b), D’Amelio and Tomiyama (2007), and
Tomiyama et al. (2007) present the background research in
relation to these ideas. The system to detect the unpredicted
interference problems is called a design interferences detector
(DID). DID enables one to envision the destructive couplings
in advance, in the early phases of conceptual design. Destruc-
tive couplings correspond to the undesired and unpredicted
interactions that result in undesired and unpredicted behav-
iors. A MBR and an extension of FBS model (Umeda &
Tomiyama, 1995) constitute the foundations of the methodol-
ogy for the DID.

There are already some techniques intended to deal with
complexities. The approach based on the design structure
matrix (Browing, 2001) and the methodology of AD (Suh,
1990) can be cited in this regard. Suh (1990) suggests a
method for the elimination of the “spaghetti” code by
identification of a logical structure. His aforementioned in-
dependence axiom aims to maintain the independence of
FRs. These two methods are based on the analysis of well-
formulated interactions of which the designer is already
aware. They are not aimed at dealing with unpredicted inter-
actions among subsystems. In contrast, the DID method
aims at developing an automated analysis tool that finds
out unpredicted interactions that are not trivially recognized
within the design paradigm.

The DID is composed of a conceptual design model de-
scribed by the engineer, a qualitative reasoning system
(QRS) to detect all possible behaviors, and a filter to distin-
guish unpredicted problems (Fig. 5). The designer describes
conceptual description of the system with the behaviors that
are required. The DID reasons out all possible physical
behaviors that can occur by making use of QPT (Kuipers,
1994). The generated behaviors include both intended and
unintended behaviors (Fig. 3). The unintended behaviors
are filtered out by separating intended behaviors from all
possible behaviors. Unintended behaviors are the source
of unexpected functions realized by the system and recog-
nized by the user. Once the unintended behaviors are filtered
out the designer can reason out the unpredicted problems as
the potential problems for future.
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The FBS model provides both a methodology to structure
knowledge and a framework for the application of qualitative
reasoning to perform verification and identification of FRs. In
FBS, the relation between a behavior and state is based on the
physical principles applicable to the system. Once all entities
and relations among them are defined in the FBS framework,
the QRS reasons out physical behaviors based on the QPT.
DID is an extension of FBS, obtained by incorporation of
the QRS module. The original FBS, which does not contain
the QRS module as proposed here, does not deal with phys-
ical phenomena explicitly; therefore, it cannot reason out
unpredicted functions. A behavior can lead to new states
that in turn initiate new behaviors. The mutual dependency
between behaviors and states (hence, structure) are governed
by physical phenomena, but they cannot be directly reasoned
out without a QRS making use of fundamental physical
principles.

Figure 6 illustrates the general model of the proposed DID
tool, called function–behavior–physical phenomenon–state
model (FBPhPhS). FBPhPhS integrates FBS and QRS by ex-
plicitly including the physical phenomena between behaviors
and states. The concept of attributes of relations is included in
the FBPhPhS model to prioritize the behaviors. The attribute
of connected, belonging to relation, signifies the distance of
the connection between entities. If two entities are not physi-
cally connected, the original FBS does not consider that
there might be a coupling between the two. Such a situation
happens when physical phenomena affect each other from a
distance, as in the cases of electromagnetic field and heat
transfer effects. The difference of FBPhPhS with the original
FBS is illustrated in Figure 7. In the first figure the physical
phenomenon acts on the two directly connected entities. In
the second figure, the physical phenomenon acts on two dis-
connected entities and results in their state transition. How-

ever, it should be noted here that the described scheme also
results that the QRS reasons out a huge number of unfeasible
(superfluous) behaviors.

4.3. Reliability, availability, maintainability,
and safety

The objective of this research is to develop a design method-
ology to increase the availability for complex systems such as
offshore wind farms (Van Bussel & Zaaijer, 2001, 2003). The
aim is to develop an intelligent maintenance system capable
of responding to faults by reconfiguring the system or subsys-
tems, without increasing the service visits, complexity, or
costs. The idea is to make use of the existing functional
redundancies within the system and subsystems to maintain
operation, even at a reduced capacity if necessary. The possi-
ble solutions can range from using the capabilities of the
adjacent components or subsystems to setting up different
operational modes. There are usually functional redundancies
in the system provided by its components, which are over-
looked because of the lack of information. Typically, each
component in a system is selected by the designer to perform
a specific task. However, most of the time the components
can be used for purposes not specified in the particular de-
sign. This feature can be used to provide a required function
in the case of a fault. Umeda et al. (1989, 1994, 1995b) and
Echavarria et al. (2007a, 2007b) present the background
research for this project.

The intelligent maintenance methodology proposed here
(Fig. 8) involves two main modules: one applied at the design
stage and the other at the operational stage. At the design
stage, the FBS model feeds the functional redundancy de-
signer, which is responsible for providing the information
on potential existing redundancies of the system. This is

Fig. 5. The design interferences detector process.

Fig. 6. The function–behavior–physical phenomenon–state general model description.
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intended to support the component selection. At the opera-
tional stage, there is a fault diagnosis system composed of a
qualitative physics simulator and a model-based reasoner.
In this stage, two types of repair methods can be followed:
control type and reconfiguration (functional redundancy
type; Umeda & Tomiyama, 1995). Control-type repair
methods correspond to strategies that can be applied by a con-
troller in a way of instant response (Shimomura et al., 1995).
Reconfiguration corresponds to compensating the functional-
ity of a failed component with the redundant functions of
other components (Umeda et al. 1995). The proposed
methodology here follows the idea of reconfiguration-type re-
pair method.

To understand the causes of the failures it is important to
understand how the system works, and what the interactions
between the domains are. In addition, tools such as a tree-fault
diagram or FMEA are useful to identify connectivity and criti-
cality of components, which are important for system reliability.
This information points out to critical components for the
designer to give special attention when locating functional
redundancies within the system. As a first step this knowledge
should be expressed in qualitative terms to facilitate the reason-
ing process. In the proposed methodology knowledge is repre-
sented using the FBS modeling. The system description within
the FBS model provides the knowledge of connectivity be-

tween the components by a hierarchical network of functions.
The model-based reasoner makes use of this structure to build
the object model and make reasoning with qualitative physics.

4.4. Service modeling

Service engineering is an emerging discipline studying the
design, production, and maintenance of services. Service en-
gineering aims at establishing a methodology to improve the
quality and productivity of service processes using the tech-
niques developed in the field of engineering (Tomiyama
et al., 2004). Service modeling is positioned as one of the es-
sential research issues to connect services as design objects
with engineering as a means.

FM contributes to the improvement of product design pro-
cesses by providing guiding strategies to incorporate compu-
tational supports (Section 3.2.3). This facility is due to the
fact that FM enables designers to efficiently use and organize
the conceptual knowledge such as function, behavior, struc-
ture, and state. To apply the results of FM work to service
modeling, the representation of services and related concepts
should be clarified and formalized in an analogy and in com-
parison to those in FM. There are few studies conducted to
develop methods and tools for service design (Arai & Shimo-
mura, 2004, 2005). Arai and Shimomura (2004, 2005) do not

Fig. 7. Differences between function–behavior–state (Umeda & Tomiyama, 1995, 1997) and function–behavior–physical phenomenon–
state model given by attributes of relations. [A color version of this figure can be viewed online at www.journals.cambridge.org]

Fig. 8. Intelligent maintenance methodology. [A color version of this figure can be viewed online at www.journals.cambridge.org]
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formally define the representation of service, and in their
papers the relation between the service modeling and FM is
not mentioned. Particularly, activities, which are the design
objects of service, their values, which delineate the perfor-
mance of the service, and the relations between activities
and value, have not been explicitly defined as the relation be-
tween the function and structure in product design. In FM,
functions are treated as specifications given or developed dur-
ing the design process and structure is designed to satisfy the
functions. In service modeling, value is the final goal to be
attained or increased. The concept value is in relation with
the question, What is the service for? A set of activities repre-
sent the design objects of the service domain. They answer
the question, What is the service?

Currently, a theory of service modeling, borrowing the con-
cepts of FM, and a service CAD tool are being developed in the
Intelligent Mechanical Systems group. The representation of
service is based on the formalization introduced by Tomiyama
et al. (2004): “Service is an activity (or a set of activities) that
the service provider offers to the service receiver through ser-
vice channels in a service environment and generates values
for the service receivers.” In developing the service modeling
theory, the following conceptions are borrowed from FM.

1. Development of primitives: Function primitives help
designers describe and classify functions and the rela-
tions to other concepts in product design. One of objec-
tives of researchers in FM is to develop function primi-
tives varied in terms of the domain of applications (e.g.,
design of mechanics; Chandrasekaran, 2005). Sim-
ilarly, services and the related concepts should be ana-
lyzed and classified to develop the primitives of service.
For instance, “message type services” and “massage
type services” provide different effects on service
receivers (i.e., increase of the receiver’s knowledge
and state transition of the receiver’s physical attribute;
Tomiyama et al., 2004). The difference can be identified
in terms of the primitives employed in a service model.

2. Composition knowledge: In analogy to hierarchical
function decomposition, value and activity are decom-
posable elements in a service model. Hierarchical rela-
tions among values and causal relations among activ-
ities should be explicitly considered, or implicitly
obtained by reasoning techniques.

3. Correspondence between objective realm and subjec-
tive realm: One of the main contributions of FM is
the separation of the objective concepts (e.g., structures
and their behaviors) from the subjective (e.g., functions
and the relations to the corresponding behavior). A sim-
ilar separation is necessary in service modeling so as to
distinguish the objective descriptions of activities (e.g.,
manuals and activity flow charts) from the subjective
perception of the values of the activities.

4. Description of specifications (requirements): It is often the
case that functional knowledge is not well documented in
practice. This situation is comparable to the lack of de-

scriptions about value of the services in service modeling.
Without the descriptions of values designers cannot ex-
plain or reason about a certain activity with reference to
user needs. Therefore, development of an overall descrip-
tion framework is crucial also for service modeling.

4.5. The contributions of the ongoing research to FM

After mentioning how FM will be used in the ongoing
research, here is given a discussion of how these researches
will contribute to FM. The idea of evolvability does not
only aim at designing changeable structures with flexible
interfaces, but also developing a representation framework
adaptive to the modifications in the structure. Such a frame-
work should reveal the possibilities of change and modifica-
tion of system functionalities. It should easily handle the
change in the representational framework. In this way the
evolvability research will contribute to FM by developing a
dynamic representation model. The research on unpredicted
interference problems necessitates representing not only the
functionalities within the system but also the interactions
that occur within the functionalities, modules, and compo-
nents. Once the interactions of structural elements are made
explicit by using the FM framework, their future effects can
be predicted. The research will develop FM by introducing
representational and reasoning tools to detect sources of
future problems. The work on intelligent maintenance will
extend the use of FM into life cycle aspects. The research
will develop tools to detect and represent redundant func-
tions. With this project the use of FM will be extended to
out of the borders of the conceptual design. It will allow mak-
ing use of the functional model of an existing system for
maintenance purposes. Finally, service modeling develops
a representation of service with an analogy to FM. The con-
cepts developed for the service modeling will also influence
the understanding of FM. The requirements of services are
usually more than what a single product or subsystem can de-
liver. A function in a service can be fulfilled by the coopera-
tion of various subservices, systems, and products. This re-
quires defining functionalities that consider cooperated
usage, rather than a mere aggregation, of subfunctions pro-
vided by subsystems, as well as human-centered activities.
The service modeling project will also provide FM with the
new types of functions corresponding to those human-
centered (friendly attitude, effective talk) means of service.

5. CONCLUSIONS

In this work a review of FM approaches and applications is
performed. The review of FM approaches intends to build
up a general FM framework by bringing together and relating
conceptions and ideas proposed by various FM researchers.
The basics of the framework is the separation of the subjective
and objective realms regarding to design objects and consid-
ering functions as subjective categories linking these two.

M.S. Erden et al.166



The linking is achieved by the subjective recognition of some
objective behaviors as functions. The review is based on a
discussion of the fundamental notions and principles in
FM: the concept of function and functional ontology, the in-
termediate nature of functions between needs and objects,
function structure relation, no function in structure principle,
and functional decomposition. Having a grasp of these dis-
cussions in the literature is considered to be crucial for build-
ing up a FM framework. The considerably more relevant ap-
proaches are compared in a tabular form based on criteria
reflecting these notions. This tabular comparison is believed
to reveal the mainline trends of handling these issues.

There are various approaches to FM, not all of them com-
patible with each other. The variety seems to be a result of the
different disciplines in which the FM engineers are educated
as well as the different application domains the particular FM
are aimed at. This situation brings up the question if there is
any FM representation that is applicable to all domains or that
can cover all possible modeling schemes. The KIEF program
(Yoshioka et al., 2004) should be considered to achieve this
partially as it integrates different modeling schemes by repre-
senting the physical phenomena underlying all, and as it does
not construct an explicit functional model that covers all.
Seemingly the FM research is on the level of integrating/relat-
ing different modeling schemes by preserving their own exis-
tence, but not yet on a level to develop an encompassing FM
paradigm.

The relation of FM with the research fields of AI, design
theory, and maintenance are considered. This is because these
are the research fields through which FM can jump over the
borders of research and be put in application for practical pur-
poses, such as design, diagnosis, and maintenance. In the dis-
cussion basic classical approaches and theories are reviewed
mentioning their relation with FM and the promises of FM to
advance those. Some FM approaches that are developed into
concrete CAD tools are detailed to emphasize the contribu-
tions of FM and function-based reasoning, particularly to
the design process.

Finally, the basic ideas underlying the research activities in
the Intelligent Mechanical Systems Group are introduced.
These ideas have emanated as a result of approaching to dif-
ferent systems and problems with the FM perspective. Evol-
vability of systems, detection of unpredicted interference
problems, intelligent maintenance making use of redundant
functions, and service modeling are possible to be formalized
as concrete research issues either within the functional
modeling framework or by establishing an analogy with its
concepts. The ongoing research activities mentioned here
should be regarded as the future work that will evolve on
this paper.

This paper reveals that there are two fundamental advan-
tages that FM provides for engineering. The first one is an
overview of the whole system with terms (functions), which
are easy to comprehend. By making use of such an overview
the link between the higher and lower levels of system de-
scription is achieved. In addition, the interactions of different

engineering domains in the lower levels are clarified. These
are crucial for design, improvement, and maintenance pur-
poses. The second facility provided by FM is that it constructs
a framework in which computer reasoning can be performed.
As the examples in Section 3.2.3 reveal, functional decompo-
sition, verification, qualitative simulation of behaviors, de-
lineation of the unexpected behaviors, diagnosing the un-
realized functions, finding out the unrealized behaviors, and
finding out redundant functions are all possible with compu-
ter reasoning within the FM framework. Making use of those
for intelligent design and maintenance purposes is a matter of
near future work. With these two facilities FM provides both a
better understanding of increasingly complex systems and
possibility for making use of ever increasing computation
capabilities for high-level reasoning.
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