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Abstract

This research investigates the application of acoustic excitation as a novel method for transverse forc-
ing to achieve friction drag reduction in a turbulent boundary layer. Traditional transverse wall motion,
while effective in reducing drag, poses experimental challenges due to mechanical complexity and
limitations at high Reynolds numbers. This study explores an alternative approach where transverse
velocity gradients are induced through oscillatory acoustic fields rather than wall motion. An experi-
mental setup was developed at the Delft University Boundary Layer Facility (DUBLF), incorporating a
system of phase-synchronized speakers to generate controlled transverse acoustic forcing. Particle
Image Velocimetry (PIV) was used to characterize the boundary layer and assess the effect of forcing
across a range of Reynolds numbers. Results show measurable reductions in friction drag, with the
optimal configuration achieving up to 6.02% drag reduction at Reτ = 1847. The study further reveals
that the induced transverse velocity fields modulate near-wall turbulence structures, contributing to re-
duced turbulent kinetic energy and Reynolds stresses. This method provides a mechanically simpler
and potentially scalable alternative for active flow control, with the potential to provide new insights into
the mechanisms of transverse forcing in turbulent boundary layers.
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1
Introduction

The behaviour of turbulent flow has been an active area of research for hundreds of years [1]. The
term ’turbulence’ as we now know it was introduced in 1887 by William Thomson [2]. Turbulent flow is
chaotic in nature, with a large separation in scales of length and time. This makes it difficult to model
and thus to study.

1.1. The importance of drag reduction
The most important topic of research in the aviation industry currently is the reduction of fuel consump-
tion. The importance of reducing CO2 emissions from air travel is being stressed in the many reports
from the Intergovernmental Panel on Climate Change [3]. Aircraft spend most of their time in cruise
conditions, therefore, finding ways to reduce drag in cruise conditions is of utmost importance. The
drag on a typical modern airplane consists of 55% friction (viscous) drag, 35% lift induced drag and
10% other drag forms [4]. Even a marginal reduction in the friction drag would therefore result in enor-
mous environmental and financial saving globally. Most of the friction drag is on surfaces experiencing
turbulent flow.

1.2. Transverse forcing
Fundamental research on the reduction of turbulent friction drag has shown that the drag on a flat plate
can be reduced by introducing a transverse oscillating motion of the wall, also described as a transverse
forcing of the flow. A definitive explanation on the mechanism behind this drag reduction has yet to
be found. The turbulent friction drag reduction has been proven in simulations [5] and experimentally
[6]. Both of these methods have their limitations regarding the analysis of the flow. Simulations are
generally constricted to low Reynolds Numbers, as their cost increases with the Reynolds number [7].
Experiments are often limited to only a few specific conditions [8] and have difficulties visualizing the
flow close to the surface, due to the moving walls. Studies thus far have focussed on canonical flows,
such as pipe flow, channel flow and flat plate boundary layer flow.

This research will investigate a novel way of achieving the drag reduction effect on a flat plate turbulent
boundary layer flow. The reference frame in which the forcing is applied will be swapped, the trans-
verse velocity gradient will be introduced by means of oscillating the body of air, instead of moving the
wall. Changing the reference frame will have several advantages. It reduces mechanical difficulties
in replicating the same scaled oscillation conditions at different Reynolds number. It will also result in
easier visualisation of the flow, moving walls make the measurement of the spatio-temporal evolution
of the flow in the laminar sublayer challenging. This provides a useful tool for future research into the
mechanisms behind the drag reduction caused by transverse forcing.

1
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1.3. Research objectives
Extensive analysis of the current body of knowledge in this area has led to the formulation of the
following research question:

How can the friction drag reduction in a turbulent boundary layer, from transverse forcing through os-
cillatory wall motion, be replicated by forcing the flow using acoustic excitation?

Further subdivided into three sub-questions:

1. How can an oscillatory flow field be generated using acoustic excitation?
2. How can the change in friction drag from the forced case be quantified relative to the unforced

case?
3. What mechanisms cause the change in friction drag when the flow is forced?

This document describes the answers to the first two sub-questions and an attempt is made to iden-
tify the link between the flow control and the friction drag reduction. The document also contains a
description of the process leading up to these answers.

1.4. Document structure
This document will start by explaining the background information to this research in Chapter 2. This
chapter is divided into three main parts, general information on turbulent boundary layers in Section
2.1, an outline of previous work on transverse forcing in Section 2.2 and background knowledge on
acoustics in Section 2.3.

Chapter 3 documents the experiment methodology, from the preliminary calculations in Section 3.1
and the experimental setup in Section 3.2 to the flow measurement techniques used in Section 3.3.
The speaker performance was characterized using a test and this is documented in Section 3.4. The
experiment procedure is detailed in Section 3.5.

The results of the experimental campaign are discussed in Chapter 4, where first the boundary layer is
characterized in Section 4.1. The main results of the experiment are summarised in Section 4.2, and
Section 4.3 contains more detail on the effect of the forcing on the flow.

A discussion of the assumptions and shortcomings of this research is found in Chapter 5 and the
conclusions are summarised in Chapter 6. The document concludes with recommendations for future
research in Chapter 7.

Appendix A contains the test matrices of the experimental campaign and the characterization test. The
data processing workflow is outlined in Appendix B and Appendix C contains more results from the
Particle Image Velocimetry (PIV) data acquisition. The process of selecting a speaker is documented
in Appendix D.



2
Background information

This chapter describes the theoretical framework onwhich the current work is based. It starts with theory
on turbulent boundary layers in Section 2.1, continues with a collection of prior work on transverse
forcing in Section 2.2 and concludes with a short summary on acoustics in Section 2.3 with a focus on
the current application.

2.1. Turbulent boundary layer theory
Flow along a surface will develop a boundary layer due to viscous losses. This section will consider the
boundary layer developing along a flat surface with zero pressure gradient in the streamwise direction.
The Reynolds number along the plate is determined using the x-distance from the start of the plate,
defined as Rex = xU∞

ν , where U∞ is the freestream velocity and ν is the kinematic viscosity. Generally,
the boundary layer will start with a laminar flow regime. Along the streamwise direction it will lose
energy after which it will transition into turbulence. This occurs at the critical Reynolds number Rexcrit

.
For zero pressure gradient flow this is generally at Rexcrit

= 500.000 [9]. A schematic overview of the
flow along a flat plate is shown in Figure 2.1. Small perturbations are always present in the flow, caused
by various sources such as surface discontinuities, curvature or sound, external or generated by the
freestream.

In the laminar region, these perturbations are damped by viscous forces and eventually dissipate. In
the transition region, the ratio of inertial forces to viscous forces has grown, and this damping effect
is suppressed, causing the perturbations to grow and will generally lead to Tollmien-Schlichting waves
[10]. These semi-turbulent structures will grow and eventually break down into fully turbulent flow.
Transition can occur at lower Rex if the flow is tripped by instabilities that are large enough, for example
from the effects of roughness. The larger instabilities overcome the viscous damping effects.

Laminar Transition Turbulent

Figure 2.1: Schematic of turbulent boundary layer flow regimes on a flat plate with a zero pressure gradient. The flow starts
laminar and at the critical Reynolds number it transitions into turbulence.

3
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2.1.1. Friction velocity
The velocity profile of the boundary layer is defined as the mean streamwise velocity ū(y) with y being
the wall-normal axis, as shown in Figure 2.2. The wall-shear stress in the streamwise direction τx can
be derived from this profile using

τx = µ

[
∂ū

∂y

]
y=0

(2.1)

where µ is the dynamic viscosity of the fluid. The friction velocity uτ is defined as uτ =
√
τx/ρ with

ρ as the density of the fluid. The friction velocity is often used for non-dimensionalization of scaling
parameters [11]. The friction drag coefficient Cf is given by

Cf =
τx

ρU2
∞

=
u2
τ

U2
∞

(2.2)

Therefore the friction drag on a flat plate can be determined experimentally by measuring U∞ and[
∂ū
∂y

]
y=0

, which can be done in a non-intrusive manner using Particle Image Velocimetry (PIV).

The friction Reynolds number for a turbulent boundary layer is defined as

Reτ =
uτδ

ν
(2.3)

where δ is the boundary layer thickness and ν = µ/ρ is the kinematic viscosity. It describes the degree
of scale separation between the largest eddies, in the order of δ, to the smallest viscous eddies in the
boundary layer. Contrary to Rex this Reynolds number is not directly dependent on x location, only
implicitly through uτ and δ which are a function of x.

2.1.2. Layers of the turbulent boundary layer
The turbulent boundary layer is built up from three distinct layers, the viscous sublayer, the overlap
layer and the wake region [11]. Each of these layers have distinct flow features and they interact with
each other through mixing. A schematic of all the layers is shown in Figure 2.2.

Viscous sublayer
The viscous sublayer, also named inner layer or near-wall region, is the region that is closest to the
wall and is influenced by it. This layer’s border is defined by y+ ≤ 350, with y+ = uτy/ν the non-
dimensionalized wall-normal distance. This layer is bounded by an upper limit that scales in viscous
units. Right up to the wall there is the laminar sublayer, in this very thin zone, y+ ≤ 5, the wall influence
is the greatest and here the flow behaves essentially laminar. The velocity profile is linear, u+ = y+,
with u+ = u/uτ the non-dimensionalized streamwise velocity. Above this is the buffer zone where 5 ≤
y+ ≤ 30, here the flow still has laminar properties but the influence of turbulence is getting noticeable.
After this the laminar properties are lost as the freestream turbulence effects increase in strength. The
presence of the wall does effect the whole of the viscous sublayer. The flow in the buffer zone can not
be analytically described as it has properties of both the laminar sublayer and the overlap layer.

Overlap layer
The overlap layer encompasses the transition from the viscous sublayer into the wake region. The
borders of this layer are not exactly defined but it is generally taken as the region between y+ = 100
and y/δ = 0.15. It has properties of both the viscous sublayer and the wake region and is also called
the logarithmic region because the mean velocity profile is logarithmic. This profile is given by

u+ =
1

κ
log y+ +B (2.4)

with κ as the Von-Karman constant and B is a constant. In this research the values κ = 0.384 and
B = 4.17 are used as these are suitable for boundary layer flows [12].

Wake region
In the wake region the effect of the freestream turbulence dominates and the presence of the wall is
negligible. The flow structures are chaotic in nature. This layer is also called the outer layer and the
profile is determined by the flow outside of the boundary layer.
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Viscous 
Sublayer 

Laminar Sublayer

Buffer zone

Overlap

Wake
Region

Layer

Figure 2.2: Schematic of the layers within the turbulent boundary layer.

2.1.3. Thickness metrics
The turbulent boundary layer thickness can be described using different metrics. The most commonly
known one is the 99% rule, defined as the height from the surface where the average streamwise
velocity is equal to 0.99U∞, denoted by δ99. Long measurement times are needed to get a velocity
profile converged enough to determine δ99 accurately, because of the large time scales of the turbulent
structures in the wake region. Therefore the integral metrics are more reliable.

One of these integral metrics is using the boundary layer displacement thickness. This metric is calcu-
lated by measuring the distance the streamlines in the freestream are displaced by the boundary layer.
A prerequisite for this method is that the streamlines of the undisturbed flow are known, which is trivial
for the flat surface case.

The boundary layer momentum thickness δ2 describes the loss of momentum from the boundary layer
when compared to an equivalent inviscid flow. It is calculated using

δ2 =

∫ ∞

0

u

U∞

(
1− u

U∞

)
dy (2.5)

It can be calculated for every incompressible boundary layer. Using a control volume the drag on a flat
plate can be calculated from δ2 using

D = ρU2
∞δ2 (2.6)

Therefore Cf is directly related to δ2. However, experimentally determining Cf in this manner has a
large accumulation of uncertainties.

2.2. Transverse forcing
Transverse forcing is a type of flow control where a flow with a turbulent boundary layer is forced in the
transverse direction in an oscillatory manner. The aim of this control is to reduce the friction drag on
the surface. Transverse forcing has been studied in pipe flows, channel flows and flat plate boundary
layers. All research mentioned focusses on smooth surfaces, without the effects of roughness.

The performance of a transverse forcing flow control method is usually quantified using the drag re-
duction R, which is a ratio between the friction drag in the uncontrolled case and the controlled case.
Another metric is the Net Power Saving (NPS). This subtracts the required input power from the power
saved by the drag reduction. For active methods, such as the current research, it is generally challeng-
ing to achieve a positive NPS, only in ideal circumstances and neglecting all mechanical and electrical
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losses. The main purpose of these studies is therefore not to achieve positive NPS, but to understand
the mechanisms behind the drag reduction.

Section 2.2.1 will introduce the concept of Streamwise Traveling Waves of transverse wall velocity,
which is a general description of this type of flow control. Section 2.2.2 and 2.2.3 describe the two
extreme cases of these waves. The various conjectures on the underlying aerodynamic mechanism
are summarised in Section 2.2.4, a collection of high Reynolds number studies is discussed in Section
2.2.5, the streamwise development of the drag reduction is detailed in Section 2.2.6 and finally Section
2.2.7 outlines the research gap that is the basis of the current research.

2.2.1. Streamwise traveling waves of transverse wall velocity
Quadrio et al. [13] introduced the concept of Streamwise Traveling Waves (StTW) of transverse wall
velocity. These waves can be described by

ww(x, t) = Wm sin(κx − ωt) (2.7)

where ww is the local transverse velocity of the wall, Wm is the peak velocity, κx is the wave number,
ω is the frequency, x is the streamwise coordinate and t is the time. Figure 2.3 shows a schematic of
a StTW.

The drag reduction is usually defined as

R = 1− Cf

Cf0

(2.8)

withCf the friction coefficient in the forced case andCf0 the friction coefficient in the base flow [15]. The
friction coefficient is defined as Cf = 2τx/(ρU

2
∞) with τx the streamwise wall shear stress, ρ the density

and U∞ the freestream velocity. This makes Cf , and thus the drag reduction, inherently Reynolds
number dependent.

All Direct Numerical Simulation (DNS) flows considered in this section are fully developed internal
flows with a turbulent boundary layer developing at the domain edge. The flow can be described using
the friction Reynolds number, Reτ . This completes the parameter space that encompasses the drag
reduction problem, described by

R = f{Wm, κx, ω;Reτ} (2.9)

For open boundary layer flows there is also a dependency in x, however, this is assumed as negligible
as only a small streamwise section is considered. This gives a large space of possible combinations.
Gatti and Quadrio [16] ran DNS covering a large parameter space, at low Reτ . They found that drag
is reduced for part of the domain, there are also combinations of input parameters that see a drag
increase.

The main problem with DNS is that simulations get very expensive for higher Re [7]. It is therefore
difficult to predict the drag reduction potential for flows with a practical Re. Gatti et al. [14] conducted
DNS at higher Reτ using a smaller domain to reduce simulation cost. They show that theR is reducing
monotonically with increasing Reτ up to Reτ0 = 6000.

2.2.2. Steady waves
A special case of StTW of transverse wall velocity occurs when ω = 0. This gives a steady, standing
wave of transverse wall velocity. The equation for the wall velocity reduces to

ww(x) = Wm sin(κxx) (2.10)

Skote [17] shows in a DNS study using purely spatial forcing a drag reduction up to 50%. The drag
reduction is reported to be at its maximum where the wall velocity is greatest. However, more power is
required to drive the forcing than the power gained through drag reduction. Yakeno et al. [18] used DNS
to investigate the effect of κx on the drag reduction. They performed various simulations at Reτ = 150
and their results are shown in Figure 2.4. They found an optimal wavelength λ+

x = 1000, which relates
to the wavenumber with λ+

x = 2π
κ+
x
. If converted using the typical convection velocity this results in a

period T+ = 100, which corresponds to the optimal value found by Quadrio et al. [5] for spatially uniform
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Figure 2.3: Schematic of a Streamwise Traveling Wave of transverse wall velocity. Based on Figure 1 of [14].

forcing, described in Section 2.2.3. In the same study they investigated spatially uniform forcing and
they concluded that steady forcing is more effective.

Other waveforms than pure sine waves have also shown potential for drag reduction. Square waves
have been shown to reduce friction drag [19]. Mishra and Skote [20] propose to use a half-wave, saving
power on driving the actuators. They found a net energy saving of 18% at the optimal oscillation
parameter. Square waves have also been investigated experimentally. Knoop et al. [21] realized this
waveform by using a series of running belts in the transverse direction. They found a drag reduction of
up to 20% with a positive trend with increasing wave amplitude.

2.2.3. Spatially uniform waves
Another special case of StTW of transverse wall velocity is with κx = 0. The equation for the wall
velocity reduces to

ww(t) = Wm sin(ωt) (2.11)

Here the wall moves as a single entity and thus there is no variation in forcing velocity along the stream-
wise direction at a single time instant.

Early DNS research performed by Jung et al. [22] in 1992 showed that the oscillating wall could reduce
the turbulent friction drag by 10% to 40%, with a T+ = 100 as the optimal oscillation period. This
corresponded to a reduction in turbulence intensity and the Reynolds shear stress. They compared
moving the wall to inducing an oscillating cross-flow with a transverse pressure gradient and the results
were the same. Most DNS research is conducted using a channel flow with a symmetry imposed on the
centerline [23]. Skote et al. [24] did 3 simulations at different Reynolds number of a true boundary layer
flow. These simulations are more expensive than symmetric channel flows since the domain height
must be greater. The domain length is also usually larger for boundary layer flows, as the channel flow
can reuse the outflow for its inflow with a periodic boundary condition, boundary layer flows grow and
therefore this is not as trivial. One of the simulations replicated an experiment by Ricco and Wu [25]
and showed nearly identical results.

There have been multiple instances of experimental research into the spatially uniform wave as this
case of StTW is the least complex. Laadhari et al. [6] constructed an oscillating wall on bearing slides
driven by a crankshaft system. This fixed the motion amplitude while the period could still be changed.
They reported a reduction in turbulence but did not measure the effect on friction drag. Choi et al. [8]
sought to confirm the results of DNS studies performed earlier. They found friction drag reduction of
up to 45% with their experimental setup. They measured the boundary layer profile using Hot-Wire
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Figure 2.4: Drag reduction as a function of wavelength λ+
x = 2π

κ+ and amplitude (W+
0 = W+

m), taken from Yakeno et al. [18]

Anemometry (HWA) and visualised the flow using smoke. They conclude that the mechanism of the
drag reduction is strongly related to the transverse vorticity generated by the periodic Stokes Layer
induced by the oscillation. In a more recent study Kempaiah et al. [26] analysed the flow behaviour
at the oscillating wall using 3-dimensional PIV at Reτ = 570. They found a maximum drag reduction
of 15% together with a significant reduction of turbulent stresses. They hypothesize that the observed
drag reduction is a result of the reduction of the number of hairpin vortices when the wall is oscillated.
A common problem in most experimental setups is that the amplitude of the motion is fixed, and thus
W+

m can not be chosen independently from T+. This limits the part of the parameter space that each
experiment can investigate.

Gouder et al. [27] use an actuator based on electroactive polymers. Their setup features a plate on
an air bearing for minimal friction. Their method of actuation allows them to vary the amplitude of the
oscillation, for a fixed period. They measured drag reduction of up to 16% using HWA and Particle
Image Velocimetry (PIV).

Skote [28] compared forcing using steady waves to spatially uniform waves with DNS. Steady wave
simulations were performed that matched the scaling parameters of earlier spatially uniform wave sim-
ulations. It was found that steady waves give a higher drag reduction for the same conditions. This
corresponds to a higher energy saving.

Scaling parameters
Spatially uniform waves can entirely be characterized by their amplitudeWm and frequency ω or period
T = 2π/ω. These parameters can be non-dimensionalized using the reference, unforced wall units,
indicated with the + superscript. This gives W+

m = Wm/uτ0 and T+ = Tu2
τ0/ν, with uτ0 the friction

velocity in the base flow and ν is the kinematic viscosity [13]. Another scaling method is using the actual
friction velocity uτ . This is denoted with the ∗ superscript and gives W ∗

m = Wm/uτ and T ∗ = Tu2
τ/ν

[29]. It is important to choose the correct scaling method for the case under consideration as it can
introduce unintended Reτ effects [16].

The non-dimensional acceleration of the wave, defined as a+ = W+
m/T+ was proposed as a scaling

parameter by Ding et al. [30]. They argue that the functional relationship of R as indicated in Equation
2.9 reduces to

R = g(a+) (2.12)

for higher Reτ and thus has a much simpler parameter space. Their experiment data collapses onto
itself when plotted on a a+ −R graph. These experiments are using pipe flow with 1356 ≤ Reτ ≤ 6851
and an oscillating section as the test case. A review of simulation data of channel and boundary layer
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flows at Reτ ≈ 1000 and Reτ ≈ 2000 from various sources [31, 32, 33, 27, 14] does not convincingly
show this collapse, see Figure 2.5.

Reynolds number dependence
Most DNS studies are performed at low Reτ because the cost of the simulation is proportional to this
number, generally with Reτ < 2000. Typical values for Reτ in practical applications are 4000 on a
wind-turbine blade, 6000 mid-span on a Boeing 787 wing and 10.000 to 100.000 along a Boeing 787
fuselage during cruise [34]. It is therefore important to investigate the effect ofReτ on the drag reduction
to predict the feasibility of real world applications.

There have been multiple studies about theReτ effect, the general consensus is that the drag reduction
decreases for higher Reτ . These studies do not agree on how much it decreases. Yao et al. [33]
summarizes a number of these studies into the Reτ effect, their results shown in Figure 2.6.

From this summary it seems that the drag reduction has a logarithmic relation to Reτ . There is a large
spread between the studies investigated however.

Gatti et al. [14] argue that the main effect of the StTW is to change the additive constant ∆B∗ in the
logarithmic law for the mean velocity profile

u∗(y∗) =
1

k
ln y∗ +B∗

0 +∆B∗ (2.13)

with B∗
0 as the additive constant in the reference unforced flow and B∗ = B∗

0 + ∆B∗ is the additive
constant in the forced case. They performed DNS studies up to Reτ = 6000 to investigate the Reτ
effect. The data is used to confirm the GQ-model, proposed by Gatti and Quadrio [16]. The GQ-model
is given by

∆B∗ =

√
2

Cf0

(
(1−R)−1/2 − 1

)
− 1

2k
ln(1−R) (2.14)

with k as the von Kármán constant, Cf0 as the friction coefficient in the unforced case and R as the
drag reduction. The DNS simulations showed a similar trend as predicted by the model, which gives a
monotonically decreasing drag reduction rate.

Marusic et al. [34] did an experimental study where a StTW was discretized into finite length segments,
each having their own oscillating wall section. Their experiment went up toReτ = 12800 and they found
that for T+ ≈ 100 their results followed the GQ-model when compared to Large-Eddy Simulations (LES)
for the lower Reτ . Oscillation in the T+ = 100 region is targeted at the near-wall streaks, which have
a similar period. They argue that for higher Reτ it is more beneficial to target larger eddies higher up
in the boundary layer, which have a larger period. For T+ > 350 they found a lower drag reduction but
with an upwards Reτ trend, and the lower oscillation frequency resulted in a positive Net Power Saving
(NPS). It must be noted that the amplitude of oscillation increased from W+

m = 4.6 at Reτ = 9000 to
W+

m = 5.7 at Reτ = 12800 due to physical constraints of the actuator [14]. This could be the reason
behind the increasing drag reduction trend.

2.2.4. Flow mechanisms
Currently there is no generally accepted physical mechanism behind the drag reduction observed when
applying transverse forcing. Various studies have been performed on the subject, most focus on the
turbulence statistics and how they change when subjected to transverse forcing. Others are focussed
on the instantaneous flow features and their development. Six conjectures that attempt to explain the
drag reduction mechanism from these studies are covered in this section, some of these support each
other, while others conflict [23].

Reduced turbulence production
The wall oscillation has an effect on the transport equation for the streamwise Reynolds stress uu. The
turbulence production in the buffer layer is reduced greatly. As is the dissipation in the viscous sublayer
is directly linked to the energy budget created by the turbulence production, this is also reduced [31].
The transverse forcing also reduces the pressure-velocity term. While this is a minor contributor in the
viscous sublayer, a reduction of up to 75% was seen by Touber and Leschziner [31]. The reduction of
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Figure 2.5: High Reτ simulation and experimental data from various sources, scaled using non-dimensional acceleration.
Green icons correspond to Reτ ≈ 1000, purple icons to Reτ ≈ 2000.

this term in the outer region results in a decline of turbulent diffusion, which transports energy from the
wake region into the viscous sublayer. This is confirmed by simulation data from Touber and Leschziner
[31], shown in Figure 2.7. The causality of this theory is still under debate, it is unclear if the observed
reduction in turbulence production is the cause of the drag reduction or the other way around.

Rising dissipation
Ricco et al. [37] conducted a DNS study where they investigated the turbulent energy budget. The use
of a constant pressure gradient caused the mass flow to increase with reduced drag, giving uniquely
defined inner scaling.

The energy spend to drive the wall motion coincided to the viscous dissipation due to the oscillating
transverse layer. The increased energy intake due to the higher mass flow rate is balanced by the
increase in dissipation, both the dissipation caused by the mean streamwise velocity profile and the
turbulent dissipation. This led them to conclude that an increase in dissipation is the driving factor
behind the drag reduction mechanism.

Agostini et al. [32] argue that the variation in Reynolds stresses are caused mainly by the fluctuations
in turbulence production which are balanced by the pressure-velocity interaction, with the dissipation
being of less importance. This leads to the conclusion that an increase in dissipation is not the driving
force behind the drag reduction, but rather the decrease in turbulence production, this is shown in
Figure 2.8.

Interactions with the turbulent enstrophy components
Agostini and Leschziner [32] found in their DNS study of a turbulent channel flow that the turbulent
enstrophy tensor experiences only modest variation across the phase. However, its components wiwj

showed substantial deviations and phase shifts. A more recent channel flow DNS study by Yuan et al.
[38] complements this by saying that the components in the wall-normal wywy and transverse wzwz

direction showed a phase shift of a quarter of an actuation period . Their respective production rates had
the same effect. This causes a tilting of the wall-normal vorticity in the transverse direction increasing
the skewness near the wall, resulting in a reduction of the wall-normal vorticity, which in turn reduces
the strength of the near-wall streaks, Agostini et al. [39] concluded.

Hysteresis effect
During one actuaction cycle the induced transverse Stokes layer has an opposite vorticity sign in each
half of the cycle. When the Stokes layer has the same sign as the quasi-streamwise vortices in the outer
layer high speed flow under the vortices is pulled towards the wall. In the other half of the actuation there
is low speed flow being dragged towards the wall. However, because the sign of the vorticity between



2.2. Transverse forcing 11

Figure 2.6: Drag reduction versus Reτ from various sources, scaled with the result from the Reτ = 200 case. Oscillation
amplitude W+

m = 12 for all cases, oscillation period is T+ = 100 for the present case, Touber and Leschziner [31] and Gatti
and Quadrio [16], T+ = 90 for Gatti and Quadrio [35] and T+ ≈ 105 for Hurst et al. [36]. Taken from Yao et al.[33].

the Stokes layer and the quasi-streamwise vortices now is opposite, this effect is less pronounced. This
inherent assymmetry results in a net drag reduction [40].

However, for every quasi-streamwise vortex with a certain sign there should be another with the oppo-
site sign, it is therefore not entirely clear why this should give a drag reduction [23].

Velocity skewness, the wall-normal gradient of the velocity vector direction, is proposed by Agostini et
al. [32] as a driving factor in the damping of the near-wall streaks in the viscous sublayer. They ran
a DNS study on a flow with Reτ = 1000 with sub-optimal period T+ = 200. This resulted in a part of
the oscillation phase reducing drag and another part increasing the drag. A phase-wise asymmetry in
the skewness is proposed as the cause of hysteresis in the drag altering mechanisms, resulting in the
drag-reducing condition taking up a greater part of the actuation cycle. This is caused by the time scale
of the streaks reforming being t+ ≈ 50, which also explains why a T+ ≈ 100 gives the optimal drag
reduction. Their results are shown in Figure 2.9, confirming this theory.

Reduction of sweep and ejection events
The numerical results of Touber and Leschziner [31] show that there is a significant reduction in wall-
normal stresses when forcing is applied at the optimum period. This reduction is up to 80% in the
viscous sublayer, shown in Figure 2.10. The wall-normal stress is also responsible for the produc-
tion of near-wall Reynolds shear stresses uv, which then also reduces along with the drag [38]. This
indicates that the ejection and sweep events near the wall are significantly damped. This damping
is somewhat weaker than the damping of the low-speed streaks and the quasi-streamwise vortices
[23]. This indicates that the drag reduction mechanism is more complex than the simple damping of
all near-wall structures. Quadrio and Ricco [41] even report a slight increase in the quasi-streamwise
vorticity.

Hairpin vortices form near the wall in a turbulent boundary layer due to the interaction between the low-
speed streaks and the surrounding flow. These hairpins contribute to the sweep and ejection events,
increasing turbulence intensity. Gouder et al. [42] theorize that hairpins form in packets, which in turn
trigger the auto-generation of more hairpin vortices. A reduction in hairpin formation therefore escalates
and requires the remaining hairpin vortices to be stronger to trigger auto-generation. The formation of
these packets is reduced by the transverse forcing. Kempaiah et al. [26] state that the packets form
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Figure 2.7: Second-moment turbulence budget with (tdif) turbulent diffusion, (pvel) pressure-velocity interaction, (prod)
turbulence production, (diss) dissipation and (vdif) viscous diffusion, taken from [31]

because the low-speed streaks have sufficient streamwise length for multiple hairpin vortices. The
rapid lateral shift introduced by the forcing shears the low-speed streak, disturbing the alignment and
interaction between the downstream hairpins. This results in more isolated hairpin vortices, with less
ejection of low-speed fluid and therefore a reduction in skin-friction drag.

Vortical near-wall motions
In a turbulent boundary layer near-wall streaks of vorticity form that extend in the streamwise direction.
These interact with the quasi-streamwise vortices in the outer layer. When introducing a transverse
flow the streaks move relatively to the vortices, which causes interaction between these mechanisms
is disturbed, weakening the streaks [43].

Baron and Quadrio [44] argue that the Stokes layer will always have as many streaks as possible
without displacing the quasi-streamwise vortices. Based on this they estimated the optimal oscillation
period to be T+ ≈ 100 using the laminar-flow solution given by Stokes [45]:

w(y, t) = Wme−y
√

π/νT cos

(
2πt

T
− y

√
π

νT

)
(2.15)

For this optimal period the unsteady transverse Stokes layer has a thickness of y+ ≈ 15 − 20, which
coincides to the thickness of the viscous sublayer. If T+ is increased further the Stokes layer will
continue into the buffer layer and the wake region. Here it will increase the turbulent production, which
has a negative impact on the friction drag. This optimal period was confirmed using DNS studies by
Quadrio [41]

Akhavan et al. [46] explain the displacement and the subsequent broken interaction of the near-wall
streaks due to the oscillating flow using a pressure gradient in the transverse direction. However, later
research, including Baron and Quadrio [44] say the streaks are displaced due to the transverse shear
stress as a result of the wall motion. Jimenez and Pinelli [47] performed a DNS study where they
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Figure 2.8: Second-moment turbulence budget contributions taken from the drag-reduced state in the simulation ran by
Agostini et al. [32]. The red lines correspond to the maximum skin-friction value, the blue lines to the minimum skin-friction
value, the thin lines correspond to the intermediate values. With ■ turbulent diffusion, • pressure-velocity interaction, ♦

production, ⋆ dissipation and ▲ viscous diffusion.

oscillated the viscous sublayer using body forces, which removes the Stokes layer. They observed a
decrease in streak vorticity due to the reduced interaction with the quasi-streamwise vortices.

This displacement results in a rotation on the vorticity vector at both sides of the actuation. This rotation
gives a net reduction in the mean transverse vorticity, this is illustrated in Figure 2.11. The mean
transverse vorticity induces drag through the downwash of high-momentum flow towards the surface,
causing friction drag. A reduction of this vorticity thus causes a reduction in drag [40].

2.2.5. High Reynolds cases
Using experimental methods to investigate the effects on turbulent boundary layers will naturally lead
to higher friction Reynolds number Reτ compared to DNS simulations. The Delft University Boundary
Layer Facility (DUBLF), the wind tunnel used in this research, is characterized for Reτ ≥ 1000. Most
numerical research is performed at lower Reτ because of the cost involved in high Reτ DNS. The
results of several high Reτ DNS simulations are collected and shown in Figure 2.12.

2.2.6. Streamwise development
From the moment the transverse forcing is applied the drag reduction will gradually converge to its
maximum along the streamwise direction. Ricco and Wu [25] studied the streamwise development of
Cf experimentally using a water channel and found that the drag reduction will stabilize after x/δ ≈ 3.
Upstream of this the drag reduction will be present, but not at its maximum value. Directly downstream
of the forced area the drag reduction effects disappear within x/δ ≈ 2.

The work of Knoop et al. [48] reinforces these findings and argues that Cf is strongly reduced within
x/δ ≈ 1.5. The attenuation of the ⟨u′u′⟩ and ⟨u′v′⟩ Reynolds stress tensor components stabilizes within
a shorter distance, in the order of x/δ = 0.1. The skin friction coefficient remains in the reduced state
for the entire streamwise length of the forced area, which for this study was up to x/δ = 11.5.
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Figure 2.9: Comparison between contours of the Stokes strain (∂W̃/∂y) and contours of the phase-wise derivative of the
Stokes strain, all at T+ = 200, taken from [32]

2.2.7. Research gaps
All research done so far has been using either DNS or experimentally, and as discussed in previous
sections both have their limitations. DNS is very costly for higher Reynolds numbers, thus can only
simulate a limited part of the parameter space given in Equation 2.9. Experiments can reach higher
Reynolds number, however often the amplitude and period of oscillation can not be independently var-
ied due to mechanical constrains. Experiments are also limited in the waveforms they can simulate.
An opportunity therefore arises to develop an experimental setup that can vary W+

m , T+ and Reτ inde-
pendent from each other, providing means to single out the effect of changing one of the parameters.
Finding the relation betweenReτ and the drag reduction is an important step in predicting the real-world
application potential.

One could achieve this effect by flipping the reference frame, instead of oscillating the wall to create
the forcing effect keep the wall stationary and oscillate the flow. Measurements could be taken using a
stationary measurement volume, with the flow oscillating the effect on the entire phase of the oscillation
can be sampled in a single run.
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Figure 2.10: Reynolds normal stresses from simulation data with Reτ = 500, (a) outer-scale units, (b) inner-scale units. Taken
from [31].

Figure 2.11: Flow visualised using smoke by Choi et al. [8]. The leading edge of the oscillating wall is visible in the image,
moving up in the left picture and down in the right. The flow comes from the left edge. The arrow indicates the vorticity vector,
tilted in both cases up in the transverse direction, during both phases of the oscillation. This creates a net transverse tilting of

the vorticity, modifing the streamwise velocity profile. Taken from [8].
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Figure 2.12: Collection of high Reτ DNS research results, the numbers next to the datapoints denote the drag reduction found
in [%], above the point corresponds to Reτ ≈ 2000 and below Reτ ≈ 1000. Data taken from [5], [32], [14], [27], [31] and [33].
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2.3. Acoustics
Acoustic forcing is driving the flow in an oscillatory manner using acoustics, generated by a speaker
driver. Acoustics are usually discussed in the context of sound waves propagating through a domain,
however, for this research the near field aerodynamic effects are of particular interest.

2.3.1. Thiele-Small parameters
A speaker driver can be characterized using the Thiele-Small (TS) parameters. The basic TS parame-
ters that manufacturers provide for a speaker driver are: the equivalent piston area of the diaphragm
Sd, moving mass including the acoustic load Mms, the compliance of suspension Cms, the mechanical
resistance of suspension Rms, the coil inductance Le and Direct Current (DC) resistance Re and the
product of magnetic flux density and wire length Bl [49]. These parameters can be used to calculate
the resonant frequency fs of a speaker driver

fs =
1

2π
√
CmsMms

(2.16)

and the reference efficiency η0 at this frequency

η0 =
ρ(BlSd)

2

2πcM2
msRe

(2.17)

with c the speed of sound. A speaker driver does not operate well at frequencies below the resonant
frequency. This is because the impedance rises dramatically below fs as it becomes purely resistive,
the inductive and capacitive impedance cancels out. The speaker will also run into the maximum
excursion distance, above which the speaker will mechanically damage itself. As seen in Equation 2.16,
adding mass can lower the resonant frequency. Using these parameters a speaker can be modified to
the required resonance, this does reduce the efficiency and thus the power budget.

2.3.2. Measuring acoustic particle velocity
Accurate measurements of the acoustic particle velocity is important to quantify the amount of forcing
that is applied to the flow. Usually the acoustic pressure field is measured using microphones, then
the particle velocity is calculated using the linear acoustic wave equations [50]. In the near-field of the
speaker these equations are not valid, and thus this method can not be used.

Another method for measuring velocity is Hot-Wire Anemometry (HWA) [51]. HWA provides excellent
temporal resolution and can measure the generally low velocities in sound waves. Downsides are that
the probe measures only in a single point and it needs to be calibrated. Calibrating the probe for the
low particle velocity experienced in sound waves can be difficult.

Laser Doppler Velocimetry (LDV) is a non-intrusive method to measure the particle velocity. LDV can
sample at high frequencies and advanced methods exist to reduce noise in the measurements [52].
The disavantage of LDV is that it is complex to set up and it only measures in a single location.

Using Particle Image Velocimetry (PIV) for quantifying an acoustic velocity field is a more recent de-
velopment. An advantage of using PIV is that it is non-intrusive and it can measure a whole plane
instantaneously. Using stereoscopic PIV it is also possible to measure the velocity in all 3 axes. How-
ever, PIV measures usually at much lower frequency than the sound waves. Fisher et al. [50] describe
a method where PIV image pairs are taken at fixed points 180o spaced apart in the phase of the sound
wave, after which the second measurement is subtracted from the first. This yields twice the acoustic
particle velocity. The flow velocity u⃗ in a turbulent section is composed as follows:

u⃗(x⃗, t) = u⃗0(x⃗) + ⃗̃u(x⃗, t) + u⃗′(x⃗, t) + b⃗(x⃗, t) (2.18)

where u⃗0 is the mean (bulk) flow, u⃗′ are the turbulent fluctuations, b⃗ is the measurement noise and ⃗̃u is
the acoustic particle velocity, which depends on the phase of excitation of the sound wave [53]. Using
a large number of image pairs cancels out the turbulent term u′ since these fluctuations are considered
stochastic. Then image pairs taken over the rising side of the sound wave can be subtracted from pairs
taken over the falling side, canceling out the mean flow ū leaving twice the acoustic particle velocity 2⃗̃u.
This is illustrated in Figure 2.13 and under the assumption that u⃗′ is not correlated with ⃗̃u, which is the
case when the acoustic perturbations do not alter the flow dynamics and are carried by the flow.
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Figure 2.13: Timing of the capturing of phase-locked image pairs. An arbritary number of phases can elapse between the
image pairs.

Measuring the oscillatory boundary layer
Interaction between sound waves and a surface will result in an oscillatory boundary layer. Measuring
this boundary layer accurately is crucial to quantify the friction drag on the surface. Huelsz et al. [54]
used HWA to measure the boundary layer resulting from standing waves at 35, 46 and 130 Hz. The
results of their experiments are shown in Figure 2.14 and line up with linear theory, indicating that HWA
is a valid tool to measure the boundary layer.

2.3.3. Acoustically transparent tunnel walls
Kevlar is a commonly used material for acoustically transparent tunnel walls. The material can be
stretched across a gap in the solid wall and maintain the aerodynamic shape, while having a very
low acoustic transmission loss. The most commonly used Kevlar fabric is style K120 with K49 yarns,
which is the lightest weave available [55]. It’s tensile strength is greater than that of mild steel. The
transmission loss is shown in Figure 2.15, for low frequencies the loss is negligible.

The material has a rough surface due to it being composed of weaved yarns. This roughness creates
aerodynamic noise. This noise was measured experimentally for the K120 - K49 material and is shown
in Figure 2.15. The noise emitted is aroundO(10) dB with frequencyO(104)Hz for a freestream velocity
of 50 m/s. The frequencies used for the excitation of the flow in this research will be much lower and
with much greater intensity, therefore this will not interfere with the measurements.
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Figure 2.14: Amplitude of the velocity ua in the streamwise direction plotted as a function of distance to the surface y, both
non-dimensionalised using inner scaling, for the 35 Hz case from Huelsz et al.[54]

Figure 2.15: The left figure shows the acoustic transmission loss through a 58 gm/m2 Kevlar fabric, compared to an empirical
model with 66% and 20% porosity. The right figure graphs the background noise from experimental measurements, showing

the Kevlar weave noise at high frequencies. Taken from [55].



3
Experiment methodology

This chapter will describe the experimental setup used in the current research. It will begin with the
design process in Section 3.1. The final design of the setup is shown in Section 3.2.2. The flow
measurement techniques used are listed in Section 3.3 and the characterization of the speaker output
is described in Section 3.4. The chapter will conclude with a description of the experiment procedure
in Section 3.5.

3.1. Design
This section summarises the process of designing the acoustic forcing experimental setup. It will begin
with the requirements in Section 3.1.1, a numerical simulation is explained in Section 3.1.2 and finally
the selection process for a speaker driver is described in Section 3.1.3.

3.1.1. Experiment requirements
The primary goal of this research project is to validate the use of acoustics for transverse forcing. The
experiment must therefore be able to replicate the conditions of prior work using conventional methods.
The results of several DNS studies was collected, as described in Section 2.2.5. A point was chosen
from the parameter space where T+ = 83, W+

m = 5 and Reτ = 1000. This point was selected because
a recent DNS study from Gatti et al. [14] used the same conditions and it has a relatively low amplitude
while still generating a measurable drag reduction. Furthermore, as is explained in Section 2.3.1, a
speaker will perform better at higher frequency and thus can achieve the same forcing parameters at
higher Reτ , until it reaches its power limit.

3.1.2. Simulations
To estimate attenuation rate and the requirements on the speaker drivers a Computational Fluid Dy-
namics (CFD) simulation was performed in Ansys CFX 2024 R2. This simulation featured a box shaped
domain with a cross section equal to the DUBLF, 600 mm × 900 mm. The length of the domain was
set at 2400 mm and a freestream velocity U∞ corresponding to Reτ = 1000 was imposed. A schematic
overview of the simulation is shown in Figure 3.1. The simulation was done using an incompressible
solver and therefore the acoustic wave is not modeled, leaving the convective motion. As this is within
the near-field of the speakers and the accuracy was not of great import this simplification was consid-
ered acceptable. The speaker drivers were modeled by creating a gap in the domain at their locations
and imposing a velocity in the transverse direction uz over them. As the speakers are moving in phase
the total volume of fluid remained constant.

The simulation was performed across a single actuation period, the velocity on the centerline of the
speakers is shown in Figure 3.2 for the whole of the period. From this plot a few conclusions can be
drawn, mainly that the velocity field only follows a pure sine wave in the middle of the domain z = 0.
This is the result of the ’pushing’ actuator, with inwards velocity, inducing more velocity than the ’pulling’
actuator with outwards velocity. As expected the direction of flow is not important, both halves of the

20
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phase are exactly opposite.

The main variable of interest was the attenuation rate ratt between the velocity at the actuator uact

and at the centerline u0. This is defined as u0 = rattuact. Figure 3.3 shows the decay of uz in the
transverse direction at the centerline between the actuators. From this graph the average decay over
the streamwise length of the actuator was estimated to be ratt ≈ 0.55. This value was used to determine
the requirements for the speaker driver.

3.1.3. Speaker driver selection
One of the primary parts in this experiment are the speaker drivers. The main parameters for selecting
a speaker driver in this case are the resonant frequency fs and the speaker power Ps. This section
describes the process of converting the oscillation parameters into these quantities. This method sim-
plifies the complex 3-dimensional flow created by the speaker to a simple 1-dimensional model, and
therefore should be treated as an estimation. It was considered accurate enough to make a informed
decision on which speaker to use based on the information available from the manufacturers.

The friction velocity uτ is calculated using

uτ =
Reτν

δ
(3.1)

with ν as the kinematic viscosity, Reτ as the friction Reynolds number and defined in Section 3.1.1 and
δ as the boundary layer thickness, resulting from the DUBLF tunnel characterization, as explained in
Section 3.2.1. Using uτ the oscillation parameters are dimensionalized, with the frequency f as

f =
u2
τ

T+ν
(3.2)

and velocity amplitude Wm as
Wm = W+

muτ (3.3)
The velocity required at the actuator uact is calculated using uact = Wm/ratt, with ratt = 0.55 as the
attenuation rate taken from the simulation described in Section 3.1.2. The resonant frequency of a
speaker can be modified by changing the moving mass Mms. The required mass can be calculated
when assuming that the operating frequency f is equal to the resonant frequency fs using

Mms =
1

Cms(2πfs)2
(3.4)

where Cms is the suspension compliance of the speaker driver. Using the T/S parameters the reference
efficiency η0 can then be calculated with

η0 =
ρ(BlSd)

2

2πcM2
msRe

(3.5)

where ρ is the air density, Bl is the product of magnetic flux density and the voice coil gap, Sd is
the speaker area, c is the speed of sound and Re is the DC resistance of the speaker coil. Typically
subwoofer speakers drivers have a η0 < 2% . The required RMS power Preq is calculated using

Preq = uactpact
1

2

√
2 (3.6)

with pact as the average pressure amplitude over the actuator, taken from the simulation of Section
3.1.2. Then, under the assumption that the reference efficiency η0 is applicable in the near field of the
speaker driver, the required speaker power Ps can be calculated using

Ps =
1

η0
Preq (3.7)

A list of available speaker drivers was composed and for each the speaker power and added mass was
calculated. This was then compared to the power available and price of the speaker driver. The B&C
18TBX100 speaker driver was selected as a good compromise between price and functionality. The
full list of speakers and their capabilities are shown in Appendix D.
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Figure 3.1: Schematic overview of a CFD simulation of the test setup.
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Figure 3.2: Velocity in the transverse direction uz at the centerline of the speaker drivers (Blue line in Figure 3.1) over a single
oscillation phase.
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Figure 3.3: Peak velocity in the transverse direction w at 3 different lines perpendicular to the speaker drivers (Green, blue and
red lines in Figure 3.1), normalised with the actuator velocity.
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3.2. Experimental setup
The experiment was conducted using the existing test section of the DUBLF with modified walls and
a custom designed speaker setup. A schematic overview of the test setup is shown in Figure 3.4. A
description of the DUBLF is given in Section 3.2.1 and the speaker setup is explained in Section 3.2.2.

3.2.1. Delft University Boundary Layer Facility
The DUBLF with the turbulent boundary layer flat plate setup has a single axial fan powering the tunnel.
The flow then passes through a diffusing section into the heat exchanger, as the tunnel is designed
to be able to run in a closed return configuration. Next there are two 90o corners after which another
diffuser expands the flow into the turbulence screens. After the contraction is a test section of 7.5m
length and 0.9m × 0.6m cross section. The section is slightly diverging to maintain a zero pressure
gradient. The end of the test section vents into open space through a mesh to create a slight positive
pressure in the tunnel, causing any leaks to spill flow outwards. The test section features transparent
walls for optical flow visualization techniques. It is built using modules, such that it can be adapted to
suit the experiment requirements. At the start of the test section is a strip of P40 grit sandpaper to trip
the boundary layer.

The working section of the DUBLF consists of a 7.5 m flat plate. The boundary layer is tripped into
turbulence at the leading edge and grows along its length. The large section length creates a high Reτ
flow with a small U∞. Therefore the boundary layer is well developed at the end of the test section, and
thus it can be assumed to be in equilibrium for the measured length, see Section 5.2.1 for more detail.
A photo of DUBLF is shown in Figure 3.5.

The DUBLF is controlled using a desktop PC with custom software. Here the RPM of the tunnel can
be controlled and an internal PID controllers ensures a stable output. At the speeds tested at the wind
tunnel RPM and U∞ followed a linear relation, and thus the tunnel speed can be set in a precise
manner to the desired value. The computer also has a data acquisition, with which the tunnel velocity
can be captured by averaging this over a period of time. It is also connected to a temperature T and
pressure p sensor, with which the air density ρ is derived using the ideal gas law:

ρ =
p

RspecificT
(3.8)

with Rspecific as the specific gas constant of air. Freestream velocity U∞ is captured using a pitot-static
tube just upstream from the measurement area. This is connected to multiple pressure sensors with
different measurement ranges for optimal accuracy.

DUBLF Characterization
The tunnel is able to reach Reτ up to 8000, which corresponds to a tunnel velocity of approximately
50 m/s. The tunnel has been characterized using HWA up to a velocity of 18.3 m/s. The result of this
is shown in Table 3.1. The boundary layer profile is independent of Reynolds number up to y+ ≈ 300.
The turbulence kinetic energy is highest at y+ ≈ 15 for all velocities. This peak is caused mainly by
fluctuations of friction wavelength λ+

x ≈ 1000 or T+ ≈ 110, as seen in Figure 3.6.

3.2.2. Speaker setup
The speakers are positioned using a frame made from aluminium extrusions, with cross bracing to
increase its stiffness and resistance to vibrations. The speakers are mounted to the frame with 12 mm
thick wooden multiplex panels. To dampen the vibrations from the speakers the frame is placed on
rubber mats. The speaker frame is physically separated from the wind tunnel test section to prevent

Table 3.1: Characterization of the DBLF, taken from Knoop et al. [56].

U∞ [m/s] Reτ δ [mm] Uτ [m/s] lν [mm]
4.6 1300 108 0.18 82.31
9.2 2400 109 0.34 45.34
13.8 3500 108 0.49 30.97
18.3 4510 107 0.64 23.78
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Figure 3.4: Schematic overview of the test setup, seen from above (not to scale). The flow moves in a anti-clockwise direction,
the following objects are marked: 1. Fan unit, 2. Diffuser, 3. Corners with vanes, 4. Settling screens, 5. Contraction, 6. Test

section, 7. Trip strip, 8. Speakers, 9. PIV Laser, 10. PIV Cameras, 11. Smoke generator.

vibrations from having unintended effects on the flow. A photo of the speaker setup is shown in Figure
3.7.

The two 18TBX100 speaker drivers, with their specifications listed in Table 3.2, are driven using a 6 kW
4-channel Behringer NX4-6000 amplifier. Two of the channels of the amplifier can be bridged to get two
3 kW audio channels. The audio signal is generated by a custom designed tone generator, shown in
Figure 3.8. This program generates a stereo sine wave audio signal of which the phase and amplitude
can be independently adjusted for both channels. To ensure repeatable results the volume on the
amplifier was always set to the maximum and the amplitude was controlled from the tone generator,
the output denoted with Ain.

As the amplifier can supply more power than the speakers are able to handle care must be taken with
the amplitude of the input signals. Therefore a thermocouple was placed on each speaker tomonitor the
internal temperature and to prevent damage to the speakers. It was also found that the speaker output
had a slight temperature dependence, which might cause drift in the measurements. To prevent this
the speakers were actuated until the temperature stabilised before commencing the data acquisition.

The Data Acquisition (DAQ) system captured several channels, listed in Table B.1. Among these chan-
nels are the electrical signals to the speakers, to verify that the correct forcing frequency and amplitude
was applied in each measurement. The signal to speaker A, which is defined as the speaker on the
right-hand side of the tunnel when looking in the streamwise direction, was used as a reference for all
phase designations. The temperature of the speakers and the Q-Switch input for the laser pulses are
also monitored and recorded using the DAQ system.

Behringer NX4-6000 Amplifier 18TBX100 Speaker driver
Power 4× 1600 W or 2× 3000 W 2400 W continuous
Frequency response 20 Hz to 20 kHz, +0/− 2 dB 35 Hz to 1000 Hz
Signal to noise > 100 dB
Resonant frequency 30 Hz
Sensitivity 94 dB

Table 3.2: Specifications of amplifier and speaker.
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Figure 3.5: Photo of the Delft University Boundary Layer Facility (DUBLF). The intake of the fan is seen on the right of the
image, the flow passed a diffuser and 2 corners at the farthest wall in the room, seen from where the image was taken. After

the settling screens and contraction, seen in the middle of the image, the flow passes through the test section and exits through
the mesh at the left of the image.

Figure 3.6: Velocity spectrogram corresponding to the measurement at Reτ ≈ 3500, taken from Knoop et al. [56].
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Figure 3.7: This photo shows the test section of the DUBLF with the acoustic forcing speaker setup. The speakers are
mounted at the end of the test section. In the bottom right of the image the PIV laser is visible, the emitted beam passes

vertically through the optics after which a small mirror rotates it horizontal.

Figure 3.8: Screen capture of the audio generator software, on the left are the current settings displayed, the middle column is
used to set the input variables and on the left the settings for the phase locking signal are set and displayed.
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3.3. Flow measurement techniques
This section describes the flow measurement techniques that are used. The flow was visualised using
Particle Image Velocimetry, as explained in Section 3.3.1. The speaker output was measured using a
microphone, detailed in Section 3.3.2

3.3.1. Particle Image Velocimetry
The flow between the speakers is visualized using PIV. The flow is seeded using a SAFEX Twin Fog
DP smoke generator, with an approximate particle diameter of 1 µm. The particles are illuminated
using an Quantel Evergreen EVG00200 Double pulse Nd:YAG laser. The laser beam passes through
a set of optics to form a sheet, seen in Figure 3.9. The power was set at 70% of the 200 mJ per pulse.
The particles are imaged using one or two LaVision Imager sCMOS CLHS cameras with Nikkor AF-S
200 mm lenses, depending on the measurement type. The seeding density was adjusted to ensure
that at least 3 particles are present in each interrogation window. This was done using a test image
of which the average pixel intensity was calculated. This was then compared to a reference value of
which the seeding density was known to be correct.

The data was captured using several PIV planes, shown in Figure 3.10. Their dimensions and directions
are described in Table 3.3. Each plane was calibrated using images of a bespoke calibration sheet and
the LaVision Davis software. Most of the measurements were done using the p5020 plane, using
stereoscopic PIV. The upstream and downstream camera were placed at respectively 43.6 ◦ and 32.2 ◦

to the normal (z) axis. The plane of focus was angled using a Scheimpflug adapter to compensate for
this angle.

Capture timing
Two methods for the timing of the PIV images were used. The first is using random sampling, were the
PIV acquisition frequency fPIV has an irrational ratio to the audio frequency. This was the main method
during the experiment, as the random sampling ensured that each part of the phase was captured
equally, giving a representative average. This also ensured that any drift in the setup is randomly
distributed and thus the effect was minimal. The number of images taken allowed for phase averaging
a posteriori. An example of this method is illustrated in Figure 3.11.

The second method is by phase locking the PIV acquisition to the audio signal. This method allows a
large number of images to be taken at the desired part of the phase, for instance at peak velocity. The
PIV acquisition frequency fPIV using phase locking is given by

fPIV =
f⌈
f
fL

⌉ (3.9)

with f as the audio frequency and fL = 15 [Hz] as the maximum laser frequency. ⌈x⌉ denotes the
ceiling function, where the value x is rounded to the least integer greater or equal to the value. An
example of this method is illustrated in Figure 3.11. During the characterization it was found that the
phase delay between the electrical input signal and the resulting velocity wave was highly frequency de-
pendent, making it difficult to determine where in the phase the images must be taken. It was therefore
decided to not use phase locking further in the experimental campaign.

Processing
All PIV measurements are processed using the flowmaster environment of LaVision DaVis software,
version 10.2.1. Before the measurements a calibration is performed defining the axes on the image.

Plane p120p p120s p5020 wp160
Normal direction z-axis z-axis z-axis y-axis

Type Planar Stereo Stereo Planar
Dimensions [mm] 153.5× 127.5 114.0× 114.5 56.3× 21.0 183.1× 153.2

Calibration fit error [pixels] 0.6212 1.8887 0.4974 0.2392
Resolution [pixels/mm] 16.6 22.8 51.6 15.6

Table 3.3: Nomenclature and dimensions of all PIV planes.
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Figure 3.9: Photo capturing the emitted PIV laser sheet. The sheet is cut in the middle by the trailing edge of the plate, this is
to ensure the lowest light is parallel to the plate, minimizing reflections.

This is done using an image of the calibration plate, with even spaced symbols in both x and y direc-
tions. The plate is placed at the same location as the laser sheet. The software detects the markings
automatically, after which it calculated the appropriate transform to convert the raw images into vector
fields with the correct coordinate system.

The images are pre-processed first, where from each set of 9 images the average is subtracted. This
ensures that any background light is removed, leaving only the particles illuminated. All pixels are
normalized to the first frame using the local average over 20 pixels. A constant of 100 counts of light
intensity is subtracted to remove background noise. These operations cause the particles to be clearly
distinguishable by the PIV cross-correlation algorithm.

The pre-processed images are then further processed using the PIV method of the software. All mea-
surements were processed using the standard cross-correlation algorithm. A min/max filter with L = 4
is applied and the vector validation option is used. The vectors are calculated with multiple passes of
decreasing interrogation window sizes. Usually a 24× 24 pixel window with 75% overlap was used for
the boundary layer characterization, full Field of View (FoV) processing and for the wall-parallel mea-
surements. The image pairs of the p5020 PIV plane stereo measurements were processed again with
more detail. The interrogation window size was decreased such that at least 4 vectors are present in
the region 1

2y
+
window ≤ y+ ≤ 5, with y+window half the height of the interrogation window, to get an ac-

curate estimation of uτ . The maximum interrogation window size therefore decreased with increasing
Reτ , from 12 × 12 pixels at Reτ = 1000 up to 6 × 6 pixels at Reτ = 3000, each with 75% overlap. To
increase processing speed the image is cropped to approximate −1 mm < y < 2 mm, with the plate
location at y = 0. To get a better result the average velocity field of the coarse window is used as input
for the pre-shift, this increased the vector quality and processing speed.

For each vector field the location of the plate is determined by finding the symmetry plane between the
velocity profile on each x-location and it’s reflection in the plate. All vector fields are then corrected for
such that the plate is at y = 0, then averaged. The average of all vector fields is then averaged in the
x-direction to get the velocity profile, based on the assumption that the boundary layer is in equilibrium,
see Section 5.2.1. The friction velocity uτ is calculated using the gradient of this velocity profile at
1
2y

+
window ≤ y+ ≤ 5, where y+ = 5 is calculated recursively using the calculated uτ , for this 1 to 2

iterations were needed. For each unforced case 1500 image pairs were taken, for the forced cases
3000. The detailed processing with small interrogation window gives 975 vectors in x for Reτ ≤ 2100
and 1462 vectors forReτ > 2100. The number of samples used per wall-normal point for the calculation
of uτ thus ranges from 1 462 500 the low Reτ unforced cases to 4 386 000 for the high Reτ forced cases.
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Figure 3.10: Schematic representation of all PIV planes listed in Table 3.3. Cyan corresponds to p120p, purple to p120s, green
to p5020 and orange to wp160. The black dashed line is the speaker centerline and the red line the middle of the test section.
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Input Phase locked: fPL = 10.0 [Hz] Random: frand = 14.886 [Hz]

Figure 3.11: Plot illustrating the two methods of PIV capture timing, using an input signal of f = 20 Hz, T denotes the input
signal period.

A full description of this process is found in Appendix B. The friction coefficient is calculated using

Cf =
2u2

τ

U2
∞

(3.10)

and then the drag reduction is given by
R = 1− Cf

Cf0

(3.11)

Uncertainty quantification
The uncertainty in the PIV measurements is quantified using the method of Sciacchitano and Wieneke
[57]. The uncertainty of the temporal average of the velocity U

(t)
u is given by

U
(t)
u =

√
σ2
u + U2

u

Neff
(3.12)
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with σ2
u the standard deviation of the velocity over the time period, U2

u the average squared uncertainty
of the instantaneous velocity andNeff the effective number of samples. The image pairs are taken with
f ≤ 15 Hz, at Reτ ≈ 1300 this results in the flow moving by ∆x ≈ 1.5xvector at y+ = 5, with xvector the
distance between the vectors. Therefore the samples are uncorrelated and thus the effective number
of samples are equal to the total number of samples Neff = N .

The uncertainty of the spatial average in x of the velocity U
(s)
u is given by

U
(s)
u =

√
U2
u

Neff
(3.13)

The spatial average is taken from the temporal average, such that Uu = U
(t)
u in the equation above.

The number of uncorrelated samples Neff is equal to Nx reduced by a factor of 4 due to the 75%
overlap. This gives an uncertainty on the streamwise velocity component of 0.85% at Reτ ≈ 1100 to
0.28% at Reτ ≈ 2600 for the unforced cases. Using this uncertainty and the covariance parameters of
the fit a Standard Error (SE) for uτ was calculated, which ranged from 1.02% to 0.25% for theReτ stated
earlier. A standard error on U∞ was calculated using the accuracy of the sensor, this ranged between
0.91% to 0.09%, again for the same Reτ . Combining Equations 3.10 and 2.9 and using standard error
propagation this gives a SE for the drag reduction:

SER =

√(−2uτU2
∞0

u2
τ0U

2
∞

)2

SE2
uτ

+

(
2u2

τU
2
∞0

u3
τ0U

2
∞

)2

SE2
uτ0

+

(
2u2

τU
2
∞0

u2
τ0U

3
∞

)2

SE2
U∞

+

(
−2u2

τU∞0

u2
τ0U

2
∞

)2

SE2
U∞0

(3.14)

3.3.2. Microphone measurements
A GRAS 46BE 1/4” CCP Free-field microphone was used to capture the pressure waves emitted by
the speakers. This microphone has a dynamic range of 35 dB(A) to 160 dB and a frequency range
of 4 Hz to 80 kHz. It was placed at the midpoint between the speakers to have the same attenuation
and phase delay for both speakers. The microphone was positioned carefully such that the angle to
both speakers was equal. The data was used to synchronize output of both speakers, as explained in
Section 3.4.2.

3.4. Speaker characterization
To characterize the flowfield created by the speaker drivers a characterization test was designed and
performed. This was conducted in the same location as the full experimental campaign described in
Section 3.5. The working section was removed for this test and the volume of air was stationary. A
schematic overview of the test setup is shown in Figure 3.12 and a photo is shown in Figure 3.13.

A audio generator programwas created to create the speaker input signals. The frequency f , amplitude
of speaker A AinA

, amplitude of speaker B AinB
and phase offset ∆φ could be set individually. A

signal was generated by the program which triggers the PIV acquisition, as shown in Figure 3.11 and
calculated using Equation 3.9. This signal could be offset to capture different points in the phase.

The main objectives of the characterization test were:

• To find the hardware limitations of the system.
• To test the PIV system and perform a convergence study.
• To characterize the frequency response of both speakers.
• To tune the speakers to move exactly out of phase.
• To map the velocity field created on the f and Ain field when the speakers are in phase.

The flow was visualized using PIV on a plane of dimensions 380 mm× 430 mm located at y = 0, using
the same coordinate system as the wind tunnel, shown in Figure 3.12. The flowfield is assumed to be
circularly symmetric around the centerline of the speakers, as the speakers themselves are circularly
symmetric. On the basis of this assumption the entire flowfield can be characterized using this single
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PIV plane, as it overlaps the centerline of the speaker and the line y = z = 0. The same laser, camera
and seeding machine as described in Section 3.3.1 were used for this test. On the camera, mounted
near the floor pointing upward, a 50 mm focal length lens wasmounted. The time difference∆t between
the images of an image pair was chosen such that the particle displacement would be approximately
8 − 15 pixels. The calibration fit had an error of 0.381 pixel and the scale was 5.67 pixel/mm. A
24× 24 pixel interrogation window was used on all measurements.

Next to the PIV images multiple channels of data were captured using a NI CompactDAQ data acqui-
sition systems. These channels were captured at a frequency fDAQ = 51200 [Hz] and saved using
a LabView program. The channels recorded were the microphone pressure pmic, the amplifier input
channels VA and VB , the audio generator trigger signal and the PIV laser trigger signal.

3.4.1. Hardware limitations
The limits of each of the components in the test setup are documented in their datasheets, however,
the actual performance might differ slightly. Therefore the first part of the test was dedicated to finding
the limits, such that they would not be exceeded during later tests. At lower frequencies the speakers
are bounded by their maximum displacement. At xmax = 9 mm the sound wave becomes distorted,
this is treated as a soft limit. The hard limit is when the voice coil gap is closed entirely, because this
is where the speaker starts damaging itself. The voice coil gap of the speakers used is xgap = 12 mm.
This limit was found visually. At higher frequencies the displacement becomes lower for the same Ps

and at a certain point the speaker starts to become limited by Ps. This limit was found by keeping track
of the speaker temperature. The maximum allowable input amplitudes for the frequencies tested at are
shown in Table 3.4.

3.4.2. Phase matching
Both speaker drivers are of the same model and make. During testing it was discovered that the output
amplitude and phase delay was not the same for both speakers. These values varied across the f
and Ain map, where Ain denotes the power of the input signal to the amplifier, ranging from 0 to 1.
Therefore, for each of the test frequencies the speakers were synchronized.

The synchronization process started by actuating speaker A at the desired f and Ain, with the micro-
phone recording. Then speaker B would actuate at the same input parameters and finally the output
of speaker B was recorded at a slightly higher or lower frequency.

A sine wave of the test frequency was fitted to each of the microphone measurement. To the two
different speaker B amplitudes a line was fitted and this was used to calculate the required AinB

to
match AinA

. The required phase offset ∆φ was calculated using

∆φ = φB − φA (3.15)

with φB as the phase of speaker B output signal and φA as the phase of speaker A output signal. The
required input adjustments based on these measurements are shown in Figure 3.14 for Ain and Figure
3.15 for ∆φ.

3.4.3. Results
The results of the characterization were measured using the PIV plane described in Figure 3.12. The
measured velocity field is shown in Figure 3.16 for f = 30 Hz, which corresponds to the resonant

f [Hz] Ain Type
20 0.2 Displacement
30 0.35 Displacement
50 0.5 Power
65 0.5 Power
100 0.35 Power
146 0.35 Power

Table 3.4: Speaker hardware limitations
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Figure 3.12: Schematic of characterization test setup, seen from above.

frequency of the speakers. The phase is calibrated to φ = 0 at the zero crossing of the electrical signal
to speaker A, denoted with VA. The contour plots show a top down view of the w-velocity field between
speaker A and the center between the speakers. It is assumed that the velocity field at speaker B is
the same but mirrored over the centerline between the speakers. It is evident that the ’pushing’ motion,
when the velocity is positive in the z-direction, propagates further than when the speaker is performing
a ’pulling’ motion. The ’pushing’ motion can be described as a jet of air, while the ’pulling’ motion
draws fluid from all directions. This gives an inherent asymmetry in the velocity profile everywhere
except for the centerline. The non-uniformity of the velocity field also makes this an imperfect analogy
to the spatially uniform waves explained in Section 2.2.3. The velocity fields and profiles for the other
frequencies can be found in Appendix C.1.

The w-velocity component is largest in at the centerline of the speaker cone, when moving away from
this line in the x-direction this remains reasonably constant for a minimum of 75 mm across frequencies,
after which it drops of quickly. Therefore the w-velocity is phase averaged over this region and plotted
in Figure 3.17a for f = 30 Hz, each datapoint representing 200 phase locked images. It shows that the
velocity follows a sine wave of the same frequency as the electrical input signals, however with a large
standard deviation at some parts of the phase. The velocity wave has a phase delay with respect to
the input signal, this delay is highly frequency dependent and hard to estimate.

Random sampling was used to create the plot in Figure 3.17b, with f = 65 Hz. A total of 3000 images
pairs were taken, which gives each of the 20 phase bins approximate 150 images. This number of
images results in good convergence on the PIV data, as explained in Appendix B.2.5. It was observed
that the standard deviation is lower at this frequency compared to f = 30 Hz, and the generated wave
approximates a perfect sine wavemore closely. The velocity amplitude is a considerably lower however,
and the synchronization is not perfect on this measurement as there is a negative offset in the velocity
wave. For the acoustic forcing measurements it was chosen to use random sampling based on these
results, as the phase resolution is higher with no loss in accuracy. The random sampling measurements
are also quicker to perform.

Speaker performance
The measured maximum amplitude for each frequency is shown in Figure 3.18a. This amplitude is
calculated from fitting a sine wave to the phase averaged datapoints, as seen in Figure 3.17a. A clear
peak velocity is visible at f = 30 Hz, which coincides with the resonant frequency of the speakers.
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Figure 3.13: Overview of characterization test setup.

Using the friction velocity uτ obtained from the DUBLF characterization, explained in Section 3.2.1, the
forcing amplitude was estimated in wall units, shown in Figure 3.18b. The design frequency of T+ = 83
is marked, and a maximum amplitude of W+

m ≈ 1.55 is to be expected when the Reτ is tuned to match
the resonant frequency of the speaker. Therefore the design point was adjusted to T+ = 83,W+

m = 1.55
with Reτ = 1400.
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3.5. Experiment procedure
Each measurement followed the same procedure. First it was verified that all the equipment is switched
on. The seeding of the room followed, where the smoke generator blows directly into the fan such that
the wind tunnel distributes the seeding until the room is homogeneously seeded. Next the wind tunnel
speed was adjusted to achieve the target U∞, after this is stabilized a test image is taken using the
PIV system. This test image is compared to an earlier reference to check the seeding density, and this
is adjusted if needed. As soon as the seeding density is verified the measurement of the atmospheric
conditions is started using the wind tunnel control computer, see Section 3.2.1. The next steps are
performed in quick succession, to ensure that the data is captured at the same moment. First the
speakers are switched on at their desired frequency and amplitude. The data acquisition is started
as soon as the temperature, and thus the output, of the speakers is stabilized. This takes up to 30
seconds depending on frequency. The PIV recording is started immediately after the DAQ, during the
acquisition process all the systems are monitored to spot any unexpected events quickly. After all the
images are recorded everything is switched off.

The experiments were performed in multiple stages, outlined in the next sections. First the boundary
layer was characterized. The characterization from Section 4.1 was used for an estimation of uτ in
the design phase, however, a bespoke characterization of the test was considered necessary since
some modifications to the tunnel were done. The main experiments were done in batches, with the
most important measurements first. Finally there were some extra measurements taken to support the
conclusions drawn in this report.

3.5.1. Boundary layer characterization
The experiment started with the characterization of the boundary layer, indicated with numbers 3 − 6
in Table A.1. The flow was visualised using the p120p PIV plane, which is located at z = 0 and uses a
single camera to get the flow in the x and y direction. The FoV captured the centerline of the speakers
and the area directly downstream of it, in which the FoV of the main measurements is also located. The
only parameter that is changed between the measurements is the wind tunnel velocity, this enabled the
measurements to be taken in quick succession. This also resulted in the atmospheric conditions to be
the same for each run.

Later in the experimental campaign it was discovered that measurement 4 was done using the wrong
∆t between the PIV images. Therefore it was decided to redo this measurement at the end of the
campaign. Another intermediate step was also added, these measurements have numbers 74 and 75
respectively in Table A.1.

3.5.2. Acoustic tranverse forcing
With the boundary layer characterization complete the setup was changed to capture the p5020 PIV
plane. This plane is a small region at z = 0 directly downstream of the speaker centerline, and captured
using 2 cameras. As this stereo PIV setup was capturing double the amount of data as a planar setup
it was chosen to crop the image in the y direction, capturing only the area of interest near the plate.
These measurements correspond to numbers 8− 65 in Table A.1

Before the measurements were performed the speaker synchronization routine was done. In the
speaker characterization test it was discovered that both speakers have a slightly different frequency
response, see Section 3.4.2 for more information. The speaker synchronization was done using a
microphone positioned in the midpoint between the speakers, see Figure 3.19 for an image of the syn-
chronization setup. The sequence began with speaker A emitting the desired frequency and amplitude.
Then speaker B was switched on at the desired frequency with the amplitude adjusted based on the
characterization test. The phase delay was also set at the expected value. Then the amplitude of
speaker B was adjusted to a slightly higher value. A python script then calculated the correct amplitude
and phase delay of speaker B to attenuate the pressure wave of speaker A. Finally both speaker were
switched on using the calculated settings, after which some minor adjustments were subsequently ap-
plied to further minimize the pressure signal measured by the microphone. At this point the speakers
were moving exactly out of phase, maximizing the velocity amplitude in the test section. The micro-
phone was removed before the PIV measurements started.
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Figure 3.19: Photo taken from the speaker synchronization routine. Looking in the streamwise direction down the test section
the microphone is seen mounted to a piece of aluminium. The painters tape is used to position it exactly in the midpoint
between the speakers. Speaker A is located on the right just outside of the image and speaker B is seen on the left. The

deflector next to the speaker opening and the mesh to provide a small positive pressure in the test section are also visible in
this image.

Each measurement at a new wind tunnel speed started with a reference case. In this case the speakers
were disabled, thus capturing the unforced case. The forced case, with the acoustic forcing applied, was
captured directly afterwards, this ensured that the atmospheric conditions were the same for both cases.
The number of images was usually double in the forced case to capture converged phase data. This
exceeded the available memory of the acquisition computer and therefore these measurements were
captured in two separate batches. It was ensured at each measurement that the reference unforced
case and all forced batches were taken in quick succession, such that the atmospheric conditions are
similar.

3.5.3. Extra measurements
A number of measurements were captured using the wall-parallel PIV plane wp260, which was located
at a height of 2.5 mm from the flat plate. This enabled the visualisation of the transverse velocity field be-
tween the speakers, revealing the low-speed streaks near the wall. These measurements correspond
to the numbers 70− 73 in Table A.1.



4
Results

This chapter presents the results of the experimental campaign. It will start with the boundary layer
characterization in Section 4.1, the effects on the turbulent friction drag are explained in Section 4.2
and finally the observed changes in the velocity field are outlined in Section 4.3.

4.1. Boundary layer characterization
The unforced reference boundary layer was characterized using the p120p PIV plane, see Table 3.3
for more details. Figure 4.1 shows contours of the Boundary Layer (BL) at low and high Reτ . The FoV
for the p5020 plane is marked in these images, this is where the stereo measurements to determine
the drag reduction were made. The progression of the boundary layer thickness δ99 is also visible in
these images. A slight increase in BL thickness was observed over this streamwise length, this is likely
an artifact of the flow deflectors along the speaker holes, see Section 5.1.1 for more details. The BL
is assumed to be in equilibrium over the streamwise length of the p5020 PIV plane, as explained in
Section 5.2.1.

Figure 4.2b shows the velocity profiles of a characterization measurement and a stereo measurement
using the p5020 PIV plane at similar Reτ . The profiles are averaged over the same x+ range which
corresponds to the p5020 PIV plane width. At y+ > 50 the profiles show a perfect overlap, indicating
that the boundary layer is consistent across measurements and that the 2 PIV methods show good
correspondence. This confirms that the δ99 values obtained from the characterization are suitable for
use in the stereo measurements. At lower y+ the characterization measurement diverges from the
stereo measurement. This is likely due to the proximity to the wall in that region, which is within a few
interrogation windows. However, for the characterization this is not considered as the region of interest.

Section 4.1.1 details the boundary layer thickness and shape, Section 4.1.2 contains information on
the turbulence statistics in the reference boundary layer. More details about the development of the
boundary layer are found in Section 4.1.3. Contour plots of all measured Reτ , the corresponding
velocity profiles and turbulence statistics can be found in Appendix C.2.

4.1.1. Boundary layer thickness
As explained in the previous section there is a slight decrease in boundary layer thickness in the stream-
wise direction. Therefore the velocity profiles are averaged over the length of the p5020 FoV as this is
the area of interest. This reduces the effects of the non-uniformity of the boundary layer to a minimum.

The boundary layer thickness δ99 is defined by the height from the plate where the velocity is 99%
of freestream velocity U∞. This value is also used in the definition of Reτ . At low Reτ < 1500 the
δ99 ≈ 103 mm, at higher Reτ the thickness decreases to a minimum of δ99 = 96.7 mm, as seen in
Figure 4.2a. The boundary layer momentum thickness δ2 is defined by

δ2 =

∫ ∞

0

u(y)

U∞

(
1− u(y)

U∞

)
dy (4.1)

39
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Figure 4.1: Velocity magnitude of boundary layer for (a) Reτ = 491 and (b) Reτ = 3036. The FoV for the SPIV measurements
is marked.

and ranges from 11.6 mm at low Reτ to 10.4 mm at high Reτ .

4.1.2. Turbulence statistics
The 2-dimensional Reynolds stresses are calculated using the fluctuating components of the flow u′

and v′, which are calculated using u′
i = ui−ui, with ui the instantaneous velocity component and ui the

averaged velocity component over the full measurement. The magnitude of the Reynolds stresses are
larger for high Reτ , as seen in Figure 4.3a. The evolution of the Reynolds stresses in the wall normal
direction is similar to that of DNS results [32].

The contribution of the production P and dissipation ε terms of the Turbulence Kinetic Energy (TKE)
transport equation are shown in Figure 4.3b. These two terms are selected as they are the biggest
contributors, all terms are shown in Appendix C.2.2. At low y+ both terms are larger in absolute mag-
nitude for low Reτ , however, the terms might be unresolved in the high Reτ case as the interrogation
window size imposes a low pass filter. The half interrogation window size is not shown in Figure 4.3 as
it is lower than the left y+ boundary. The method for extracting these terms is explained in Appendix
B.2.4.

4.1.3. Boundary layer development
Further investigation was done into the development of the boundary layer, as it was noted that it is not
perfectly constant. The boundary layer velocity profile is averaged over 2 separate regions, near the
upstream edge and the downstream edge of the FoV, as shown in Figure 4.4a. The extracted velocity
profiles are shown in Figure 4.4b. A slight offset in velocity can be observed, with a higher velocity at
the downstream end. This also increases the boundary layer thickness δ99 by 0.68%, from δ+99 = 1428
to δ+99 = 1438, in the streamwise direction. This negative streamwise velocity gradient is most likely
attributed to the deflectors along the speaker openings, as explained in Section 5.1.1. The Reynolds
stresses also have a variation along the streamwise direction, shown in Figure 4.4c. Downstream of
the speaker centerline the ⟨u′u′⟩ and ⟨v′v′⟩ components are lower. The dissipation and production
terms of TKE transport equation are also lower as a result, shown in Figure 4.4d. All profiles shown in
Figure 4.4 have been non-dimensionalised using an average value for uτ based on the stereoscopic
PIV done using the p5020 plane. The actual uτ in the downstream region is most likely lower due to
the progression of the boundary layer, explaining the difference in the profiles observed. Most of the
dissipation occurs at the small scales, which are not fully resolved due to the PIV resolution, therefore
the dissipation is likely underestimated. The absolute values should therefore be regarded with caution,
however, the difference between measurements is still of interest.
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4.2. Acoustic transverse forcing
The results of the friction drag reduction measurements are described in this section, they are pro-
cessed using the method given in Section 3.3.1.

Two series of measurements were taken at maximum amplitude and a constant forcing period, T+ = 83
and T+ = 100 and are found in Section 4.2.1. Another series of measurements was done with the
period and amplitude constant, to isolate the effect of Reynolds number, this is described in Section
4.2.2.

4.2.1. Constant period
The experimental setup was designed for the forcing parameters of T+ = 83 and Reτ ≈ 1500, with
W+

m as large as the equipment would allow, as explained in Section 3.4.3. Since the setup can change
these parameters with minimal effort a range of measurements was done at T+ = 83. The results are
shown in Figure 4.5a, with the velocity profile in the viscous sublayer of the design point from Section
3.4.3 in Figure 4.5b. The actual period was T+ ≈ 100 due to the deflector influence, see Section
5.1.1 for more details. This period does correspond to the optimal period found by Quadrio et al. [5].
The velocity profiles corresponding to all the measurements can be found in Appendix C.3.1. A drag
reduction R = 4.77% with an standard error of 13.4% was found at the design point, with W+

m = 1.40,
T+ = 97.2 and Reτ = 1441. Interpolating the map of R on the W+

m − T+ plane in Figure 1 of the DNS
study by Quadrio and Ricco [5], shown in Figure 2.12 gives R ≈ 3.0% at the same T+ with W+

m = 1.8.
A direct comparison can not be made however, as the amplitude is slightly higher and the map is with
Reτ = 200.

A better comparison can be made using the measurement at Reτ = 1847, here the flow is forced with
a period T+ = 95.2 and W+

m = 1.10. This resulted in a drag reduction R = 6.02% with a standard error
of 7.78%. Gatti et al. [14] found R = 12.5% with T+ = 83 and Reτ = 2000. The drag reduction they
found was approximately double, however, their amplitude was higher at W+

m = 5. The drag reduction
values found are of similar order of magnitude, but can not be directly compared due to the difference
in forcing parameters. The streamwise length of the forced area is difficult to determine as there is no
well defined boundary. The area where the velocity is at its maximum is x/δ ≈ 1.2. It is likely that the
drag reduction has not reached it maximum potential within this length, explaining part of the difference.
Other factors might be the slight positive pressure gradient or inaccuracies in the experimental method.
Further measurements must be done to get a direct comparison.

At the lowest Reτ = 1192 a drag reduction R = 5.79% was found with a standard error of 19.3%. The
forcing parameters T+ = 95.3 and W+

m = 1.18 were used. Yao et al. [33] found an R of 25.9% with
Reτ = 1000, T+ = 90 and W+

m = 12 using a DNS channel flow. Touber and Leszchiner [31] have a
similar result withR = 29% at T+ = 100, using the sameW+

m and Reτ and also running a DNS channel
flow simulation. Experimental data on an oscillating wall from Gouder et al. [27] with at Reτ = 1025
and forcing parameters W+

m = 11.4, T+ = 90 shows a R = 16%. The results of these studies show
that if a higher W+

m can be achieved the drag reduction will be more significant.

At higher Reτ the drag reduction found decreases and at Reτ = 3023 there is a drag increase due to
the forcing. This is likely a result of the waveform not being symmetrical, as seen in Figure 4.10a. With
an asymmetrical waveform the forcing conditions are removed from the optimal, and therefore the main
effect of the speakers is an increase in turbulence intensity. This results in a higher friction drag.

The optimum forcing period was determined to be at T+ = 100 by Quadrio et al. [5]. Therefore a series
of measurements at that period were done at maximum amplitude, their results shown in Figure 4.6.
The resulting period was higher due to the deflectors at T+ ≈ 120. The velocity profiles corresponding
to these measurements can be found in Appendix C.3.1. The peak drag reduction was at Reτ = 1575
with R = 2.80%. The drag reduction is significantly lower as in the measurements with a lower period,
which is to be expected as the period in thesemeasurements diverges from the optimum. AtReτ = 2067
a drag reduction of R = 2.73% was found, with a period T+ = 120.5 and amplitude W+

m = 1.04. Yao
et al. [33] found R = 22% at T+ = 100 and W+

m = 12 using a DNS channel flow. Gatti et al. [14]
found R = 9.5% with T+ = 138 and W+

m = 5 at the same Reτ . These results reiterate the point that
there is a lot more drag reduction to be found if the amplitude is increased and the period is optimal.
Increasing the streamwise length of the forced region could also bring the results closer to that found
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Figure 4.5: (a) The resulting drag reduction R for all measurements with T+ ≈ 95, with their standard error. (b) The u+ − y+

velocity profile of the measurement at the design point. The shaded area marks the standard error of uτ .

in DNS studies.

4.2.2. Reynolds number dependence
One of the main open questions currently is the extrapolation of the drag reduction effect to higher,
practical friction Reynolds numbers, see Section 2.2.3. The forcing method of the current research
was in part developed to help answer this question. To test if future researchers can use this method
to study this effect a series of measurements was done with the optimal period [5] T+ ≈ 100 and
W+

m ≈ 0.80 at different Reτ . The actual period was higher at T+ ≈ 120 due to the effect of the deflector,
see Section 5.1.1.

The results are shown in Figure 4.7. The drag reduction starts at 6.83% at low Reτ and drops at higher
Reτ . The low absolute drag reduction is due to the low amplitude, this was chosen such that the setup
could reach this value at each measurement. The relative drag reduction is of interest in this series
of measurement, as R decreases with higher Reτ while the forcing inputs stay relatively stable. The
higher R in the first measurement is likely a result of T+ being closer to the optimum. The resulting
slope is likely not a perfect indication of the R−Reτ trend, there could be other factors influencing the
result due to the experimental limitations of the current setup. More work is needed to get a definitive
answer to this question, however, this result does prove that researching theReτ trend is possible using
a similar setup to the current work because the forcing parameters can be kept stable at different Reτ .
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Figure 4.6: The resulting drag reduction R for all measurements with T+ ≈ 100, with their standard error.
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4.3. Effects on velocity field
The effects of the acoustic transverse forcing on the velocity field in the test section are described in
this section.

Four indicator were investigated, Section 4.3.1 outline the velocity profiles in the boundary layer, Section
4.3.2 the transverse velocity, Section 4.3.3 describes the effect on the Reynolds stresses and Section
4.3.4 the changes to the components of the TKE transport equation.

4.3.1. Velocity profiles
The profile of the streamwise velocity u+ in the wall normal direction y+ is a direct indicator of the effect
of flow control methods with the intention of reducing turbulent friction drag. The friction velocity uτ is
derived from this profile and is used directly for calculating the drag reduction, see Equation 3.10 and
3.11.

Figure 4.8a shows the streamwise velocity profiles of the measurement pair at Reτ = 1192. The forced
case resulted in a drag reduction of R = 5.79%. The reference profile adheres to the u+ = y+ rule in
the laminar sublayer for y+ < 5, after which it starts to diverge. The forced case has a lower slope, as
the uτ is lower due to the effects of the forcing, as intended. In the buffer layer the profiles do not exactly
follow the log-law, with κ = 0.384 and B = 4.17. The slight development of the boundary layer and
positive pressure gradient is likely the cause of this. The proposed mechanisms for the drag reduction
aremainly in the viscous sublayer and the lower part of the buffer layer, see Section 2.2.4. Therefore the
drag reduction values are still considered valid in the context of this research. The streamwise velocity
over the full measurement domain, y+ < 110 in this case, is slightly lower when the forcing is applied,
resulting in a different boundary layer shape. The streamwise velocity profiles of all measurements can
be found in Appendix C.3.1.

4.3.2. Transverse velocity
The ideal shape for transverse forcing signal is a sine wave centred around 0 [23]. Therefore the input
signals to the speaker must be tuned such that they move exactly out of phase, see Section 3.4.2. With
the stereo PIV setup the transverse, out of plane velocity can be extracted, with lower accuracy than
the streamwise and wall-normal components. From this velocity conclusions about the effectiveness
of the forcing can be drawn.

For each forced measurements 3000 image pairs at were taken, these were sorted according to phase
in 20 bins of 150 images each, see Appendix B.2.5 how these values were chosen. The transverse
velocity w+ profile for each of these phase instances was found by taking the average in time and along
the streamwise direction. These profiles at peak amplitude are shown in Figure 4.10b. As the Reτ of
the transverse flow is lower than that of the main flow the boundary layer is thin, and at y+ > 30 the
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Figure 4.8: (a) Boundary layer velocity profile for the reference flow with Reτ = 1161 and the same flow with transverse
forcing, W+

m = 1.18 and T+ = 95.3, applied. The controlled flow has a R = 5.79%. (b) Detail of the viscous sublayer.

w+ is constant. To calculate the forcing amplitude W+
m the w+ was averaged in this constant region,

shown for Reτ = 1161 in Figure 4.9a. A sine wave is fitted to the resulting signal, and the amplitude
of this wave is taken as the forcing amplitude, W+

m = 1.18 in this case. The offset of the wave is
0.0084 ·W+

m , indicating that the speakers are correctly synchronized. The average w+ over the phase
for the other measurements with T+ ≈ 100 are shown in Figure 4.10a. The offset of the wave is larger
for some measurements, especially at higher Reτ . This leads to the conclusion that a better method
for synchronizing the speakers is needed, as this has a negative impact on the drag reduction.

The transverse velocity profiles at various parts of the phase for Reτ = 1161 are shown in Figure 4.9b.
This measurement was picked to show in detail as the velocity in the near wall region, 5 < y+ < 20
is significantly higher than further from the wall. This effect was only observed at low Reτ , where the
speaker is operating below its resonant frequency. A possible explanation might be that the velocity jet
diffuses from the speaker centerline and then gets diverted by the plate as it moves in the transverse
direction towards the midpoint between the speakers. However, further research is needed to get a
definitive answer. The higher velocity near the wall does likely influence the drag reduction in a positive
manner, as the amplitude and transverse shear is higher in the most sensitive region.

The transverse velocity profiles for the other measurements with T+ ≈ 100 are shown in Figure 4.10b.
They all monotonically increase moving away from the wall, with the exception of the aforementioned
measurement at Reτ = 1161. Some profiles show a negative velocity directly at the wall. This might
be attributes to hysteresis due to imperfect synchronization. However, as the accuracy of the out of
plane velocity component is low in this region this might also be an artifact of the PIV processing. The
transverse velocity profiles of all measurements can be found in Appendix C.3.2.

Comparison to Stokes' theory
With conventional transverse forcing using wall motion the w-velocity profile can be described using the
Stokes layer [45], given by Equation 2.15. The w profiles for several different parts of the phase given
by this equation are shown in Figure 4.11 with dashed lines. The solid lines arew profiles taken from the
measurement with Reτ = 1790, with the amplitude Wm subtracted to reverse the reference frame from
forcing the fluid to wall motion. The profiles in the positive direction are similar to the theoretical Stokes’
profiles, with minor deviation. In the negative direction large deviations are found. This corroborates the
asymmetry of the forcing velocity found in many of the measurements, which is an effect of imperfect
speaker synchronization. The other measurements show similar results to the one shown. It is likely
possible to match all profiles to the theoretical Stokes’ profiles with careful tuning of the experimental
setup.
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Figure 4.9: (a) w+ velocity averaged over y+ > 30 with Reτ = 1161 and T+ = 95.3. (b) w+ velocity profiles at various parts
of the phase, the line colors correspond to the marked points in (a).
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4.3.3. Reynolds stresses
The Reynolds stress tensor is calculated by taking the square of the velocity components and averaging
these for the full measurement. ”The Reynolds stress plays a crucial role in turbulent flows because it
represents the rate of mean momentum transfer by turbulent fluctuations” [57]. The effect of the forcing
on these stresses is therefore important to understand, as it might indicate towards the underlying
aerodynamic mechanism.

Figure 4.12 shows a selected set of Reynolds stress tensor components, the components in the princi-
pal directions, ⟨u′u′⟩, ⟨v′v′⟩ and ⟨w′w′⟩, are chosen to illustrate the magnitude of the fluctuations. The
⟨u′v′⟩ component is shown because it is the largest contributor to the production of turbulence, based
on Equation B.3 and given that ∂u

∂v is large near the wall. The stresses shown are calculated from the
measurement at Reτ = 1192, the solid line corresponds to the reference case and the dashed line to
the forced case. A shift of ⟨u′u′⟩ in the wall-normal direction is observed, indicating that the fluctuations
in the streamwise direction are reduced in the near wall region at y+ < 15. The forced case has a large
increase in ⟨w′w′⟩, this is because the transverse forcing velocity is included in the fluctuations. The
Reynolds stresses for the other measurements can be found in Appendix C.3.3.
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4.3.4. Turbulence kinetic energy
The turbulence kinetic energy (TKE) transport equation, see Equation B.3, can be subdivided into
several components. Each of these components has their own influence on the change in TKE, and
the transverse forcing effects these components in different ways. Figure 4.13 shows the average of
the TKE components along the wall-normal direction for Reτ = 1192. The pressure transport term
is omitted because this requires the pressure fluctuations to be known, due to the deflector influence
there is a slight pressure gradient and therefore the pressure can not be accurately derived from the PIV
data, see Section 5.1.1. The TKE components of the other measurements can be found in Appendix
C.3.3. The three measurements with Reτ = 1192, Reτ = 1496 and Reτ = 1847, all with T+ ≈ 95 and
R ≈ 5.50%, show a similar change in the TKE components when the forcing is applied. There is a slight
reduction in turbulence production in the near-wall region, with y+ < 30. The turbulent convection is
greatly reduced in the viscous sublayer, both these effects reduce the amount of turbulence produced.
The most significant contributor is the increase in dissipation along the whole measured area. It is still
unknown if the reduction in TKE through the modification of aforementioned components is an effect
of the drag reduction or the other way around.
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5
Discussion

This chapter will provide an overarching discussion on the accuracy of the results and the validity of the
conclusions made in the research. It will start with a discussion of the experimental methods in Section
5.1 and finish with the assumptions made in Section 5.2.

5.1. Experimental methods
One of the main difficulties in experimental research is producing a test setup with minimal inaccuracies.
Due to practical and temporal constraints not all shortcomings of the setup could be addressed, this
section will discuss them and their likely influence on the result.

5.1.1. Deflector influence
To allow the speakers to influence the air in the wind tunnel openings were introduced to the tunnel wall.
To prevent the flow from impinging on the downstream edge of the opening on each side deflectors were
placed at the leading edges. This deflector protruded into the working section and therefore influenced
the velocity. The pitot tube, which was used to set the wind tunnel velocity, wasmounted upstream of the
deflectors. This resulted in amismatch between the actual freestream velocity in themeasurement area
and the measured freestream velocity of the pitot tube, illustrated in Figure 5.1a. The two measured
values are directly related with a ratio of 1.11. The width of the test section was reduced by a factor
of 1.25, which corresponds to a velocity increase with the same ratio due to the continuity constraint.
Taking the diffusion of the velocity increase from the deflector to the measured area into account leads
to the conclusion that the mismatch between the measured values is a direct result of the deflectors.
Therefore the boundary layer was not experiencing a true zero pressure gradient, however, for the
purposes of this research this was not considered a problem as this does not affect the laminar sublayer
in a significant manner, which is used to determine the friction drag. An example of this is shown in
Figure 5.2a, the streamwise velocity profile adheres to the theoretical u+ = y+, while in the overlap
layer there is a mismatch to the log-law. This is likely attributed to the positive pressure gradient.

Figure 5.1b shows the transverse velocity in a plane parallel to the wall, at y = 2.5 mm. The flow in the
negative z-region is exhibiting a minor positive z-directional component towards the centerline, which
is likely also attributed to the deflectors. The angle of the flow to the x-axis is small, as seen from the
velocity vectors. Therefore the dominant direction remains in the direction of the x-axis, which aligns
with expectations. At the centerline, where the drag reduction measurements were taken, the flow is
parallel to the x-axis.

5.1.2. Speaker shape and placement
The speaker drivers are selected for their frequency range and power output, see Section 3.1.3. How-
ever, these speakers are designed to have a good frequency response for the acoustic waves emitted,
to produce a uniform acoustic response. In this research they are used to create an oscillating velocity
field, which is not what they are intended for. Therefore the shape of the cone is most likely suboptimal,
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Figure 5.1: (a) U∞ as measured with the pitot tube and averaged using the PIV data from Section 4.1. (b) transverse velocity
component w overlayed with velocity vectors, parallel with the plate at y = 2.5 mm and with U∞ = 7.6 m/s, corresponding to

Reτ = 1905.

and the resonant frequency is too high. The resonant frequency could be lowered by adding mass to
the diaphragm and the cone shape could be optimized to generate a constant velocity wave. This was
outside the scope of the current work, and therefore the speakers were used as they are. This does
produce a velocity wave that varies in the streamwise direction, therefore this is an imperfect analogy
to the moving wall. The effect on the drag reduction is unknown, but based on research into other
waveforms it is likely not very large [23].

The speakers are placed at a height in the y-direction such that their largest velocity output is at the
plate location. This causes the lower part of the speaker to be directly opposite the test section frame.
Therefore the velocity created in that region will impinge on the frame and be redirected in the positive
and negative vertical direction. This vertical momentum could effect the output of the speakers, to
quantify this effect measurements in a x-normal plane are required, which are out of the scope of this
research.

The streamwise length of the forced area is also a factor, as discussed in Section 2.2.6. Based on
the results of the characterization in Section 3.4 the velocity is reasonably constant over a streamwise
length of x/δ ≈ 1. Based on the results of Ricco and Wu [25] this should result in approximately 50%
of the drag reduction that would occur at a larger streamwise forced region. However, in contrary to
the moving plate the velocity gradually decreases in the upstream direction, therefore the percentage
of drag reduction is likely slightly higher.

5.2. Assumptions
Some assumptions were made during the current work to define the scope of the problem. These
assumptions and their validity are discussed in this section.

5.2.1. Equilibrium boundary layer
The DUBLF features a developing turbulent boundary layer over a flat plate, which is inherently not in
equilibrium. However, the facility is designed with a long test section and low freestream flow velocity,
to achieve a high Reτ with a large boundary layer thickness δ. The measurements are taken at the end
of the test section, because of the large ratio between the length of the FoV and the test section length
LFoV /Ltest ≈ 0.0066 it is assumed that the boundary layer is in equilibrium along the length of the FoV.
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This assumption was tested by extracting the boundary layer profile at 3 streamwise locations along the
FoV. These locations are shown in Figure 5.2b and their corresponding velocity profiles are shown in
Figure 5.2a. The difference between the profiles is small enough to allow for the equilibrium assumption
to be valid. The maximum deviation in uτ was found to be 0.47%.

5.2.2. Zero pressure gradient
The DUBLF is designed to produce a turbulent boundary layer with zero-pressure gradient. In this
research it is therefore assumed that the pressure gradient is zero, however, there might be a slight
variation. Figure 5.3 show a picture of the test section during the experiment. There are two reasons to
doubt the validity of the zero pressure gradient assumption. The first are the deflectors, as explained
in Section 5.1.1, marked with the green arrow. The acceleration of the flow by the deflector causes a
local low pressure zone, downstream there will be a positive pressure gradient. It is assumed that the
distance of the measurement area to the deflectors is sufficiently large such that the effect is negligible.
A second, smaller gradient might be introduced by the test section upper wall. This wall is angled to
compensate the expansion of the boundary layer, to tune this angle it is mounted on adjustable pivots
that are evenly spaced. However, as the tunnel aged the transparent plastic between the pivots has
started to sag, which gives it a wavy pattern, marked with the blue arrow in Figure 5.3. The effect of
this is likely marginal. The resulting pressure gradient is estimated to be small. All measurements per-
formed are compared relative to each other, so any systematic error will have cancelled out, therefore
the conclusions made in this research are still considered valid.
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Figure 5.3: Photo of the side of the test section.



6
Conclusions

The current research set out to find the answer to the following research question: How can the friction
drag reduction in a turbulent boundary layer, from transverse forcing through oscillatory wall motion, be
replicated by forcing the flow using acoustic excitation? This chapter will describe the answer to this
question and the conclusions that lead up to it.

An experimental setup was developed that can generate a transverse oscillatory flow field in a zero-
pressure gradient turbulent boundary layer over a flat plate. Two speakers were placed on opposing
sides and they were actuated out of phase with each other, such their momentum transfer into the fluid
would complement each other. The input to the speakers was tuned such that their phase, frequency
and amplitude was equal. This generated an acoustically forced flow that approximates a perfect sine
wave in the midpoint between the speakers, an example of this velocity field is shown in Figure 3.16.

The velocity field in the midplane between the speakers was visualised using Stereoscopic Particle
Image Velocimetry (PIV). The PIV cameras were focussed on a small area after the centerline of the
speakers, to get sufficient resolution in the near-wall region. Measurements with large sample sizes
were taken at severalReτ values, for each measurement a reference case and a case with the acoustic
forcing applied. Each vector field was corrected for the instantaneous location of the plate and tempo-
rally averaged. The velocity profiles were taken by spatially averaging this resulting vector field under
the assumption that the boundary layer was locally in equilibrium. The transverse velocity profile com-
pares to the profile given by Stokes’ theory in part of the phase, to get an exact match for the entire
actuation period more work is needed on the synchronization of the speakers.

In the laminar sublayer a linear fit was done to the streamwise velocity profile, from which the friction
velocity uτ was derived. Using this uτ and the freestream velocity U∞ the friction coefficient Cf was
calculated. Comparing the Cf between the reference case and the forced case gave the drag reduction
as a result of the acoustic transverse forcing. When the flow was forced with the correct forcing period
and amplitude a drag reduction of up to R = 6.02% was found. Figure 4.5 shows this result and drag
reduction found for the other measurements are found in Section 4.2. In some of these other cases
the forcing resulted in a drag increase, this was likely because the transverse velocity did not have the
correct waveform. The drag reduction found could likely be approximately doubled by increasing the
length of the forced region in the streamwise direction.

The current research did not provide enough detail to definitively identify the underlying aerodynamic
mechanism behind the measured drag reduction. A large decrease in the dissipation term of the turbu-
lence kinetic energy transport equation was found in the viscous sublayer. However, as is the case in
previous works, it is unclear if this decrease in dissipation is the cause of the drag reduction or the other
way around. A small shift in the profile of the ⟨u′u′⟩ component of the Reynolds stress was observed,
again the causality between this observation and the drag reduction is undefined. A large increase in
the ⟨w′w′⟩ was seen, this is a direct effect of the acoustic transverse forcing as the flow is oscillated in
this direction. These results are discussed in Section 4.3.4.
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The measured drag reduction using acoustic forcing could not directly be compared to pre-existing
data from DNS studies and experiments using an oscillating wall. The forcing amplitude created by
the speakers was lower than that of previous work. However, when comparing the measurements at
selected T+ and Reτ the drag reduction does approach that found by DNS and earlier experiments. It
is therefore concluded that acoustic forcing is a valid method to replicate the reduction of friction drag
in a turbulent boundary layer by oscillatory wall motion.



7
Recommendations

This research was the first investigating the potential of acoustic transverse forcing, therefore there is
much more knowledge to be found. As mentioned at the beginning of this document further research
into friction drag reduction in a turbulent boundary layer can result in significant economic and envi-
ronmental improvements. Recommendations for future researchers into this topic are explained in this
chapter, based on the experience and knowledge acquired in the process of creating the current work.

7.1. Experimental setup
The experimental setup used was developed during this research and the results in this document are
from the first experiments. Therefore there is much more knowledge to gain by using the current setup
to its full potential. However, some improvements could be made.

The distance between the speakers is approximately 2.2 times their diameter, therefore the velocity in
the centerline is significantly lower than at the speaker diaphragm. The spacing could not be reduced
in the current research due to the constraints of the test section. Future work with a smaller spacing
between the speaker made possible by a modified test section or using a different wind tunnel could
achieve much higher amplitudes, resulting in a higher drag reduction.

The speakers in the current research were physically separated from the test section to prevent the
vibrations from disturbing the measurements. Holes were cut out of the test section walls to let the
momentum induced by the speaker propagate into the section. The deflectors added resulted in an
acceleration of the freestream velocity, as explained in Section 5.1.1. This impacts the accuracy of the
experiment. Future work should try to prevent this either by using smaller deflectors or using a different
approach for coupling the speakers and the test section. The speakers could be connected to the test
section by a flexible seal or even be mounted to the test section walls.

The conical shape of the speakers result in that the velocity is focussed near the speaker centerline,
as shown in Figure 3.16. Therefore the streamwise area that is forced is small. Future work could
focus on the shape of the actuator, for example a rectangular actuator could be used, with a long
streamwise length with x/δ > 4 and a height in the order of 1δ. This could focus the forcing to the near
wall region, where it is most important, increasing the efficiency and enabling higher amplitudes. The
longer streamwise dimension of the forced area ensures that any transient effects are minimal and the
full drag reduction potential could be reached. The current setup can not achieve the maximum drag
reduction because of the short streamwise forced area. Another approach to focus the velocity to the
desired area could be to use a large diameter speaker and connect this to a converging section. This
section focusses the induced momentum and could also be used to tune the frequency response.

7.2. Experimental procedure
This research has focussed on very low frequencies, which corresponded to the optimal forcing pa-
rameters at low Reτ . The main reason for this was to be able to compare the results to existing data

56



7.3. Underlying mechanism 57

from previous works, such as DNS results which are usually at low Reτ . With the method proven to
be functional future research could focus on higher frequencies and higher Reτ , where speakers are
designed to be operated. This could result in interesting new insights because existing methods, DNS
and experimental, have difficulties operating at higher Reτ . This research has also proven that the
speakers can change the T+ and W+

m independently from Reτ . Using this across a large Reτ range
could give insights in the Reτ − R trend, which is important because practical applications have Reτ
much larger than is possible to test with current methods.

The synchronization of the speakers was done using the a microphone measuring the pressure wave
emitted by the speakers, as explained in Section 3.4.2. This was done using the assumption that the
phase offset between the velocity wave and pressure wave is constant. As seen in Section 4.3.2 the
speakers were not fully out of phase at every measurement, impacting the effectiveness of the forcing.
The limitations of this method were known early on in this research, however they could not be adjusted
due to time constraints. Future work could improve the synchronization by using PIV, HWA or another
method that measures the acoustic velocity directly.

7.3. Underlying mechanism
Using active methods of flow control in practical engineering applications might never be feasible. The
required input power is high and the theoretical power savings low. The aim of this research is there-
fore to develop a tool to study the underlying aerodynamic phenomena that result in the friction drag
reduction. An improved experimental setup, using the recommendations above and any other improve-
ments, could enable future researchers to study the change in the turbulent boundary layer in detail.
This method allows for high resolution PIV of the laminar sublayer as the wall is stationary, high forcing
frequencies can be achieved because of the actuation mechanism and due to the freedom in settings
the sensitivity of each forcing parameter can be studied independently. The insights from this could
enable future researchers to develop passive methods for achieving a similar effect, reducing turbulent
friction drag without active input.
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A
Test Matrix

Table A.1 contains the input settings used during the wind tunnel experiment. The parameters f , PA,
PB and φB are used as inputs to the speaker system. U∞ controls the wind tunnel speed. The PIV
column describes the PIV plane setup used, with p120p a z-normal plane with dimensions 153.5 ×
127.5 mm, p5020 a stereo z-normal plane with dimensions 56.3 × 21.0 mm and wp260 a wall-parallel
plane with dimensions 183.1× 153.2 mm, see Section 3.3.1 for more detail. fPIV , Nim and ∆t are the
input parameters for the PIV system. Reτ , W+

m and T+ are calculated using the characterization data
described in Section 3.4 and an estimated uτ obtained from wind tunnel characterization data [56].

The abbreviations used in the Name column are explained in Table A.2.

Commissioning
Name # Spk f [Hz] AinA AinB U∞ φB PIV fPIV Nim Reτ W+

m T+ uτ ∆t [us]
IT 1 A 50.0 0.30 0.30 5.00 0.000 59
TL 2 A 146.0 0.30 0.30 0.00 0.000

BL

3 - 1.14 p120p 15.00 1000 500 257
4 - 3.27 p120p 15.00 1000 1000 90
5 - 7.53 p120p 15.00 1000 2000 39
6 - 11.78 p120p 15.00 1000 3000 25

SPIV 7 - 0.0 0.00 0.00 5.00 p5020 200 59

Experiments
Name # Spk f [Hz] AinA AinB U∞ φB PIV fPIV Nim Reτ W+

m T+ uτ ∆t [us]

SS

8 AB 20.0 0.25 0.25 0.00
9 AB 30.0 0.35 0.35 0.00
10 AB 50.0 0.50 0.50 0.00
11 AB 65.0 0.50 0.50 0.00
12 AB 100.0 0.35 0.35 0.00
13 AB 146.0 0.30 0.30 0.00

Tp83

14 - 3.83 p5020 15.00 1500 1131 0.16 77
15 AB 20.0 0.25 0.23 3.83 0.039 p5020 14.89 3000 1131 0.80 83 0.16 77
16 - 4.87 p5020 15.00 1500 1377 0.19 60
17 AB 30.0 0.35 0.33 4.87 -0.033 p5020 14.94 3000 1377 1.54 83 0.19 60
18 - 6.53 p5020 15.00 1500 1767 0.25 45
19 AB 50.0 0.50 0.43 6.53 0.035 p5020 14.73 3000 1767 1.06 83 0.25 45
20 - 7.57 p5020 15.00 1500 2010 0.28 39
21 AB 65.0 0.50 0.47 7.57 0.002 p5020 14.83 3000 2010 0.91 83 0.28 39
22 - 9.59 p5020 15.00 1500 2485 0.35 31
23 AB 100.0 0.35 0.32 9.59 0.000 p5020 14.73 3000 2485 0.42 83 0.35 31
24 - 11.77 p5020 15.00 1500 2996 0.42 25
25 AB 146.0 0.30 0.32 11.77 0.008 p5020 14.75 3000 2996 0.30 83 0.42 25
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Experiments
Name # Spk f [Hz] AinA AinB U∞ φB PIV fPIV Nim Reτ W+

m T+ uτ ∆t [us]

Map

26 - 1.14 p5020 15.00 1000 500 0.07 257
27 AB 30.0 0.35 0.33 1.14 -0.033 p5020 14.94 1000 500 4.43 10 0.07 257
28 AB 65.0 0.50 0.47 1.14 0.002 p5020 14.83 1000 500 3.87 5 0.07 257
29 AB 146.0 0.30 0.32 1.14 0.008 p5020 14.75 1000 500 1.89 2 0.07 257
30 - 3.27 p5020 15.00 1000 1000 0.14 90
31 AB 30.0 0.35 0.33 3.27 -0.033 p5020 14.94 1000 1000 1.31 43 0.14 90
32 AB 65.0 0.50 0.47 3.27 0.002 p5020 14.83 1000 1000 1.52 20 0.14 90
33 AB 146.0 0.30 0.32 3.27 0.008 p5020 14.75 1000 1000 1.83 9 0.14 90
34 - 7.53 p5020 15.00 1000 2000 0.28 39
35 AB 30.0 0.35 0.33 7.53 -0.033 p5020 14.94 1000 2000 0.52 178 0.28 39
36 AB 65.0 0.50 0.47 7.53 0.002 p5020 14.83 1000 2000 1.50 82 0.28 39
37 AB 146.0 0.30 0.32 7.53 0.008 p5020 14.75 1000 2000 0.55 37 0.28 39
38 - 11.78 p5020 15.00 1000 3000 0.42 25
39 AB 30.0 0.35 0.33 11.78 -0.033 p5020 14.94 1000 3000 0.70 405 0.42 25
40 AB 65.0 0.50 0.47 11.78 0.002 p5020 14.83 1000 3000 0.61 187 0.42 25
41 AB 146.0 0.30 0.32 11.78 0.008 p5020 14.75 1000 3000 0.30 83 0.42 25

SS

42 AB 29.7 0.35 0.00
43 AB 53.4 0.50 0.00
44 AB 84.0 0.40 0.00
45 AB 121.5 0.35 0.00

Tp100

46 - 5.40 p5020 15.00 1500 1500 0.21 54
47 AB 29.7 0.35 0.32 5.40 0.013 p5020 14.79 3000 1500 100 0.21 54
48 - 7.53 p5020 15.00 1500 2000 0.28 39
49 AB 53.4 0.50 0.50 7.53 0.020 p5020 14.81 3000 2000 100 0.28 39
50 - 9.65 p5020 15.00 1500 2500 0.35 30
51 AB 84.0 0.40 0.41 9.65 0.012 p5020 14.85 3000 2500 100 0.35 30
52 - 11.78 p5020 15.00 1500 3000 0.42 25
53 AB 121.5 0.35 0.42 11.78 0.000 p5020 14.82 3000 3000 100 0.42 25

SS

54 AB 20.0 0.27 0.00
55 AB 30.0 0.20 0.00
56 AB 50.0 0.41 0.00
57 AB 65.0 0.48 0.00

REYN

58 - 4.28 p5020 15.00 1500 1237 0.17 68
59 AB 20.0 0.27 0.26 4.28 0.050 p5020 14.88 3000 1237 0.80 100 0.17 68
60 - 5.43 p5020 15.00 1500 1508 0.21 54
61 AB 30.0 0.20 0.18 5.43 -0.056 p5020 14.95 3000 1508 0.80 100 0.21 54
62 - 7.26 p5020 15.00 1500 1937 0.27 40
63 AB 50.0 0.41 0.36 7.26 0.020 p5020 14.74 3000 1937 0.80 100 0.27 40
64 - 8.39 p5020 15.00 1500 2203 0.31 35
65 AB 65.0 0.48 0.47 8.39 -0.003 p5020 14.83 3000 2203 0.80 100 0.31 35

LFoV

66 - 4.87 p120s 15.00 1000 1377 0.19 120
67 AB 30.0 0.35 0.33 4.87 -0.033 p120s 14.94 2200 1377 1.54 83 0.19 120
68 - 7.57 p120s 15.00 1000 2010 0.28 77
69 AB 65.0 0.50 0.47 7.57 0.002 p120s 14.83 2200 2010 0.91 83 0.28 77

WP

70 - 4.87 wp260 15.00 1000 1377 0.19 240
71 AB 30.0 0.35 0.33 4.87 -0.033 wp260 14.94 2200 1377 1.54 83 0.19 240
72 - 7.57 wp260 15.00 1000 2010 0.28 155
73 AB 65.0 0.50 0.47 7.57 0.002 wp260 14.83 2200 2010 0.91 83 0.28 155

04REP 74 - 3.27 p120p 15.00 1000 1000 0.14 90
BL 75 - 4.87 p120p 15.00 1000 1377 0.19 60

Table A.1: Wind tunnel experiment test matrix
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Name Description
IT Initial test
TL Find thermal limits
BL Boundary layer characterization
SPIV Stereo PIV development
SS Speaker synchronization using microphone
Tp83 Constant period run with T+ = 83
Map Map various values at maximum amplitude
Tp100 Constant period run with T+ = 100
REYN Contant T+ and W+

m run
LFoV Repeat tests with larger FoV
WP Wall parallel measurements

04REP Repeat of measurement 4 due to ∆t error

Table A.2: Abbreviations from test matrix



B
Processing Workflow

This appendix contains extra information about the wind tunnel experiment data processing workflow.
Section B.1 describes the data acquisition processing methods and Section B.2 the PIV methods.

B.1. Data acquisition
The electrical signals to the speakers and PIV equipment were recorded using a NI CompactDAQ data
recorder with the channels described in Table B.1. The signals have been sampled at 51200 Hz and
saved to a .txt file. The DAQ data is compressed and the phase of the speaker input signals is found
as described in the following sections.

B.1.1. Compression
The DAQ files are approximately 400 MB per measurement of 1500 PIV images and take a while to
read during the data processing stage. They are therefore compressed using the method described in
this section.

The full data set is read into memory using a Python script and all Programmable Timing Unit (PTU)
pulses are found using the scipy.signal.find_peaks function, which correspond to the time when the
imageswere taken. Then the other channels were sampled at these locations and this data set, together
with the phase of VA and VB as described in Section B.1.2, was saved to a .csv file. The compressed
files are approximately 126 kB and load much faster into the processing scripts.

An extra pulse was found in each measurement, i.e. for a set of 1500 images there were 1501 PTU
pulses. The temporal spacing of each pulse was equal. To solve the issue a single dataset was
processed twice omitting either the first or last pulse. When the first pulse was omitted a clear correlation
between average w velocity and the VA was found, leading to the conclusion that the first PTU pulse
did not have a corresponding PIV image set.

Name Variable Unit Description
X_Value t s Time since start of recording
TempA TA

◦C Temperature of speaker A
TempB TB

◦C Temperature of speaker B
Mic pmic mV Output of microphone
PTU VPTU V Q-Switch input for laser pulse
V_A VA V Electrical signal to speaker A
V_B VB V Electrical signal to speaker B

Table B.1: NIDAQ channels
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B.1.2. Phase estimation
As the compressed files only save the values at the PTU pulses the time-resolved evolution of the
signals is lost. For most of the channels this is not an issue but the phase in the sine waves of VA and
VB must be known for grouping the PIV vector fields according to phase.

The sine wave of Equation B.1 was fitted to the time series around each PTU pulse. The width of
this fit was chosen to be 16 cycles to get a good accuracy and an initial guess based on the expected
amplitude and frequency was used. The value φ was used as the phase of the signal at the pulse.

Vi = Ai sin(ωt+ φ) (B.1)

B.2. Velocity field processing
B.2.1. Plate location estimation
The speakers and their mounting were physically separated from the wind tunnel test section to mini-
mize the vibrations from the speakers influencing the measurements. However, the acoustic pressure
from the speakers did induce a non-negligible vibration in the anodized aluminium plate. The vibration
was small enough to consider its aerodynamic effect negligible, but the movement must be taken into
account when averaging the PIV vector fields.

The location of the plate can be calculated using the velocity profile. This profile is taken from each
column in x, as the angle of the plate to the image axes is small this vertical approximation can be
used. For each of these profiles a straight line is fitted to the linear region between 0 ≤ y+ ≤ 5 of the
velocity profile, as shown in Figure B.1b. Another line is fitted to the reflected image of the velocity
below the plate. The estimated location of the plate yp is determined by the crossing of these lines.
The calculated yp for each x on an example vector field is shown in Figure B.1a. To these locations
a straight line is fitted, which determines the assumed height and angle of the plate at this particular
instance in time. This calculation is performed on each vector field of a measurement.

A straight fit line to the calculated yp is only suitable if the plate is flat. To test this assumption the
deviation of yp to the fit yfit is plotted in Figure B.2a for the full measurement, number 15 of Table A.1,
with 1500 vector fields. The average deviation for each x is also shown, this reasonably approximates
a straight line and thus the assumption is valid. The probability density of the deviation of yp to yfit
is shown in Figure B.2b and follows a normal distribution. The mean standard deviation for the full
measurement |σ2| = 0.0157 mm.

The deviation of yp compared to its mean location and the deviation of the angle θ are shown in Figure
B.3a, sorted based on the phase φ of the speaker signal VA. This data is from measurement 15 of
Table A.1. There is a strong correlation between the displacement of the plate and the speaker signal,
confirming that the movement is caused by the speaker output. Analysis of the Power Spectral Density
of the plate position from Figure B.3b shows a resonance at 3.1f , corresponding to fplate ≈ 64 Hz.
Analysis of other measurements confirms this resonant frequency of the plate.

B.2.2. Averaging
As the turbulent boundary layer is defined relative to the flat plate, each image must be corrected to the
plate location before averaging. For each column of vectors in x the plate location yp(x) is calculated,
then the column is shifted upwards by subtracting yp(x) as depicted in Figure B.4, resulting in the plate
being located at y = 0. A common grid is defined, with x exactly the same as the original images and
y based on the average plate location with the same spacing as the original axis. The shifted column
is then interpolated onto the common grid. Finally each column is averaged with all the other images
of the measurement set. This method does not take the rotation of the plate into account. However, as
the plate angle is between −0.26◦ < θ < 0.05◦ the effect of skewing instead of rotation is considered
negligible.

The phase averaged data is extracted by dividing 0 ≤ φ < 2π into 20 bins of φbin = 0.1π. This number
was chosen to give good phase resolution while keeping the averages converged, see Section B.2.5
for more details.



B.2. Velocity field processing 66

0 10 20 30 40
x [mm]

2

0
y 

[m
m

]
Calculated yp Plate fit

0 1 2 3
|u| [m/s]

3 2 1 0 1
y [mm]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

|u
| [

m
/s

]

x = 2.26 [mm]
Fit reflected
Fit linear
yp

(a) (b)

Figure B.1: (a) Part of vector field from a random image set with the calculated plate location and fit overlayed. (b)
Visualisation of process calculating plate location at a x-location.

Figure B.2: (a) Deviation of calculated plate location from linear plate fit for full measurement. (b) Probability density function
for deviation of plate location to linear plate fit.

B.2.3. Extracting friction velocity
To calculate the skin friction the friction velocity uτ is needed. This is calculated using

uτ =

√
ν

(
∂u

∂y

)
y=0

(B.2)

where the kinematic viscosity ν is calculated from the atmospheric conditions. The wall-normal gradient
of velocity ∂u

∂y at the wall is calculated by fitting a straight line to the streamwise velocity in the laminar
sublayer, with 0 ≤ y+ < 5. This range is further constrained by setting the height of a half interrogation
window as the lower bound, because the vectors closer to the plate are distorted by the plate itself.
To calculate the upper bound uτ is needed, making this an iterative calculation. A first estimate of uτ

is made using earlier characterization data from the DUBLF, see Section 3.2.1. An estimate of ∂u
∂y is

then extracted from the resulting range, which is then used to calculate a closer estimate of uτ and
thus y+ = 5. This process is repeated until uτ converges. It was found that at most 2 iterations were
needed in all cases. See Figure B.5 for a graphic representation of this process.

B.2.4. Turbulence statistics
To get better insights into the behaviour of the turbulent boundary layer the turbulence statistics were ex-
tracted. The Reynolds stress components ⟨u′

iu
′
j⟩ are calculated using the velocity fluctuations, defined
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Figure B.3: (a) Plate location and angle deviation from the mean over phase of VA. (b) Power spectral density of plate
location, normalized with speaker frequency.

by u′
i = ui − ui, with ui the instantaneous velocity component and ui the average velocity compo-

nent. The average velocity component was calculated using the complete measurement, after which
the fluctuations were calculated for each PIV vector field. After multiplication to get the instantaneous
Reynolds stresses they were averaged for the complete measurement.

The turbulence kinetic energy equation is given by

∂k

∂t
+M = C +D + P +Π− ε (B.3)

With the following components:

With k as the turbulence kinetic energy, xi the direction corresponding to ui, ρ the density, ν the kine-
matic viscosity and p′ the pressure fluctuations. The pressure could not be directly measured and was
estimated using the dynamic pressure and assuming a zero pressure gradient. This gave unusual re-
sults for the pressure transport term and thus it was chosen to omit this term. For each measurement
the rest of the components are calculated, after which they are averaged for the complete set. As the
production and dissipation terms are the largest the main focus is on them.

B.2.5. PIV convergence
The variables of interest are taken from the averaged velocity field, which is calculated from PIV images.
The random nature of turbulent flow forces the number of images required for a representative average
to be high. To find the minimum number of images required and to validate the results a convergence
study was performed.

Figure B.6a shows the convergence of uτ averaged over different number of images Nim. This con-
vergence was calculated by averaging subsets of images taken from a reference measurement with
Reτ = 1151 and no forcing applied. The value of uτ converges to within 0.3% of the full set within 600

M = ⟨uj⟩ ∂k
∂xj

(Mean flow convection)

C = − 1
2

∂⟨u′
iu

′
iu

′
j⟩

∂xj
(Turbulent convection)
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j
(Turbulent diffusion)

P = −⟨u′
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Figure B.4: Schematic depiction of the averaging process of a column of vectors at a single x location. The 2 outer curves
represent the same column in different images.

images. It is therefore considered that the average of 1500 images for the unforced cases and 3000
images for the forced cases is considered accurate.

The number of images in the forced cases is set at 3000 images to allow the set to be divided according
to phase. Averaging over the phase enables the forcing parameters to be extracted and the effects of
the forcing to be studied in more detail. Figure B.6b shows the convergence of the transverse velocity
w for a subset of images corresponding to peak velocity within the phase. It shows that w converges
to within 1% of the final average within 150 images. This enables a set of 3000 images to be divided
into 20 phase bins, giving sufficient detail in the phase averaged profiles.
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C
PIV Results

C.1. Speaker velocity field
The main results and conclusions from the speaker characterization test can be found in Section 3.4.
This section shows all the measured velocity fields in Section C.1.1.

C.1.1. Phase averaged velocity fields
This section shows the phase averaged velocity fields for all the test frequencies used in the character-
ization of the speakers. The phase values used are with reference to the electrical signal to speaker A,
VA, therefore φ = 0 is at the first zero crossing of VA. The amplitude Wm values used for normalising
the velocity fields are found in Figure 3.18a.

Figure C.1 shows the velocity field for f = 20 Hz. This is the only frequency tested below the resonant
frequency fs = 30 Hz of the speakers. The velocity is low as the speakers are not designed to operate at
this frequency. The shape of the velocity field is symmetric around the speaker centerline, indicating that
the synchronization is adequate. The velocity field with f = fs is shown in Figure 3.16 and discussed in
Section 3.4.3, at this frequency the maximum amplitude was achieved. At f = 50 Hz and f = 65 Hz a
similar high amplitude was achieved. The velocity fields are similar and shown in Figures C.2 and C.3,
they are symmetric around the speaker centerline. At f = 100 Hz, shown in Figure C.4, the amplitude
drops, resulting in a smoother velocity field. This indicates that there are fewer fluctuations present.
The velocity field at f = 146 Hz is similar and shown in Figure C.5.
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Figure C.1: Phase averaged velocity field for characterization test with f = 20 Hz.
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Figure C.2: Phase averaged velocity field for characterization test with f = 50 Hz.
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Figure C.3: Phase averaged velocity field for characterization test with f = 65 Hz.
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Figure C.4: Phase averaged velocity field for characterization test with f = 100 Hz.
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Figure C.5: Phase averaged velocity field for characterization test with f = 146 Hz.
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C.2. Boundary layer characterization
The results of the boundary layer characterization is discussed in Section 4.1. This section provides
some additional velocity fields and corresponding streamwise velocity profiles in Section C.2.1 and the
turbulence statistics of the boundary layer are found in Section C.2.2.

C.2.1. Velocity in the boundary layer
The boundary layer was characterized using 5 planar PIV measurements with no forcing applied. The
resulting velocity field of each measurement can be found in Figure C.6. The shape of the boundary
layer is similar between all the measurements, indicating a stable boundary layer. Some development
of the boundary layer can be seen, this is discussed in Section 4.1.3.

The velocity profiles corresponding to each measurement can be found in Figure C.7. The velocity of
these profiles is obtained by averaging the velocity fields of Figure C.6 along the streamwise length of
the p5020 PIV plane. The freestream velocity U∞ is determined by taking the average of the profile
with y > 110 mm. This value for the wall-normal coordinate was chosen to ensure sufficient distance
from the boundary layer thickness δ99 while still having enough data to get an accurate average.

C.2.2. Turbulence statistics
The Reynolds stress tensor components were calculated for each measurement and are shown in
Figures C.8a, C.9a, C.10a, C.11a and C.12a. The components containing the w′ fluctuations are
omitted as these can not be extracted from planar PIV. The stresses are similar throughout the Reτ
range, except for ⟨u′u′⟩ in the near wall region with y+ < 20. This difference could be a result of the
course interrogation window size used in these measurements.

The contributions to the TKE transport equation are shown in Figures C.8b, C.9b, C.10b, C.11b and
C.12b. The pressure transport term is omitted as this requires the pressure fluctuations p′ to be known
and these can not accurately be determined from the acquired data. At lowReτ the turbulent convection
and mean flow convection terms feature significant noise in the wake region. This is likely a result of
the course interrogation window having an effect on the gradient in the wall-normal direction.
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Figure C.7: Velocity profiles at various Reτ of the unforced boundary layer.
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Figure C.8: (a) Reynolds stress tensor components in the wall normal direction for Reτ = 491. (b) Contribution to the time
derivative of the turbulence kinetic energy.
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Figure C.9: (a) Reynolds stress tensor components in the wall normal direction for Reτ = 1036. (b) Contribution to the time
derivative of the turbulence kinetic energy.
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Figure C.10: (a) Reynolds stress tensor components in the wall normal direction for Reτ = 1458. (b) Contribution to the time
derivative of the turbulence kinetic energy.

101 102 103

y +

0

2

4

6

8

10

12

u′
iu
′ i

u′u′

v′v′

u′v′

101 102 103

y +

1.0

0.5

0.0

0.5

1.0

1.5
Co

nt
rib

ut
io

n 
to

 k t
Production
Dissipation
Turb. diffusion

Turb. convection
Mean flow convection

(a) (b)

Figure C.11: (a) Reynolds stress tensor components in the wall normal direction for Reτ = 2055. (b) Contribution to the time
derivative of the turbulence kinetic energy.
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Figure C.12: (a) Reynolds stress tensor components in the wall normal direction for Reτ = 3036. (b) Contribution to the time
derivative of the turbulence kinetic energy.
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C.3. Drag reduction measurements
The results of the drag reduction measurements are discussed in Section 4.2. This section features
additional velocity profiles for all the measurements in Section C.3.1 for the streamwise direction and
Section C.3.2 for the transverse direction. The turbulence statistics and their difference between the
forced and unforced cases are shown in Section C.3.3.

C.3.1. Streamwise velocity profiles
The streamwise velocity profiles for all measurements are shown in this section. Figure C.13 shows
the velocity profiles in the laminar sublayer with the slope used to calculate the friction velocity uτ

for the measurements with T+ ≈ 100. The full streamwise velocity profiles and their evolution over
the phase of the forcing wave can be found in Figures C.16, C.17, C.18, C.19, C.20 and C.21. The
profiles at higherReτ feature a discontinuity in the velocity, this is attributed to the processing of the PIV
data. The near wall region was processed using a small interrogation window for improved accuracy,
while the rest of the domain was processed with a courser window to speed up processing time. The
course window calculates the average velocity in the entire window, and due to the non-linear gradient
in the wall-normal direction this average is slightly higher with a larger window. The calculated forcing
parameters, atmospheric conditions and drag reduction are found in Tables C.1, C.2, C.3, C.4, C.5 and
C.6.

Figure C.14 shows the velocity profiles in the laminar sublayer with the slope used to calculate the
friction velocity uτ for the measurements with T+ ≈ 120. The full streamwise velocity profiles and their
evolution over the phase of the forcing wave can be found in Figures C.22, C.23, C.24 and C.25. The
calculated forcing parameters, atmospheric conditions and drag reduction are found in Tables C.7, C.8,
C.9 and C.10.

Figure C.15 shows the velocity profiles in the laminar sublayer with the slope used to calculate the
friction velocity uτ for the measurements with T+ ≈ 120 and W+

m ≈ 0.70. The full streamwise velocity
profiles and their evolution over the phase of the forcing wave can be found in Figures C.26, C.27, C.28
and C.29. The calculated forcing parameters, atmospheric conditions and drag reduction are found in
Tables C.11, C.12, C.13 and C.14.
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Figure C.13: Detail of the streamwise velocity profiles in the laminar sublayer for the measurements with T+ ≈ 100, with their
drag reduction shown in Figure 4.5. The • indicating the unforced case and ▲ the forced case, the dashed lines indicate the

measured slope used to calculate uτ and the shaded area shows the standard error.
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Figure C.14: Detail of the streamwise velocity profiles in the laminar sublayer for the measurements with T+ ≈ 120, with their
drag reduction shown in Figure 4.6. The • indicating the unforced case and ▲ the forced case, the dashed lines indicate the

measured slope used to calculate uτ and the shaded area shows the standard error.
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Figure C.15: Detail of the streamwise velocity profiles in the laminar sublayer for the measurements with T+ ≈ 120 and
W+

m ≈ 0.7, with their drag reduction shown in Figure 4.7. The • indicating the unforced case and ▲ the forced case, the
dashed lines indicate the measured slope used to calculate uτ and the shaded area shows the standard error.
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N Reτ R Cf T+ W+
m uτ

14 1192 3.3433e− 03 0.174
15 1161 0.0579 3.1497e− 03 95.3 1.18 0.169

N U∞ ν T pa ρ int. win
14 4.26 1.507e− 05 21.10 1020.8 1.2065 12× 12 75%ov
15 4.27 1.507e− 05 21.07 1020.7 1.2065 12× 12 75%ov

Table C.1: Test conditions and results for measurement the measurement pair at Reτ = 1192.
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Figure C.16: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 1192. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.
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Figure C.17: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 1469. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

16 1469 3.1201e− 03 0.214
17 1439 0.0477 2.9713e− 03 97.2 1.40 0.210

N U∞ ν T pa ρ int. win
16 5.42 1.507e− 05 21.07 1020.6 1.2064 12× 12 75%ov
17 5.44 1.507e− 05 21.07 1020.6 1.2064 12× 12 75%ov

Table C.2: Test conditions and results for measurement the measurement pair at Reτ = 1469.
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Figure C.18: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 1847. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

18 1847 2.8888e− 03 0.276
19 1790 0.0602 2.7149e− 03 95.2 1.10 0.268

N U∞ ν T pa ρ int. win
18 7.27 1.508e− 05 21.07 1020.5 1.2063 12× 12 75%ov
19 7.27 1.508e− 05 21.09 1020.5 1.2062 12× 12 75%ov

Table C.3: Test conditions and results for measurement the measurement pair at Reτ = 1847.
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Figure C.19: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2080. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

20 2080 2.8132e− 03 0.317
21 2067 0.0132 2.7762e− 03 100.9 0.87 0.315

N U∞ ν T pa ρ int. win
20 8.44 1.508e− 05 21.11 1020.3 1.2059 8× 8 75%ov
21 8.44 1.508e− 05 21.11 1020.3 1.2059 8× 8 75%ov

Table C.4: Test conditions and results for measurement the measurement pair at Reτ = 2080.
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Figure C.20: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2603. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

22 2603 2.8030e− 03 0.401
23 2597 0.0047 2.7899e− 03 106.2 0.38 0.400

N U∞ ν T pa ρ int. win
22 10.71 1.508e− 05 21.13 1020.3 1.2058 8× 8 75%ov
23 10.72 1.509e− 05 21.17 1020.3 1.2056 8× 8 75%ov

Table C.5: Test conditions and results for measurement the measurement pair at Reτ = 2603.
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Figure C.21: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 3023. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

24 3023 2.6046e− 03 0.474
25 3017 −0.0040 2.6149e− 03 101.3 0.32 0.474

N U∞ ν T pa ρ int. win
24 13.14 1.517e− 05 20.99 1013.9 1.1988 8× 8 75%ov
25 13.11 1.518e− 05 21.14 1013.6 1.1979 8× 8 75%ov

Table C.6: Test conditions and results for measurement the measurement pair at Reτ = 3023.
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Figure C.22: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 1575. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

46 1575 3.0431e− 03 0.235
47 1548 0.0280 2.9580e− 03 117.3 1.26 0.231

N U∞ ν T pa ρ int. win
46 6.02 1.531e− 05 21.72 1009.1 1.1901 12× 12 75%ov
47 6.00 1.530e− 05 21.68 1008.9 1.1901 12× 12 75%ov

Table C.7: Test conditions and results for measurement the measurement pair at Reτ = 1575.
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Figure C.23: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2067. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

48 2067 2.8772e− 03 0.319
49 2033 0.0273 2.7987e− 03 120.5 0.97 0.314

N U∞ ν T pa ρ int. win
48 8.41 1.531e− 05 21.67 1008.7 1.1900 8× 8 75%ov
49 8.39 1.531e− 05 21.68 1008.6 1.1897 8× 8 75%ov

Table C.8: Test conditions and results for measurement the measurement pair at Reτ = 2067.
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Figure C.24: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2565. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

50 2565 2.7729e− 03 0.401
51 2549 0.0098 2.7456e− 03 123.7 0.48 0.399

N U∞ ν T pa ρ int. win
50 10.78 1.532e− 05 21.73 1008.5 1.1894 8× 8 75%ov
51 10.77 1.532e− 05 21.77 1008.4 1.1892 8× 8 75%ov

Table C.9: Test conditions and results for measurement the measurement pair at Reτ = 2565.
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Figure C.25: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2990. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

52 2990 2.6147e− 03 0.474
53 2980 0.0078 2.5943e− 03 119.9 0.33 0.473

N U∞ ν T pa ρ int. win
52 13.12 1.533e− 05 21.82 1008.3 1.1889 8× 8 75%ov
53 13.13 1.533e− 05 21.88 1008.3 1.1886 8× 8 75%ov

Table C.10: Test conditions and results for measurement the measurement pair at Reτ = 2990.
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Figure C.26: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 1282. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

58 1282 3.1968e− 03 0.190
59 1241 0.0683 2.9786e− 03 110.5 1.18 0.184

N U∞ ν T pa ρ int. win
58 4.76 1.533e− 05 21.87 1008.1 1.1885 12× 12 75%ov
59 4.77 1.533e− 05 21.82 1008.0 1.1885 12× 12 75%ov

Table C.11: Test conditions and results for measurement the measurement pair at Reτ = 1282.
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Figure C.27: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 1618. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

60 1618 3.1314e− 03 0.240
61 1590 0.0311 3.0340e− 03 121.7 0.66 0.236

N U∞ ν T pa ρ int. win
60 6.06 1.519e− 05 21.55 1015.5 1.1984 12× 12 75%ov
61 6.05 1.520e− 05 21.58 1015.6 1.1983 12× 12 75%ov

Table C.12: Test conditions and results for measurement the measurement pair at Reτ = 1618.
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Figure C.28: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2009. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

62 2009 2.8835e− 03 0.307
63 1984 0.0251 2.8112e− 03 120.6 0.69 0.303

N U∞ ν T pa ρ int. win
62 8.08 1.520e− 05 21.61 1015.7 1.1983 8× 8 75%ov
63 8.08 1.520e− 05 21.66 1015.7 1.1982 8× 8 75%ov

Table C.13: Test conditions and results for measurement the measurement pair at Reτ = 2009.
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Figure C.29: (a) Streamwise velocity profile of the reference and forced measurement with Reτ = 2268. (b) Streamwise
velocity profiles at various instances of the phase, the reference profile is shown with the dashed line.

N Reτ R Cf T+ W+
m uτ

64 2268 2.8101e− 03 0.350
65 2259 0.0122 2.7759e− 03 122.8 0.76 0.348

N U∞ ν T pa ρ int. win
64 9.33 1.521e− 05 21.73 1015.8 1.1980 8× 8 75%ov
65 9.35 1.521e− 05 21.78 1015.8 1.1979 8× 8 75%ov

Table C.14: Test conditions and results for measurement the measurement pair at Reτ = 2268.
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C.3.2. Transverse velocity profiles
The transverse velocity component w was extracted using the out-of-plane velocity from the Stereo-
scopic PIV measurements. This section shows the w-profiles and the phase averaged w for each
measurement. The profiles corresponding to the drag reduction measurements with T+ ≈ 100, sum-
marised in Figure 4.5, are shown in Figures C.30, C.31, C.32, C.33, C.34 and C.35. Themeasurements
with T+ ≈ 120, summarised in Figure 4.6, are shown in Figures C.36, C.37, C.38 and C.39. Finally
the measurements with T+ ≈ 120 and W+

m ≈ 0.70, summarised in Figure 4.7, are shown in Figures
C.40, C.41, C.42 and C.43. Some profiles show non-zero w velocity in the near wall region, this is be-
cause the streamwise velocity is low in this region, reducing the accuracy of the PIV cross-correlation
algorithm.
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Figure C.30: (a) transverse velocity profiles at various instances of the phase with Reτ = 1192. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 1.18. The voltage signal to the
speakers is also shown.
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Figure C.31: (a) transverse velocity profiles at various instances of the phase with Reτ = 1469. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 1.40. The voltage signal to the
speakers is also shown.
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Figure C.32: (a) transverse velocity profiles at various instances of the phase with Reτ = 1847. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 1.10. The voltage signal to the
speakers is also shown.
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Figure C.33: (a) transverse velocity profiles at various instances of the phase with Reτ = 2080. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.87. The voltage signal to the
speakers is also shown.
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Figure C.34: (a) transverse velocity profiles at various instances of the phase with Reτ = 2603. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.38. The voltage signal to the
speakers is also shown.
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Figure C.35: (a) transverse velocity profiles at various instances of the phase with Reτ = 3023. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.32. The voltage signal to the
speakers is also shown.
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Figure C.36: (a) transverse velocity profiles at various instances of the phase with Reτ = 1575. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 1.26. The voltage signal to the
speakers is also shown.
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Figure C.37: (a) transverse velocity profiles at various instances of the phase with Reτ = 2067. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.97. The voltage signal to the
speakers is also shown.
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Figure C.38: (a) transverse velocity profiles at various instances of the phase with Reτ = 2565. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.48. The voltage signal to the
speakers is also shown.
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Figure C.39: (a) transverse velocity profiles at various instances of the phase with Reτ = 2990. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.33. The voltage signal to the
speakers is also shown.
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Figure C.40: (a) transverse velocity profiles at various instances of the phase with Reτ = 1282. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 1.18. The voltage signal to the
speakers is also shown.

100 101 102

y +

1.0

0.5

0.0

0.5

1.0

w
+

= 0.16
= 0.45

= 0.85
= 1.15

= 1.45
= 1.84

0 2 4 6
1.0

0.5

0.0

0.5

1.0

w
+

w +

VA

VB

0.2

0.1

0.0

0.1

0.2

V i
n [

V]

(a) (b)

Figure C.41: (a) transverse velocity profiles at various instances of the phase with Reτ = 1618. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.66. The voltage signal to the
speakers is also shown.



C.3. Drag reduction measurements 92

100 101 102

y +

1.0

0.5

0.0

0.5

1.0

w
+

= 0.15
= 0.45

= 0.84
= 1.14

= 1.45
= 1.84

0 2 4 6
1.0

0.5

0.0

0.5

1.0

w
+

w +

VA

VB

0.4

0.2

0.0

0.2

0.4

V i
n [

V]

(a) (b)

Figure C.42: (a) transverse velocity profiles at various instances of the phase with Reτ = 2009. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.69. The voltage signal to the
speakers is also shown.
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Figure C.43: (a) transverse velocity profiles at various instances of the phase with Reτ = 2268. (b) The average transverse
velocity over the phase. The dashed line marks the sinusoidal fit used to extract W+

m = 0.76. The voltage signal to the
speakers is also shown.
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C.3.3. Turbulence statistics
The Reynolds stress tensor component profiles and the contributions to the TKE transport equation
are calculated for each measurement and presented in this section. The profiles corresponding to the
drag reduction measurements with T+ ≈ 100, summarised in Figure 4.5, are shown in Figures C.44,
C.45, C.46, C.47, C.48 and C.49. The measurements with T+ ≈ 120, summarised in Figure 4.6, are
shown in Figures C.50, C.51, C.52 and C.53. Finally the measurements with T+ ≈ 120 andW+

m ≈ 0.70,
summarised in Figure 4.7, are shown in Figures C.54, C.55, C.56 and C.57.
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Figure C.44: (a) Reynolds stresses for the measurement with Reτ = 1192, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.45: (a) Reynolds stresses for the measurement with Reτ = 1469, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.46: (a) Reynolds stresses for the measurement with Reτ = 1847, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.47: (a) Reynolds stresses for the measurement with Reτ = 2080, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.48: (a) Reynolds stresses for the measurement with Reτ = 2603, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.49: (a) Reynolds stresses for the measurement with Reτ = 3023, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.50: (a) Reynolds stresses for the measurement with Reτ = 1575, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.51: (a) Reynolds stresses for the measurement with Reτ = 2067, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.

101 102

y +

0

2

4

6

8

u′
iu
′ j

u′u′

v′v′

w′w′

u′v′

101 102

y +

0.2

0.0

0.2

0.4

Co
nt

rib
ut

io
n 

to
 k t

Production
Dissipation

Turb. convection
Turb. diffusion

(a) (b)

Figure C.52: (a) Reynolds stresses for the measurement with Reτ = 2565, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.53: (a) Reynolds stresses for the measurement with Reτ = 2990, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.54: (a) Reynolds stresses for the measurement with Reτ = 1282, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.55: (a) Reynolds stresses for the measurement with Reτ = 1618, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.56: (a) Reynolds stresses for the measurement with Reτ = 2009, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.
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Figure C.57: (a) Reynolds stresses for the measurement with Reτ = 2268, the solid and dashed lines represent the reference
and forced case respectively. (b) Selected contribution to the turbulence kinetic energy budget, the solid and dashed lines

represent the reference and forced case respectively.



D
Speaker Selection

As the main actuator in the test setup the speaker driver selection needed careful consideration. The
selection process was done using the method described in Section 3.1.3. The full list of speakers con-
sidered with their manufacturers and price at time of writing is found in Table D.1. Their T/S parameters
are found in Table D.2.

Figure D.1 shows the calculated capability of each speaker. At low frequencies the maximum velocity
amplitude Wm at the centerline of the test section is limited by the maximum displacement xmax of the
speaker. This is under the assumption that the moving mass Mms is increased to lower the resonant
frequency fs, taking into account that the efficiency η0 also decreases. However, available power is not
an issue at low frequencies. With increasing frequency each speaker has a cross over point where it
start to be limited by the maximum available power Pmax, this is denoted by the second part of the curve.
The selected operating point is marked, as well as the same oscillation parameters at Reτ = 2000 and
Reτ = 3000.

It was found that most of the selected speakers are capable to achieve the required operating conditions.
Therefore the focus was shifted to finding a speaker with the greatest extra margin on its capability.
Figure D.2 shows for each speaker the margin to Pmax, the extra Mms needed to lower the fs to the
selected operating point and the price of the speaker. The B&C 18TBX100 was eventually selected
because of the good balance between price and having a sufficient power margin. The downside of this
speaker is the relatively high fs but this was considered of minor importance, as the high power margin
enables this and future research to explore a larger part of the parameter space given in Equation 2.9.
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Name Manufacturer Price [EUR]
21SW152 B&C Speakers 875 link
21SW115 B&C Speakers 747.78 link
21IPAL B&C Speakers 1382 link
21DS115 B&C Speakers 769 link
18TBX100 B&C Speakers 286 link
15PLB76 B&C Speakers 241 link
15TBX100 B&C Speakers 315 link
HT-18 v3 Stereo Integrity 200 link
RSS460HO-4 Dayton Audio 559 link
DCS385-4 Dayton Audio 200 link
RSS390HF-4 Dayton Audio 390 link
18SW500 SB Audience 240 link
18SW650 SB Audience 290 link
18SW800 SB Audience 300 link
18SW750 SB Audience 325 link
18SW1000D SB Audience 370 link

Table D.1: List of speakers considered in this research, with their manufacturers and price at time of writing.

Figure D.1: Calculated limit of all considered speakers, each speaker can reach any point under their respective curve.
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Name D [mm] Pnom [W ] Pmax [W ] dgap [mm] xmax [mm] Znom [Ω] Re [Ω] Qes

21SW152 533.4 2000 4000 12 15 4 3.3 0.31
21SW115 530 1700 3400 14 14 8 5.4 0.39
21IPAL 547 2500 5000 18 22 1 0.7 0.22
21DS115 530 1700 3400 14 15 4 2.2 0.2
18TBX100 460 1200 2400 12 9 4 3.7 0.33
15PLB76 380 400 800 11 5 8 5 0.26
15TBX100 380 1000 2000 12 9 4 3.7 0.28
HT-18 v3 457 750 1500 0 25 4 4.2 0.69
RSS460HO-4 457 900 1800 0 12.75 4 3.2 0.35
DCS385-4 381 300 600 0 9.3 4 3.3 0.42
RSS390HF-4 305 500 1000 0 14 4 3 0.5
18SW500 457 500 1000 24 9.21 8 5.7 0.53
18SW650 457 650 1300 22 11.18 8 5 0.44
18SW800 457 800 1600 23 11.33 8 5.1 0.48
18SW750 457 750 1500 20 8.82 8 5.1 0.45
18SW1000D 457 1000 2000 25 13.67 8 5.3 0.49

Name Qms Vas [m
3] Sd [m2] η0 Mms [kg] Bl [Tm] Le [mH] fs [Hz]

21SW152 7 0.2 0.168 2.2 0.46 32.5 1.5 32
21SW115 10.9 0.318 0.168 2.2 0.342 30.1 2.1 30
21IPAL 4.9 0.155 0.168 3.2 0.487 19.1 0.5 37
21DS115 11 0.274 0.168 3.4 0.412 28.8 2.4 30
18TBX100 7 0.256 0.121 1.96 0.23 22 1.73 30
15PLB76 5.9 0.164 0.0855 4.5 0.088 22.1 1.3 42
15TBX100 5.73 0.13 0.0855 1.74 0.173 22.13 1.49 34
HT-18 v3 4.11 0.22 0.119 0 0.4341 19.7 4.7 23.1
RSS460HO-4 4.05 0.272 0.1164 0 0.499 23.4 2.24 18.8
DCS385-4 5.27 0.311 0.08501 0 0.273 15.4 2.2 17.5
RSS390HF-4 3.02 0.212 0.08296 0 0.306 15 0.92 19.5
18SW500 19.04 0.3348 0.12692 1.6 0.1952 19.8 1.64 30
18SW650 8.32 0.3043 0.12441 2 0.1897 20.6 1.4 31
18SW800 9.09 0.2581 0.12566 1.86 0.2006 21 1.25 33
18SW750 10.5 0.2069 0.12566 2.03 0.2124 23.3 1.59 36
18SW1000D 10.13 0.1643 0.12566 1.44 0.276 25.8 1.64 35

Table D.2: Thiele/Small Parameters for the speakers listed in Table D.1.
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Figure D.2: Capability comparison between all speakers, sorted on the margin in available speaker power Ps at the selected
operating point.
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