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Preface
Commercial interest for millimeter­wave wireless communication has increased significantly over

the past years due to the appearance of large volume applications such as automotive radar and tele­
com applications, i.e. as 5G systems operating in the FR2 band, ISM applications in the 60 GHz
E­band, and beyond 100 GHz in the W­band and D­band. Developments in this frequency range are
enabled by the continuous improvements in silicon­based technologies over the past decades and are
driven by frequency congestion in low­GHz bands. To support development for these applications there
is a demand for new millimeter­wave test equipment, de­embedding/calibration methods and device
characterization approaches. Three topics related to challenges in millimeter­wave on­wafer charac­
terization are addressed in this work.

A novel characterizationmethod is developed for in­band linearity estimation that overcomes the lim­
itation of harmonically generated spectral content by the frequency extension modules in the millimeter­
wave active load­pull setups. The method is able to estimate trends in the EVM across input drive level,
frequency and loading condition from vector gain measurements of the active device. On­wafer mea­
surements were performed to benchmark the method against true EVM measurements in two sub­30
GHz bands. A proof of concept demonstration at 165 GHz showed the ability of the method to estimate
trends for in­band linearity across drive level and loading condition at millimeter­wave.

A new parametrized 16­term error model and calibration algorithm was developed to overcome
probe­to­probe cross­coupling effects duringmillimeter­wave on­wafer characterizations. Conventional
16­term calibrations are not practical as these are only effective if the probe­to­probe spacing is not
changed after calibration. This new approach allows for interpolation of the error terms for devices
under test that have a pad spacing not included in the set of calibration standards. This makes the
method powerful and practical as it would only require one set of calibration structures for large­scale
on­wafer measurements of devices with a different pad spacing.

Finally, a preliminary investigation was performed into active device behaviour when operating close
to the maximum oscillation frequency of the technology. This investigation is conducted using on­wafer
millimeter­wave large signal measurements on a 22­nm CMOS FD­SOI technology. A new experimen­
tal method is proposed that could show different operating behaviours when moving towards the max­
imum oscillation frequency. This approach uses large­signal (load­pull) measurements of the device
across power and supply voltage. Under the hypothesis that a slew rate like operation is obtained when
the maximum oscillation frequency is approached, this characterization may show the transition point
in frequency for the onset of such device limiting behaviour.

This thesis was performed in the Electronic Circuits and Architectures (ELCA) group at the Fac­
ulty of Electrical Engineering, Mathematics & Computer Science (EEMCS) of the Delft University of
Technology (TU Delft) in the Netherlands. The committee for this thesis consists of dr. Marco Spirito
(responsible associate professor), dr. Masoud Babaie (assistant professor) and Carmine De Martino
(PhD. candidate) from the ELCA group, and dr. Daniele Cavallo (assistant professor) from the Tera­
hertz Sensing group.
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1
Introduction

1.1. Motivation
Commercial interest for millimeter­wave wireless communication has increased significantly over

the past years, due to the appearance of large volume applications such as automotive radar and tele­
com applications (i.e. 5G systems operating in the FR2 band, 60 GHz ISM applications and back­haul
in E­band). Millimeter­wave (mmWave) systems operate with Radio Frequency (RF) signals having
a wavelength from ten to one millimeter, 30 GHz to 300 GHz. Developments in this frequency range
are enabled by the continuous improvements in silicon­based technologies over the past decades and
are driven by frequency congestion in low­GHz bands. Two bands currently under consideration for
future millimeter­wave communication (i.e. 6G) are W­band and D­band [1] with available frequency
slots assigned from 90 GHz to 180 GHz, see fig. 1.1b, where the low atmospheric adsorption windows
allow for medium to long distance communication [2]. The increase in available bandwidth, and high
frequency reuse capability due to atmospheric attenuation makes millimeter­wave particularly suited
for dense urban environments using small­cells fig. 1.1a.

70/80GHz and
beyond 100GHz

Multiband 70/80GHz,
15/18/23GHz and
beyond 100GHz

Multiband 15/18/23GHz
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(a) Micro­wave (macro­cell) and millimeter­wave (small­cell) back­haul
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Figure 1.1: Figures from the 2017 Ericsson Technology review [1, p. 25­36] showing opportunity for millimeter­wave systems in
back­haul networks, and the spectrum allocation and atmospheric attenuation beyond 100 GHz

To exploit the available frequencies and maximize the system throughput, modern communication
standards use non­constant envelope modulation schemes and thus require linear operation of the
power amplifier (PA) present in the transmitter chain. The trade­off between linearity and power effi­
ciency becomes paramount for millimeter­wave, and proper transistors models, compact or behavioural
[3], [4], are required to accurately predict all the non­linear contributions in order to properly tackle this
trade­off early in the design cycle. Reducing the number of design iterations of millimeter­wave PAs
therefore requires accurate characterization of active devices and validation of these transistor models
employed in the circuit design.
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2 1. Introduction

To support development for these applications there is a demand for newmillimeter­wave test equip­
ment, de­embedding/calibration methods and device characterization approaches. State­of­the­art on­
wafer calibration/de­embedding techniques [5] and millimeter­wave active load­pull setups [6] allow for
characterization of active devices at the targeted millimeter­wave frequencies. In this thesis new meth­
ods are explored for linearity estimation, calibration and behaviour characterization for active devices
that are compatible with millimeter­wave active load­pull setups.

1.2. Research themes and objectives
This thesis was performed in the ELCA group at the Faculty of Electrical Engineering, Mathematics

& Computer Science (EEMCS) of the Delft University of Technology (TU Delft) in the Netherlands. The
work was done in collaboration with themeasurement and characterization specialists of Anteverta­MW
and Vertigo Technologies, both spin­offs of the ELCA group. The themes addressed in this research
include:

• Millimeter­wave active load­pull characterization with a focus on using the state­of­the­art
systems for linearity characterization of active devices. Active load­pull characterization allows
to overcome the limitations in measurement speed and tuning capability of passive load­pull sys­
tems. Both mixed­signal active load­pull systems [7] andmillimeter­wave active load­pull systems
[6] are used in this thesis.

• Millimeter­wave/sub­Terahertz calibration techniques including on­wafer calibration and de­
embedding kits [5], EM­based calibration [8] and 16­term cross­coupling correcting calibrations
[9]–[11].

• Device limiting effects when operating active devices at frequencies close to their 𝑓𝑇/𝑓𝑚𝑎𝑥, fo­
cussing on novel measurement approaches utilizing millimeter­wave active load­pull characteri­
zation and on­wafer calibration/de­embedding to show physical limitations for high speed devices.

The objectives for this thesis include:

• Develop a technique for millimeter­wave linearity prediction and evaluation that utilizes the
capabilities of state­of­the­art active load­pull setups.

• Develop a probe­spacing­parametrized calibration algorithm that can correct for probe­to­
probe cross coupling in millimeter­wave and sub­Terahertz on­wafer measurements.

• Investigate characterization methods that can show device limiting effects of active devices
that are operated at frequencies close to the 𝑓𝑇/𝑓𝑚𝑎𝑥of the technology.

1.3. Report structure
The remainder of this report is structured into six chapters. Chapter 2 provides a brief overview of

the state­of­the­art in millimeter­wave architectures and PAs, it discusses the active load­pull test sys­
tems and calibration/de­embedding techniques that were used in this work, and provides an overview
of the test characterization dies that have been made prior to this work. Chapter 3 presents a novel
characterization method developed for in­band linearity estimation that overcomes the limitation of har­
monically generated spectral content by the frequency extension modules in the millimeter­wave active
load­pull setups. Chapter 4 presents the development and validation of a novel 16­error term calibration
algorithm that may be used in a parametrized fashion to correct for probe spacing dependent cross­
coupling in on­wafer measurements. Chapter 5 presents preliminary investigations that have been
performed into a characterization method that could show device limiting effects when operating active
devices at frequencies close to the 𝑓𝑇/𝑓𝑚𝑎𝑥of the technology. This report concludes with a summary of
the conclusions and recommendations in chapter 6.



2
State­of­the­art in

millimeter­wave characterization
This chapter provides background material on millimeter­wave architectures and PAs. It will high­

light what techniques are currently being researched to support development for millimeter­wave ap­
plications, with a focus on active load­pull characterization. State­of­the­art calibration/de­embedding
techniques are briefly discussed to provide the necessary context for the work presented in chapter 3
and chapter 5. A more extensive review of 16­error term calibration algorithms is presented in chap­
ter 3. This background chapter will conclude with a short summary of the testing and characterization
dies that were developed in the ELCA group specifically for technology characterization.

2.1. Architectures and power amplifiers beyond 100 GHz
Millimeter­wave communication beyond 100 GHz is a novel field of research where currently archi­

tectures are proposed, developed and tested on small­scale with link distances from centimetres up
to several meters. Two distinct directions can be identified in the transceiver architectures in terms
of the used technology and modulation approach. In the first category, several publications show the
use of low cost CMOS technologies for on­off­keying (OOK) or amplitude­shift­keying (ASK) based
communication link [12]–[15]. This results into a simple transceiver architecture as shown in fig. 2.1a
consisting on the transmitter side of a frequency multiplied Local Oscillator (LO), a switching circuit for
the modulation, a PA and a transmitting antenna, and on the receiving side of an antenna low noise

PALO LNA

envelope
detector

(a) OOK/ASK based millimeter­wave communication architecture

PALO LOLNA

(b) Direct conversion based millimeter­wave communication architecture

Figure 2.1: Two commonmillimeter­transceiver architectures in publications: the OOK based architecture a the direct­conversion
based architecture

3



4 2. State­of­the­art in millimeter­wave characterization

amplifier (LNA) and an envelope/power detector for the demodulation. Using this simple and low cost
architecture data rates of 10 Gbps over a distance of 3 meters may be achieved [13]1 which would suit
indoor applications. In the second category, several publications use a direct­conversion architecture
in higher speed and higher cost Gallium Arsenide (GaAs) and Indium Phosphide (InP) technologies
[16]–[18]. Here the same building blocks apply but with the modulators and demodulators replaced by
an IQ­mixer allowing for quadrature amplitude modulation (QAM) schemes with rates up to 48 Gbit/s
[18]2 over 40 cm distance.

In both cases more (directed) power is required to increase the range of the link. Possible ways
of doing so include increasing the transmitter power and/or applying beam forming/lensing techniques
using antenna arrays, the latter being well suited for millimeter­wave as the small wavelength results
into physically small antennas [19]. In this work a focus is put on the active devices required for the
PA in the millimeter­wave system. Because these devices now operate at a fraction of their maximum
oscillation frequency 𝑓𝑚𝑎𝑥 the achievable gain at these frequencies is low, therefore several stages are
required to boost the signal power level, further decreasing the power efficiency of the amplifier.

An extensive PA performance survey has been performed by H. Wang et. al. [20] from peer­
reviewed publications such as those from IEEE ISSCC, JSSC and RFIC. Figure 2.2 shows one of the
results from this survey, showing the saturated PA output power 𝑃𝑠𝑎𝑡 across frequency for different
transistor technologies.
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Trend_LDMOS

Trend_InP

Figure 2.2: PA saturated output for different technologies across frequency. Trends are drawn for publications with 𝑃𝐴𝐸 ≥ 30%
up to the frequency for which this 𝑃𝐴𝐸 is still obtained, (adapted from [20])

Also in fig. 2.2 trends are drawn for each technologies based on the publications that achieve a
30% 𝑃𝐴𝐸 or higher. From these trends it can be seen that their exist significant differences in achiev­
able saturated output power among the different technologies. The III­V technologies3, Gallium Nitride
(GaN), GaAs and InP, offer significant advantages in terms of performance. These compound semi­
conductors are composed of one element from group III with three valence electrons (B, Al, Ga, In or
Ti) and one element from group V with five valence electrons (N, P, As, Si, Bi). GaN has the advantage
of a higher breakdown voltage than Silicon (Si), allowing it to withstand a larger voltage and therefore
may sustain larger voltage swings to achieve higher power levels [21], [22]. GaAs and InP offer higher
electron mobilities [23, tab. IV] than Si which offers an advantage for high frequency operation. These
differences may be recognized in the trends of fig. 2.2, where GaN offers the highest output powers up
to 60 GHz, followed by GaAs and InP.

1The operating bandwidth in [13] is 18 GHz centred at 130 GHz and uses an oscillator without frequency multiplication
2The operating bandwidth in [18] is 10 GHz centred at 120 GHz and uses 64­QAM
3Pronounced ”three­five”



2.2. Active load­pull characterization 5

The trends seen in the saturated output power in fig. 2.2 follow the Johnson’s figure of merit [24]
which states that the ultimate performance limits of a transistor are set by the product of the charge
carrier saturation velocity4 and the electric breakdown field strength (see [23, tab. IV] for tabulated
values of the technologies). Semiconductor materials with a higher Johnson’s figure of merit are able
to withstand higher voltages and reach higher speeds which therefore makes them more suitable to
create high power at high frequencies. When operating closer to the 𝑓𝑇 or 𝑓𝑚𝑎𝑥 of the device the achiev­
able power gain 𝐺𝑃 of the device decreases. The decreasing output power and power gain result into
low efficiency PAs solutions. As shown by the trend lines in fig. 2.2, none of the technologies is able
to maintain a 𝑃𝐴𝐸 higher than 30% beyond 100 GHz. These efficiency numbers reduce even further
when these PAs are to be operated in power back­off to achieve the required linearity for a particu­
lar modulation scheme. Therefore, it becomes increasingly important to be able to predict linearity
performance of active devices in early stages of the design cycle.

2.2. Active load­pull characterization
Load­pull characterization is a measurement technique for large signal device characterization and

device model validation [26, chp. 13]. During a load­pull characterization the loading conditions of
the Device Under Test (DUT) are varied while a large signal response of the device is measured. In
traditional passive load­pull a mechanical impedance tuner is used to set the loading condition on the
DUT fig. 2.3a. This can be done at the input (source pull) and/or the output (load­pull) of the device.
To measure the loading condition applied to the DUT bi­directional couplers are used to measure the
incident and reflected waves to the two­ports of the device. Passive load­pull has two main disadvan­
tages [27, p. 78]: 1) mechanical impedance tuners are slow therefore requiring a lot of measurement
time for a large sweep and 2) can only achieve limited range of reflection coefficients because of the
losses between the reference plane and the impedance tuner, i.e. the probes, cables and couplers.

The two problems with passive load­pull can be circumvented by an active system that can over­
come the losses in the network. By injecting an 𝑎2 wave into the output of the device with controlled
a phase and amplitude, set by the ratio Γ𝐿 = 𝑎2/𝑏2, any loading condition may be generated. How­
ever, to successfully do so a phase coherence should be maintained between the 𝑏2 and 𝑎2 wave [27,
p. 78­79]. This phase coherence can be maintained by a closed loop fig. 2.3b or open loop system
fig. 2.3c. In a closed loop­system, the 𝑏2 wave is sampled by a coupler and fed into a phase and am­
plitude controlled feedback loop that injects the 𝑎𝑖𝑛𝑗 wave back into the DUT. The resulting 𝑎2/𝑏2 ratio

DUT

tuner

(a) Traditional passive load­pull (impedance tuner)

DUT

coupler

phase
control

amplitude
control

(b) Closed­loop active load­pull

DUT

phase
control

amplitude
control

power
divider

RF
synthesizer

(c) Open­loop active load­pull

Figure 2.3: Schematic representation of load tuning techniques [27, p. 79]

4Note that for high field strengths the saturation velocity is non­linearly dependent on the electric field, i.e. therefore not governed
by the electron mobility. Different energy band structures of the materials dictate the actual saturation velocity for different
materials [25, p. 171]. This is why GaAs and InP may have a higher (low­field strength) electron mobility but a lower saturation
velocity than GaN (see tabulated values in [23, tab. IV]).
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can be measured by an bi­directional coupler attached to the receivers of a vector network analyser
(VNA). An outer feedback loop can then tune the phase shift and amplitude of the loop to achieve the
desired loading condition. Alternatively, the phase coherence may be achieved in an open­loop system
by using the same reference signal for the input 𝑎1 wave and the injected 𝑏2 wave.

The state­of­the­art active load­pull setups used in this thesis use open­loop systems. A VNA based
open­loop active load­pull system is shown in Figure 2.4a. In this test setup IQ­mixers are used for the
amplitude and phase control of the injected waves similar to IQ­modulation. The IQ­mixer at the input
is used to set the input drive level of the DUT. The voltages on the I and Q inputs are set by analog
waveform generators and the incident and reflected waves to the DUT are measured using external
couplers and the receivers of the VNA. Power amplifiers are added after the IQ­mixers to overcome
the losses of the cables, probes and couplers. Attenuators may be added in front of the IQ­mixers and
amplifiers to ensure correct drive levels and maximizing the dynamic range of the setup. This setup
may be regarded as a fundamental frequency VNA based active load­pull setup as it operates in the
fundamental frequency range supported by the VNA. Current state­of­the­art VNAs support frequencies
up to 67 GHz5, beyond this range frequency extension modules may be used.

This setup is not necessarily restricted to using a VNA for the RF synthesis and measurement.
Inside the VNA, depending on the architecture used, the received a&b­waves may be down­converted
before their power is measured. In fact, the architecture inside the VNA, i.e. the mixers for up/down­
conversion can bemade external, and the signal generation and sampling replaced by Digital­to­Analog
converters (DACs) and Analog­to­Digital converters (ADCs). With now full control over the generated
and sampled baseband signals, a mixed­signal active load­pull can be performed, first demonstrated
by M. Marchetti et. al. [28] and commercialized by Anteverta MW. Mixed­signal active load­pull allows
for characterization under realistic modulated signals. When additional loops are added to the system
also a harmonic load­pull may be performed where the loading conditions of the harmonics are also
controlled. For further information into the operation of mixed­signal active load­pull systems the reader
is invited to read [27]–[30].

V
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1
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2

a
2

V
I2

V
Q2

RF
a1

RF
a2

IQ unit 1 IQ unit 2

(a) VNA based active load­pull (b) VNA frequency extender based millimeter­wave active load­
pull (from [6])

Figure 2.4: VNA frequency extender based millimeter­wave active load­pull

The frequency range of the VNA active load­pull setup may be extended by commercially available
frequency extension modules. This concept was first demonstrated by C. De Martino et. al. [6] and
commercialized by Vertigo technologies. The extension modules contain ×𝑁 frequency multipliers in
the RF up­conversion paths and a&b­wave down­conversion paths to synthesize the frequencies at the
millimeter­wave band of interest. A schematic overview of such a setup is shown in fig. 2.4b. Depending
on the multiplication factor of the extension modules the Intermediate Frequency (IF) source signal of
the VNA may now lie significantly lower, i.e. between 10 ­ 20 GHz, thereby also lowering the required
frequency range of the IQ­mixer and amplifiers. A second LO signal is generated from the VNA to drive

5approximately the cut­off frequency of 1.85 mm coaxial cables
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the down­converters for the incident and scattered waves. For further information into the operation of
millimeter­wave active load­pull systems the reader is invited to read [6], [27].

2.3. Calibration / De­embedding techniques
During characterization of a DUT it is important to quantify and remove the effects of the systematic

errors (cable losses, mismatch, directivity, etc.) during the measurement. Doing so requires setting the
measurement reference planes to a user defined location at which the behaviour is to be characterized,
for example at the connectorized interface of the DUT or at the probe tips for an on­wafer measurement.
Using calibration, the systematic errors that are present in the measurement setup are mapped to an
error model. Once the parameters of the error model are known, they can be used to correct for the
systematic errors in the measurement.

Two error models typically employed for calibration are the 12­terms error model and the 8­terms
error model. The models represent the systematic errors as flow graphs that show mismatch, losses,
leakage and coupling. Figure 2.5 show these flow graphs of the two models, with the 𝑒𝑥𝑦 terms being
the error terms of themodel. Apart from the two cross­terms in the 12­term error model6, the twomodels
describe exactly the same system and can be interchanged when modern VNAs are used [31][27].

(a) 12­term error model (b) 8­term error model

Figure 2.5: The two typically used error models for VNA calibration 12­term and 8­term (from [31])

Calibration is the process of measuring known standards in order to determine the error terms in the
error model. Different standards may be used to determine the error terms. For two­port measurements
the calibration procedure is often named after the standards used [27, p. 18]:

• Short­Open­Load­Thru (SOLT)

• Reciprocal­Short­Open­Load (RSOL) [32]

• Line­Reflect­Match (LRM) [33]

• Thru­Line­Reflect (TRL) [34]

The calibration standards should be defined at the location where the reference planes are to be
defined. For example if the reference plane is a the ends of a coaxial cable, coaxial standards should
be used that are defined at their coaxial port. Similarly, if the reference plan is at the probe pads of
a chip, probe tip calibration standards should be used. However, when it is not possible to physically
create the standards at the desired reference planes a de­embedding step should be performed. By
de­embedding, additional structures are measured after calibration, i.e. just the on­wafer interconnect
structure from the pads to the DUT, which are then later used to remove the effects.
6without the two cross terms the model is referred to as the 10­error term model
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When it is possible to create the calibration standards at the desired reference plane positions the
de­embedding step can be combined with the calibration step. For on­wafer device characterization,
the reference planes should be physically as close as possible to the intrinsic device. An calibration
/ de­embedding technique developed by L. Galatro [5] allows for calibration at the first metallization
layer, moving the reference planes as close as possible to the intrinsic device. The capacitively loaded
inverted co­planar waveguide (CPW) de­embedding technique has a high cut­off frequency allowing for
characterization of the behaviour of the intrinsic device up to 300 GHz. Figure 2.6 shows the on­wafer
calibration kit and the location of the reference planes7. This technique is used on all the testing and
characterization dies used during this thesis (described in section 2.4).

(a) Micrograph of the de­embedding kit on the Infineon B11HFC
characterization die

(b) Micrograph (top) and detailed view (bottom) of device layout
for the transistor

Figure 2.6: The capacitively loaded inverted CPW de­embedding technique allows for device characterization as close as pos­
sible to the intrinsic device (from [5])

2.3.1. Generalized calibration procedure for active load­pull characterization
Several calibration steps are required in order to perform an on­wafer active load­pull measurement

for active device characterization. The exact steps may differ between the test­setups, but four general
steps may be considered [35]–[37]:

• First tier calibration
A first tier two­port calibration, i.e. SOLT, TRL, LRM, is performed at the last connectorized
interface, i.e. coaxial or waveguide. This determines the error terms of the error model up until
the probes and allows relating the measured a&b power waves an absolute power measured by
the power meter in the next step.

• Power calibration
During the power calibration step, the power measured at the coaxial or waveguide reference
plane is related to the measured a&b power waves at the receivers/digitizers. For large signal
measurements it is important to include this absolute power reference to know the values of
quantities such as 𝑃𝑖𝑛 and 𝑃𝑜𝑢𝑡.

• Power levelling
During the power levelling step, the magnitude of the I and Q signals send to the mixers are varied
to map their values to the output power level. This allows for accurate power control during the
active load­pull measurement, i.e. to set the correct drive level, or the magnitude of the loading
condition |Γ𝐿|

• Second tier calibration
Finally, a second tier calibration is performed on­wafer, using an on­wafer calibration kit. This
calibration corrects for the probes and the on­wafer structures. The power calibration and levelling
information may be propagated through the new error model to achieve power measurement and
control at the new on­wafer reference planes.

7In this work the second de­embedding step that de­embeds the input and output fixtures is not performed.
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2.4. Devices under test
Four technologies were available for on­wafer characterization during this project, two Comple­

mentary MOS (CMOS) technologies, a 22nm fully depleted silicon on insulator (FD­SOI) by Global
Foundries [38] and a 28nm CMOS­Bulk by TSMC, and two heterojunction bipolar transistor (HBT)
technologies, a 130nm Silicon Germanium (SiGe) by IHP [39] and a 130nm SiGe by Infineon [40].
Specialized characterization dies were developed previously by the works of L. Galatro, C. De Mar­
tino and S. Malotaux. These dies are shown in fig. 2.7. On each die there are one or multiple DUTs
in common­source or common­emitter configuration. The Global Foundries and TSMC dies have on­
wafer SOLT and TRL CPW calibration kits. The IHP and Infineon dies only have on­wafer TRL CPW
calibration kits available.

(a) Global Foundries 22nm CMOS FD­SOI (b) TSMC 28nm CMOS Bulk

(c) IHP 130nm SiGe HBT (d) Infineon 130nm SiGe HBT

Figure 2.7: Micro­graphs of the characterization dies that were available for this project.

This report shows primarily the results obtained with the 22nmGlobal Foundries dies, in particular on
the super low voltage threshold NMOS2 (slvt) transistors. This transistor was of preference as some
characterization on this transistor was performed in previous work and it has the lowest saturated
output power of the available DUTs. In addition, the inclusion of the SOLT calibration kit allows for
characterization from low frequencies. An overview of the parameters of the four characterization dies
is shown in table 2.1.

Table 2.1: Overview of parameters of the four characterization dies

Technology 22 nm 28 nm 130 nm 130 nm
Si CMOS­SOI Si CMOS­Bulk SiGe HBT SiGe HBT

SG13G2 B11HFC
Foundry Global Foundries TSMC IHP Infineon
𝑓𝑇/𝑓𝑚𝑎𝑥 347 / 371 GHz 300 / 500 GHz 250 / 370 GHz
𝑉𝑏𝑒 or 𝑉𝑔𝑠 max 0.8 V 0.8 V 0.95 V 0.95 V
𝑉𝑐𝑒 or 𝑉𝑑𝑠 max 0.8 V 0.8 V 1.8 V 1.6 V
Probe­pitch 100 𝜇𝑚 100 𝜇𝑚 125 𝜇𝑚 100 𝜇𝑚
On­wafer kit M1­SOLT, M1­TRL, M1­SOLT, M1­TRL M1­TRL M1­TRL

TM­TRL

Literature [38] [41] [39] [5], [40]





3
Vector gain based EVM estimation

In this chapter a novel characterization method is presented for in­band linearity estimation that
overcomes the limitation of harmonically generated spectral content by the frequency extension mod­
ules used in the millimeter­wave active load­pull setups described in section 2.2. The state­of­the­art
millimeter­wave active load­pull setups use commercially available VNA frequency extension modules
[6] to generate frequencies above 75 GHz. These extension modules operate using non­linear ×𝑁
frequency multipliers in the RF up­conversion path as shown in fig. 3.1. This non­linear element in
the path makes conventional non­linear characterization methods such as the two­tone test challeng­
ing. This problem is illustrated in fig. 3.2, when two­tones are applied to the input of the module with
a ×8 multiplier, the actual excitation of the DUT will contain intermodulation products created by the
non­linear multiplier, including problematic in­band intermodulation products.

Figure 3.1: Millimeter­wave active load­pull setups use VNA frequency extension modules that have non­linear
frequency multipliers in the RF up­conversion path making linearity characterizations such as the two­tone test
challenging.

Different frequency extension modules exist such as the VDI dual­source frequency extension
module for inter modulation distortion (IMD) measurements [42]. This module combines two RF up­
conversion paths with individual frequency multipliers and therefore do not create the problematic IMD
products. These dual­source modules however are much more expensive and less readily available.
The linearity metrics that can be extracted by current millimeter­wave active load­pull systems are
therefore limited to single tone linearity measurements such as amplitude to amplitude (AM­AM) and
amplitude to phase (AM­PM) responses. This limits the characterization capabilities for modulated sig­
nal linearity in the early stages of the millimeter­wave design process. Since millimeter­wave systems
are being intensively investigated for large bandwidth data transmission it is paramount to benchmark

11
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Figure 3.2: Example of in­band intermodulation products created by a 8th order VNA frequency extension module when a two­
tone signal is applied.

the transistor model prediction for thesemetrics. Therefore, improved techniques to allow the extraction
of the in­band linearity at device level need to be developed.

The paper by Vanaverbeke et. al. [43] describes how component level AM­AM and AM­PM be­
haviour can be extracted during a traditional passive or active load­pull characterization from the power
waves (or a&b­waves). The AM­AM and AM­PM behaviour is captured in the ratio of the (down­
converted) 𝑏2 and 𝑎1 waves also called the vector gain1 of the DUT [37]. The vector gain can be
extracted without requiring precise knowledge of the source­impedance as the AM­AM and AM­PM
effects of the source mismatch can later be added in post­processing. Using this approach millimeter­
wave active load­pull may become a powerful characterization technique also for linearity evaluation,
as first order component level linearity behaviour can be characterized at different bias conditions, drive
levels, frequencies and loading conditions.

The obtained AM­AM and AM­PM responses from the active load­pull measurements may be eval­
uated for modulate signals in the envelope domain as is done during Circuit Envelope Simulations
in Keysight’s Advanced Design System (ADS) [44] or during X­parameter based characterization and
modelling [45]. In envelope domain based simulations, the modulation envelope is represented in the
time­domain as a carrier modulated by an envelope: 𝐴(𝑡) ⋅ 𝑒𝑗𝜙(𝑡). The envelope of the signal over time
can then be used to apply a magnitude and phase transfer according to the AM­AM and AM­PM curves
at the carrier frequency. During this process also the contents at the harmonics may be considered as
is done in the X­parameter behavioural modelling approach [45]. Envelope domain based analysis may
also be performed on the single tone AM­AM and AM­PM responses extracted from millimeter­wave
active load­pull characterization systems, however such analysis effectively assumes a narrow­band
response of the device and therefore does not fully utilize the ability of the setup to characterize across
a large frequency band of operation. Similarly, harmonic characterization is difficult to perform because
the millimeter­wave setups use wave­guide transmission lines with one octave wide bandwidths (i.e.
WR­5.1 140 ­ 220 GHz or WR­3.4 220 ­ 330 GHz) and therefore harmonics cannot be observed during
the active load­pull measurement. In this chapter a novel frequency domain based characterization
method is described that fully utilizes the capabilities of state­of­the­art millimeter­wave active load­pull
systems and can be used to evaluate in­band linearity metrics such as Error Vector Magnitude (EVM).

3.1. Goal & Research question & Structure
The main goal of the work described in this chapter is to develop and validate a method that can

extract linearity metrics for modulated signals within the current capabilities of millimeter­wave active
load­pull systems. To do so an approach is to be formulated that uses frequency domain behaviour
characterized within the desired bandwidth of operation. The method should be validated for on­wafer
measurements and should be applicable for use in on­wafer measurements using active load­pull sys­
tems operating beyond 75 GHz. The research question associated to this chapter is formulated as
followed:

How can linearity metrics for modulated signals be extracted within the current capabilities of
millimeter­wave active load­pull systems operating beyond 75 GHz?

1In the paper by Vanaverbeke et. al. [43] the vector gain is called the complex­power gain �̂�𝑝 and the transducer vector gain is
called the complex transducer gain �̂�𝑇
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In section 3.2 the vector gain based approach to estimate EVM for a modulated signal is described
and an overview of the steps that need to be performed in during active load­pull characterization
and post­processing of the data is described. In section 3.3 ADS simulations are used test the vector
gain based method for EVM estimation using simulation representing the on­wafer characterizations.
In section 3.4 the vector gain is measured on­wafer at 5 GHz and 26 GHz for a single stage CMOS
amplifier and used to estimate the EVM for a modulated excitation. This result is benchmarked against
on­wafer measurements using a active load­pull setup capable of making true modulated wave EVM
measurements. In section 3.5 the vector gain based method is demonstrated at D­band where non­
linear and modulated­wave characterization methods are challenging. After a discussion on some
practical challenges encountered during long duration vector gain measurements in section 3.6 this
chapter concludes with a summary, discussion and recommendations in section 3.7.

3.2. Vector gain based approach
As was shown in [43], the AM­AM and AM­PM characteristics of a DUT can be measured from the

vector gain during (active) load­pull measurement. The vector gain based approach employed here
is an extension to the single tone AM­AM and AM­PM distortion by including multiple measurements
across the frequency band of operation. In this approach it is assumed that the measured DUT, i.e. an
amplifier at a particular loading condition can be represented by a non­linear complex transfer function
that includes a power and frequency dependency, as shown in fig. 3.3. As will become clear, during
the approach the power dimension is evaluated individually for each spectral component of the input
signal.

PA

Figure 3.3: The vector gain based approach assumes that the behaviour of the DUT under a specific loading condition can be
represented by a complex transfer function that includes a power and frequency dependency.

The vector gain 𝑏2/𝑎1 of the DUT is measured during an active load­pull characterization for several
loading conditions, drive levels and frequencies. It may also be extended to evaluate different bias con­
ditions. For each loading condition that is characterized, the power and frequency dependent complex
transfer function is set up. This complex transfer function may then be used in the frequency domain to
estimate the (distorted) output spectrum of an modulated signal and could be converted back to time
domain to make estimations on metrics such as EVM.

The vector gain based approach differs from being a (behavioural) device model as it only predicts
non­linear behaviour at the characterized conditions during the load pull measurements, i.e. the ob­
tained complex transfer functions are only valid under the specific combination of loading condition,
frequency and drive level. As the approach is not able to predict behaviour outside what is character­
ized it cannot be considered a (behavioural) device model.
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As explained in the paper by Vanaverbeke et. al. [43] the effects of a source mismatch (when
assumed linear) may be added in post processing having the vector gain ratio is defined as:

�̂�𝑃 =
𝑏2,𝑍𝐿
𝑎1,𝑍∗𝑖𝑛

(3.1)

then the approach can be extended to include the influence of the source impedance by including a
mismatch factor to obtain the transducer vector gain:

�̂�𝑇 = �̂�𝑖𝑛 ⋅ �̂�𝑃 (3.2)

with

�̂�𝑖𝑛 =
2√𝑍𝑆,𝑟 ⋅ √𝑍𝑖𝑛,𝑟
𝑍𝑖𝑛 + 𝑍𝑆

. (3.3)

From eq. (3.2) and eq. (3.3) an optimum may be found that either maximizes the transducer gain 𝐺𝑇
or minimizes AM­PM­distortion or a compromise between both [43]. Therefore by taking the component
level vector gain metric in the approach the results may later be extended or optimized for a specific
application by including the system level source match conditions in post­processing.

3.2.1. Power and frequency dependent complex transfer function
The vector gain transfer function that represents the device behaviour under the characterized op­

erating conditions takes the shape of:

𝐻(𝑓, 𝑃𝑖𝑛) =
𝑏2
𝑎1
= 𝐴(𝑓, 𝑃𝑖𝑛) ⋅ 𝑒𝑗Φ(𝑓,𝑃𝑖𝑛). (3.4)

where 𝐴(𝑓, 𝑃𝑖𝑛) is magnitude and Φ(𝑓, 𝑃𝑖𝑛) the phase of the transfer against input frequency and input
power. This transfer function is obtained by multiple single tone Continious Wave (CW) large signal
measurements of the DUT, sampling the device response across the frequency band of operation for
several power levels. This characterization is illustrated in fig. 3.4.

Extraction across 
bandwidth of 

operation

multiple CW measurements

Figure 3.4: To obtain the vector gain transfer function, the For the vector gain based EVM estimation method the vector gain is
measured in a large signal (CW or pulsed­RF) measurement at multiple frequencies in the band of interest.

When a fine sampling is used in the frequency and power dimensions a smooth two­dimensional
function is obtained describing the device response in the frequency domain at the characterized oper­
ating condition (loading & bias). When the obtained two­dimensional function is smooth, interpolation
may be used to obtain the transfer of power or frequency points in between what is sampled during
the device measurements. Active load­pull setups such as described in section 2.2 automate the large
signal measurements, allowing for automated sweeps of drive level, frequency, loading conditions and
bias conditions. Preferably a pulsed­RFmeasurement mode is used to avoid self­heating effects during
a measurement if supported by the measurement system2.
2Currently the Vertigo millimeter­wave active load­pull system is not capable to perform pulsed­RF measurements and therefore
the vector gain transfers are obtained using a regular CW measurements.
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3.2.2. Continuous wave power to spectral power mapping
While the non­linear device response is acquired under CW excitation at different frequencies, the

input to output behaviour for modulated signals is computed (numerically) for a multi­tone signal with a
frequency grid that accurately captures the in­band spectral content of the modulated signal. For this
reason, a relation between the power level in the CW excitation and the power level in each spectral
bin of the spectrum in the modulated signal needs to be defined. The need for this mapping becomes
clear when considering the power of a bandwidth limited signal:

𝑃𝑏𝑎𝑛𝑑 = 2∫
𝑓2

𝑓1
𝑆𝑥(𝑓) 𝑑𝑓 (3.5)

where 𝑓1 = 𝑓𝑐−𝐵𝑊/2 and 𝑓2 = 𝑓𝑐+𝐵𝑊/2, and 𝑓𝑐 the center frequency of the modulated signal, 𝐵𝑊 the
(occupied) bandwidth of the modulated signal and 𝑆𝑥(𝑓) the power spectrum of the modulated signal.
Therefore, on average across the band each spectral component has a bin power of:

𝑃𝑏𝑖𝑛 = 𝑃𝑏𝑎𝑛𝑑/𝐵𝑊. (3.6)

A modulated signal with an band power of for example 𝑃𝑏𝑎𝑛𝑑 = −20 𝑑𝐵𝑚, in a bandwidth of
𝐵𝑊 = 20 𝑀𝐻𝑧 has a bin power of less than −90 𝑑𝐵𝑚. This causes two issues, first a (millimeter­
wave) active load­pull setup can reach power levels down to around −40 𝑑𝐵𝑚 before becoming noise
limited, and second, when characterizing a PA around the ­1 dB compression point, a back off of 70 𝑑𝐵
will be in the flat region of the gain compression curve. Therefore simply evaluating eq. (3.4) for each
spectral component with frequency 𝑓 and power 𝑃𝑖𝑛 = 𝑆𝑥(𝑓) ⋅ Δ𝑓 will show no AM­AM or AM­PM dis­
tortion.

The proposed method therefore relates the constant power (CW case) to the average bin power
𝑃𝑖𝑛 = 𝑃𝑏𝑖𝑛 as shown in fig. 3.5. Each spectral bin component is then compared to the bin average power
(i.e., 𝑃𝑎𝑣𝑔/𝐵𝑊) and the relative power offset in the vector gain transfer function is used to apply the
effective distortion (AM­AM and AM­PM) to that frequency bin. The motivation behind this particular
mapping is that during modulated wave excitation the transistor will experience, on average, a power
level equal to 𝑃𝑎𝑣𝑔, but some spectral components exist with a higher power (i.e. 𝑃𝑎𝑣𝑔 +Δ𝑃) and could
therefore be compressed when operating close to the ­1 dB compression point.

Figure 3.5: Each spectral component of the input signal is scaled in amplitude (A) and phase shifted (Φ) as deter­
mined by the measured vector gain at that frequency depending on the offset (ΔP) of the power in the frequency
component from the average power in the signal.
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3.2.3. Normalization and EVM calculation
After transformation of the modulated signal input spectrum to its output spectrum, the signal is con­

verted back to time domain using the inverse Fourier transform. Before the EVM is calculated the signal
is re­normalized to remove the overall gain and phase rotation from the input to the output. Different
normalization techniques may result into a different EVM estimations. Here a two step normalization
process employed shown in fig. 3.6.
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Figure 3.6: Normalization steps after the estimated output spectrum is obtained. Each dot is a sample of a square root raised
cosine (SRRC) QAM­16 filtered signal.

First, the input and output signals are normalized to their RMS value (fig. 3.6b):

𝑥𝑛|𝑟𝑚𝑠,𝑛𝑜𝑟𝑚 =
𝑥𝑛

√ 1
𝑁 ∑𝑛 |𝑥𝑛|

2
(3.7)

where 𝑥𝑛 is the 𝑛­th sample, i.e. 𝑥𝑛 = 𝑥[𝑛]. Then, the phase of the output signal is shifted to correspond
that of the input signal. To do so the average phase shift among all samples is taken and used to realign
the phase of the output signal (fig. 3.6c):

𝜙𝑛 = 𝑎𝑟𝑔(𝑥𝑛) − 𝑎𝑟𝑔(𝑦𝑛) (3.8)

𝑦𝑛|𝑝ℎ𝑎𝑠𝑒,𝑛𝑜𝑟𝑚 = 𝑦𝑛 ⋅ 𝑒𝑥𝑝(𝑗
1
𝑁Σ𝑛𝜙𝑛). (3.9)

This phase alignment is only possible when there is no delay from input to output of the system.
After normalization the RMS EVM value is calculated as defined in [46] on the a (baseband) sample­
by­sample basis before matched filtering:

𝐸𝑉𝑀𝑟𝑚𝑠 = √
1
𝑁 ∑𝑛 |𝑦𝑛 − 𝑥𝑛|

2

1
𝑁 ∑𝑛 |𝑥𝑛|

2
(3.10)

where 𝑥𝑛 are the RMS normalized samples of the input signal, and 𝑦𝑛 the RMS normalized and
phase aligned samples of the output signal. The EVM value can be expressed in decibels as:

𝐸𝑉𝑀𝑟𝑚𝑠|𝑑𝐵 = 20𝑙𝑜𝑔10(𝐸𝑉𝑀𝑟𝑚𝑠) (3.11)

3.2.4. Overview
Figure 3.7 shows an overview of the steps in the vector gain based approach for EVM estimation.

The approach consists of steps performed during on­wafer measurement of the DUT and steps per­
formed during post processing.
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The active load­pull measurement is started by setting the first bias, frequency and available input­
power. Then the automated active load­pull process converges to the first loading condition and the
vector gain is measured. Then it moves on to the next loading condition and repeats. If all loading
conditions in the set are measured it moves to the next power level. Similarly after those it moves
to the next frequency point. This process may be repeated for different bias levels in an automated
fashion.

The results after the measurements are multiple AM­AM and AM­PM curves as was illustrated
in fig. 3.4. Next, in the post­processing stage, the spectrum of a modulated signal of interest, i.e.
a QAM signal of several symbols, is obtained by applying the Fourier transform on the in­phase (I)
and quadrature (Q) symbols. The power spectrum, average power 𝑃𝑎𝑣𝑔 and average bin power 𝑃𝑏𝑖𝑛
are calculated and used to calculate the power offsets Δ𝑃 for each frequency component in the input
spectrum. Then each frequency component is applied a magnitude amplification and phase shift as
according to the mapping in fig. 3.5. The resulting (distorted) output spectrum may be transformed
back to the time domain using the inverse Fourier transform. And finally, after normalization to remove
the overall gain and phase shift, the EVM may be calculated. These steps, i.e. 6 to 11 in fig. 3.7, may
be repeated for modulated signals with different power levels, for each loading condition and bias level
that was characterized.
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Figure 3.7: Overview of steps in the vector gain based approach for EVM estimation consisting of a measurement part and a
post­processing part.

3.2.5. Fundamental limitations
Some fundamental limitations to the vector gain based approach for linearity evaluation exist that

should be mentioned. Before all else, the approach does not provide an alternative for compact or
behavioural transistor (simulation) models as it only can provide first order predictions of linearity be­
haviour within the conditions that are characterized during the active load­pull characterization. It should
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therefore be considered as a tool to evaluate operating conditions (bias, frequency, drive­level & load­
ing) of a device or circuit during the technology characterization or device/circuit validation phase of
the development cycle.

Because of the limitations in millimeter­wave active load­pull systems the vector gain based ap­
proach is based on single tone AM­AM and AM­PM responses it therefore does not take intermodula­
tion distortions into account. Even though the input signal is represented as a spectrum of frequencies,
only the frequency bin self non­linearities are accounted for, the cross­frequency bin non­linearities, i.e.
those that would represent two tone intermodulations, are not accounted for. Therefore, the estimated
EVM performance should be considered as a lower bound estimate under the tested operating condi­
tions and modulations. In addition, as the intermodulation products are not considered in the approach,
second or third intermodulation (IM2/IM3) estimates or adjacent channel power ratio (ACPR) estimates
can not be made using this method.

3.3. Simulation results
The vector gain based approach was tested in Keysight ADS for a single stage amplifier. A SiGe

transistor is used in a common emmiter configuration to create the single stage amplifier. A MEXTRAM
504 model of the transistor is used that has an 𝑓𝑇/𝑓𝑚𝑎𝑥 of 236/169 GHz. The EVM estimation capability
of the vector gain based approach is benchmarked to the results obtained from an envelope simulation.
First, the transistor bias and loading conditions were found for maximum speed and output power. Then
a simulation was run representing an (on­wafer) load­pull measurement of the vector gain against
frequency drive level and loading condition. Then an envelope simulation is performed to obtain the
input and distorted output signals for modulated signals at the same loading conditions and drive levels.
Finally, the vector gain from the first simulation is used to make an estimation of the EVM for each of
the modulated input signals and loading condition combinations, and the results are compared with the
envelope simulation.

3.3.1. Bias and loading conditions
The device was biased for maximum 𝑓𝑇 using voltage based biasing. The maximum 𝑓𝑇 is found at

a collector­emitter voltage 𝑉𝑐𝑒 = 1.5𝑉 and a collector current 𝐼𝑐𝑒 = 15𝑚𝐴 as shown in fig. 3.8b. This
collector current is reached when a base­emitter voltage of approximately 𝑉𝑏𝑒 = 0.95 is applied as
shown in fig. 3.8a.
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Figure 3.8: The SiGe transistor was biased for maximum 𝑓𝑇 at 𝑉𝑏𝑒 = 0.95𝑉 𝑉𝑐𝑒 = 1.5𝑉

Figure 3.9a shows the maximum available gain 𝑀𝐴𝐺 (red) and stability factor (blue) for the device
against frequency for these bias conditions. A center frequency of 100 GHz was chosen allowing a
maximum achievable gain of more than 3 dB for the single stage amplifier. The conjugate of the output
reflection coefficient (𝑆22), shown in blue in fig. 3.9b, was used as a starting point for the load­pull
simulation. As the output impedance of the stage is capacitive an inductive load was to be applied to
resonate out the reactive component resulting only in the resistive loading of the load.
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Figure 3.9: An operating frequency of 100 GHz was chosen, allowing for a gain of around 3.8 dB. The loading condition is found
close to the conjugate of the output impedance.

A load­pull simulation was performed to find the optimal loading condition for maximum output power
at the ­1 dB compression point. Figure 3.10a shows the contour plots for power added efficiency 𝑃𝐴𝐸
and output power 𝑃𝐿 at ­1 dB using 50Ω terminations at the second to fifth harmonic. As the load pull
schematic allows for tuning the harmonic loading conditions it was investigated if the second and third
harmonic loading provided by wave­guide based probes shows a significant difference in the outcome
of the load pull. Wave­guide based probes have an octave wide bandwidth and therefore do not provide
a 50Ω loading condition at the harmonics during a large signal or active load­pull measurement. The
harmonic input impedance of WR­10 probes were measured previously by C. de Martino and for 200
GHz and 300 GHz are found to be Γ𝐿,2𝑓0 = 0.155 + 0.329𝑗 and Γ𝐿,3𝑓0 = 0.383 + 0.0806𝑗. These values
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Figure 3.10: A load­pull simulation is performed to find the loading condition for maximum output power at the ­1 dB compression
point. The effects of a probe­like loading on the 2nd and 3rd harmonic do not significantly influence the results
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were used in the same load­pull schematic. It was found that the inclusion of these harmonic loading
conditions did not significantly influence the output power at the ­1 dB compression point, the 𝑃𝐴𝐸 or
the point of optimal loading as is shown in fig. 3.10b.

3.3.2. Vector gain extraction from simulation
The circuit shown in fig. 3.11 shows an ideal representation of a load­pull measurement. The inci­

dent and reflected waves are measured by the bi­directional couplers at the input and output port of
the device. The vector gain is measured as the ratio between the 𝑏2 over 𝑎1 wave which are measured
from the bi­directional couplers. The schematic was simulated using a harmonic balance simulation at
the optimal loading condition found in the previous section and five other loading conditions in a radius
of r = 0.25 around this optimum.
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For reference, the gain compression curves and 𝑃𝐴𝐸 curves for these six loading conditions are
shown in fig. 3.12b.
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Figure 3.12: 𝑃𝐿,−1𝑑𝐵 contours, gain compression and 𝑃𝐴𝐸 for SiGe common­emitter amplifier. The loading conditions in the
Smith chart (left) match by colour with the gain compression & 𝑃𝐴𝐸 curves (right).
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Figure 3.13: Simulated vector gain curves for the SiGe single stage common­emitter amplifier at 100 GHz

For each loading condition the available source power 𝑃𝑎𝑣𝑠 is swept from ­30 to 25 dBm (1 dB step
size) across a 5 GHz band (100 MHz step size). The obtained two­dimensional vector gain curves from
the simulation are shown in fig. 3.13 for three of the six loading conditions as an example of the expected
results during an on­wafer measurement. The vector gain curves contain similar information as single
tone AM­AM (gain­compression) and AM­PM (phase­variation) plots. They differ only from having a
third dimension (frequency) and having the magnitude transfer plotted as an amplitude transfer instead
of a power transfer. The AM­AM behaviour of the amplifier can be seen in the magnitude transfer plots
(top figures in fig. 3.13) and the AM­PM behaviour can be seen in the phase transfer plots (bottom
figures in fig. 3.13). Both magnitude and phase transfers are shown across the characterized band
of operation, but in this idealized case they show almost no variation across the band. Only a small
decrease in magnitude and a negative phase shift with increase frequency exists (not visible from
fig. 3.13). However, as will come clear from the on­wafer measurements in section 3.4 and section 3.5
this is not necessarily the case for a real device.

3.3.3. EVM simulation and comparison
The ADS Verification Test Bench (VTB) [47] was used to generate modulated signals and find the

device response using an envelope simulation. Figure 3.14 shows the schematic of the circuit used in
this simulation. The complex baseband input and output signals are simulated for the same loading
conditions and power levels, and were then exported to MATLAB. The vector gain based approach
uses the samples of complex baseband modulated input signal from the test bench and applies the
post­processing steps as described in section 3.2 in MATLAB to estimate the distorted output signal.
Lastly, the EVM is calculated for both the output signal from the envelope simulation and from the vector
gain based approach.

Figure 3.15a shows a comparison between the EVM directly from the envelope simulation and the
EVM estimated by the vector gain based approach. The modulated signal that is used is a 16­QAM
signal with a symbol rate of 𝑅𝑠 = 1000 𝑀𝑠𝑦𝑚𝑠/𝑠 and has a total of 𝑁𝑠 = 200 𝑠𝑦𝑚𝑏𝑜𝑙𝑠. As the EVM
among the loading conditions is quite similar, the difference between the simulation and estimation
is also shown in fig. 3.15b. The estimation by the vector gain based approach stays quite close to
that of the test bench, having an estimated EVM value mostly below that of the test bench up until
𝑃𝑖𝑛 = 0 𝑑𝐵𝑚. As the power in the drive signal is increased, the spectral components having a higher
power are given an amplification and phase shift corresponding to a signal far into compression, i.e.
the 𝑃𝑎𝑣𝑔+Δ𝑃 in fig. 3.5 is (much) higher than the ­1 dB compression point. These spectral components
therefore get amplified less due to the gain compression. This results into a spectral flattening as the
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Figure 3.14: Schematic used to simulate modulated signal response using the ADS Verification Test Bench

power increases as is shown in fig. 3.16. This is an intended effect of the approach as each spectral
component is treated as its own single tone having an individual AM­AM and AM­PM transfer. However,
from the EVM estimates in fig. 3.15 it is clear that this assumption creates a large error close and after
the ­1 dB compression point in this case.

This error by the approach might limit the usability for modulation schemes that are intended to be
able to operate close to the ­1 dB compression point, i.e. schemes that do not need a low EVM in order
to achieve a low bit­error­rate, mostly low order schemes. However, when a particular EVM target is to
be met for a modulation scheme, i.e. and EVM of ­30 dB or lower for QAM­16, the vector gain based
method could allow for a first order validation to see at which frequencies, bias levels, drive­levels and
loading conditions this target can be achieved. In this simulation, this target is possible for all loading
conditions up to an input power of 𝑃𝑖𝑛 = −3 𝑑𝐵𝑚.
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Figure 3.15: Comparison between EVM from the ADS Verification Test Bench and the vector gain based approach for a 16­QAM
signal with a symbol rate of 𝑅𝑠 = 1000 𝑀𝑠𝑦𝑚𝑠 and a total of 𝑁𝑠 = 200 𝑠𝑦𝑚𝑏𝑜𝑙𝑠.
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Figure 3.16: Output spectrum flattening estimated by the vector gain based approach when operating towards the
­1 dB compression point

3.4. Experimental results of 5 GHz and 26 GHz benchmarking
To benchmark the results of the vector gain based method for EVM estimation experiments were

conducted in the 5 GHz and 26 GHz (5G) bands. At these frequencies it is still possible to perform
modulated wave active load­pull measurements [29]. The method is benchmarked against the true
EVMmeasurements of the DUT under modulated signal excitation. TheGlobal Foundries 22nm test die
is used (see section 2.4) during these experiments. On the die, the metal 1 calibration/de­embedding
structures are used with the slvt­nmos2 as the DUT.

3.4.1. Setup and method
To validate the vector gain method, two different test setups were used as shown in fig. 3.17. Us­

ing setup 1, the vector gain is measured using CW excitation and post­processed to obtain an EVM
estimate using the process as described in section 3.2. The results of the vector gain based EVM
estimation method are compared with true EVM measurements from the second setup. Using setup 2,
the DUT is excited with a complex modulated signal under the same loading conditions and drive levels
as in setup 1. For the 5 GHz and 26 GHz measurements an Anteverta MT­2000 Series Mixed­Signal
Active Load Pull system [7] is used with only fundamental loading and excitation to conduct both the
CW and modulated wave measurements.

To Bias

Signal type   Control

CW AM

AM

Signal type   Control

CWVM

VM QAMQAM

DUT

To Control/stimulus setup

To Bias

To Control/stimulus setup

Setup 2:

 complex modulation, power sweep 

and active load pull capable

Setup 1:

 CW stimulus, power sweep and 

active load pull capable

Figure 3.17: Two measurement setups are used for benchmarking of the vector gain based method for EVM esti­
mation at 5 GHz and 26 GHz. A single tone load­pull measurement is used in setup 1 to measure the vector gain of
the DUT and estimate EVM performance in post­processing. This result is benchmarked against a measurement
using setup 2 that uses a complex modulated wave excitation.
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Table 3.1: Overview of measurement parameters during 5 GHz and 26 GHz vector gain benchmarking tests

Parameter Setup 1 Setup 2 Unit

5 GHz 26 GHz 5 GHz 26 GHz

Device Under Test
Foundry Global Foundries Global Foundries
Technology CMOS FD­SOI CMOS FD­SOI
Device slvt­nmos2 slvt­nmos2
Wafer # a44de872 1) a44de872 1)

Die # 4­3 2) 4­3 2)

Bias / Supply
Gate bias 𝑉𝑔𝑠 0.65 0.65 V
Drain bias 𝑉𝑑𝑠 0.8 0.8 V

Frequency
Points 𝑁𝑓𝑟𝑒𝑞 21 25 n.a. n.a.
Sweep start 𝑓1 4.99 25.985 5 26 GHz

Δ Δ𝑓 1 1 n.a. n.a. MHz
stop 𝑓2 5.01 26.015 n.a. n.a. GHz

Bandwidth 𝐵𝑊 n.a. n.a. 20 20 MHz

Drive level
Points 𝑁𝑃𝑎𝑣𝑠 31 26 36 31
Sweep start 𝑃𝑎𝑣𝑠,1 ­30 ­25 ­30 ­20 dBm

Δ Δ𝑃𝑎𝑣𝑠 1 1 1 1 dB
stop 𝑃𝑎𝑣𝑠,2 0 0 5 10 dBm

Max compr. 4 2 4 1 dB

Loading condition
Strategy load­pull for max 𝑃𝐿−1𝑑𝐵
Method RT CW MW MW
Points 𝑁Γ𝐿 6 16 6 16
Sweep type circular radial circular radial

center Γ𝐿 0.5 + 0.0j 0.4 ­ 0.1j 0.5 + 0.0j 0.4 ­ 0.1j

Modulated signal
Modulation n.a. n.a. QAM16 QAM16
Roll­off 𝛼 n.a. n.a. 0.25 0.25
Filtering n.a. n.a. SRRC SRRC

Calibration
1st­tier LRM­ideal LRM­ideal LRM­ideal LRM­ideal
2nd­tier M1

LRM­ideal
M1

LRM­ideal
M1

LRM­ideal
M1

LRM­ideal
n.a. ­ Not applicable
1) ­ Wafer send to Anteverta was not given an ID
2) ­ Not tracked during characterization

Table 3.1 shows the parameters that were used during the vector gain benchmarking measure­
ments. The transistor was biased for its highest 𝑓𝑇 at 𝑉𝑔𝑠 = 0.65𝑉 and 𝑉𝑑𝑠 = 0.8𝑉, previously found
during a small signal characterization. Using setup 1, a CW load­pull measurement was performed to
find the maximum output power 𝑃𝐿 at the ­1 dB compression point at the center frequency of the band.
During this load­pull an initial constellation at the conjugate of the 𝑆22 of the device was moved around
manually until the optimum loading condition was captured within its center. Then a constellation was
chosen around this point to capture a diverse range of gain compression shapes of the device to test
the vector gain approach.
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For both the 5 GHz and 26 GHz measurements the same calibration approach was used. A first
tier LRM calibration was performed using the 3.5 mm Rosenberger calibration kit. A power calibration
was performed on the source port (port­1) using the Keysight U8488A power meter. Power levelling is
performed using the loads of the Rosenberger calibration kit. The second tier calibration was performed
on­wafer on the same die as the DUT using the metal­1 LRM calibration kit3. The standards on this
second tier calibration kit were assumed to be ideal. The thru may be considered to have zero­length
as the distance from the probe pads to the device intrinsic reference planes is equal to the that from
the probe pads to the center of the thru.

3.4.2. Loading conditions and characterization range
Figure 3.18 shows the contour plots for power gain 𝐺𝑃 and output power 𝑃𝐿 at the ­1 dB compres­

sion point at 5 GHz and 26 GHz. In both cases, the optimal loading condition for maximum output
power was found close to the real axis. The optimal loading condition is found close to the real axis be­
cause the output capacitance 𝐶𝑜𝑢𝑡 that normally consists of layout parasitics and the 𝐶𝑑𝑠 of the DUT is
small. The 𝐶𝑑𝑠 of the device is expected to be low because of the device high speed (𝑓𝑇 = 280 GHz) and
small dimensions (W/L = 500/20 𝑛𝑚). In addition, the capacitively loaded inverted CPW de­embedding
technique [5] employed in the calibration / de­embedding kit brings the reference planes as close as
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Figure 3.18: Contour plots of the output power 𝑃𝐿 and power gain 𝐺𝑃 at ­1 dB compression for the benchmarks at 5 GHz and 26
GHz. The coloured loading conditions correspond to those shown in the EVM comparison plots (fig. 3.22 and fig. 3.24)

3A LRM calibration can be performed on the Global Foundries test die by using the matched and short structures of the SOLT
kit, and the thru of the TRL kit
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possible to the DUT (i.e. to the M1 device fixtures) while maintaining a high cut­off frequency allowing
for accurate de­embedding up­to several hundreds of gigahertz. Therefore, at these low frequencies
the output capacitance can be considered an open and the output impedance of the device is almost
completely resistive. When operating at higher frequencies, as shown in section 3.5, it is necessary to
resonate out 𝐶𝑜𝑢𝑡 to achieve a positive gain.

Ideally, when using the vector gain based method for linearity evaluation of a device to be used
as the last stage of a PA one would measure (closely) around the optimum loading condition. If that
approach was taken here then roughly the same value for 𝑃𝐿 at the ­1 dB point would be seen for the
two frequencies (and others) in fig. 3.18 as maximum output power under the same bias conditions at
optimal loading is then only related to device size and not frequency, given a high enough drive level is
used. In this set of experiments the constellations were moved somewhat away from the center of the
Smith chart (i.e. away from Γ𝐿 = 0) to ensure good convergence and stability during the measurements,
and provide a diverse set of device behaviours to benchmark the approach.

3.4.3. Vector gain curves at 5 GHz
At 5 GHz the vector gain was measured using the Real Time (RT) operation mode of the MT2000

system. At this frequency the vector gain was sampled across a 20 MHz band using 1 MHz spacing
with available source power levels from ­30 dBm to 0 dBm with 1 dB spacing. The measurement was
terminated once 4 dB of compression in the transducer gain 𝐺𝑇 was measured or when the end of the
sweep was reached. This was done to ensure that the effects of operating (far) into compression could
be captured by the vector gain estimation approach.

The plots in fig. 3.19 show the measured vector gain versus frequency and drive level for three
of the six loading conditions characterized at 5 GHz. Different AM­AM and AM­PM behaviour can be
observed from the amplitude transfer (top plots) and the phase transfer (bottom plots) of the vector gain.
The vector gain curves contain similar information as typical single tone AM­AM and AM­PM plots, they
differ only from having a third dimension (frequency) and having the magnitude transfer plotted as an
amplitude transfer instead of a power transfer. The phase in the vector gain transfer is normalized to
the phase at the centre frequency for the lowest drive level, thereby removing the overall 180∘ that is
seen from input to output.
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Figure 3.19: Two dimensional vector gain transfers measured at three different loading conditions at 5 GHz of the
slvt NMOS2 transistor on the Global Foundries 22nm FD­SOI test die.
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Although the goal of this set of measurements is to benchmark the approach of vector gain based
EVM estimation interesting behaviour can be seen in the vector gain of the device in fig. 3.19. Start­
ing with the AM­AM, different amounts of compression are observed within the characterized power
range depending on the maximum gain and compression point of the loading condition. For example,
the loading condition in fig. 3.19c has a higher gain and lower compression point (due to the higher
impedance value) than in fig. 3.19b and therefore a larger gain compression and phase variation is
observed within the characterized range. There is little variation in the AM­AM across frequency and
no explicit difference in the shape (i.e. hard or soft compression).

The AM­PM behaviour shows larger differences across loading conditions. As the CMOS transistor
is biased in class­A a negative slope for the AM­PM is expected due to the non­linear nature of the 𝐶𝑔𝑠
of the transistor that is increasing with input swing 4. However, in this case the output loading is deliber­
ately not perfectly tuned, i.e. the small 𝐶𝑑𝑠 is not perfectly resonated out and some loading conditions
are capacitive while some are inductive. This causes the slope of the AM­PM to flip depending on
whether the loading condition is capacitive or inductive. For loading impedances with a positive imagi­
nary part the phase variation is negative while for loading impedances with a negative imaginary part
the phase variation is positive. When the loading condition is purely resistive as in fig. 3.19a Γ𝐿 = 0.5
but also Γ𝐿 = 0.65 (not shown in fig. 3.19) almost no phase variation with drive level is observed up
until the maximum characterized drive level.

3.4.4. EVM estimation and comparison at 5 GHz
Following the post processing steps described in section 3.2 the vector gain curves are used to

estimate the output spectrum of the modulated waveform for the different drive levels and loading
conditions simulated. The output spectrum for the loading condition Γ𝐿 = 0.5 is shown in fig. 3.20. As
seen in the simulated cases of section 3.3 the output spectrum flattens when the input drive level is
increased.
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Figure 3.20: Output spectrum estimated by the vector gain based approach at 5 GHz for Γ𝐿 = 0.5.

Figure 3.21 shows the IQ samples after transforming the distorted output spectra to time­domain
and normalizing the result to remove the effects of the overall gain and phase shift from input to output.
To show the error made because of the distortion of the transistor the difference between input and
output I/Q samples is also shown in the figure. Here a similar increase in error can be seen when
operating closer to the compression point as error in the IQ samples increases when the drive level is
increased.

4A good example of the AM­PM behaviour changes for class­A to deep class­AB can be found in the paper by Kulkarni and
Reynaert [48, fig. 5]
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The estimated EVM using the vector gain based method and true measured EVM using setup 2 are
shown in fig. 3.22 for matching drive levels and loading conditions. The dotted lines are the estimations
of the EVM for this particular modulation scheme using the extracted vector gain data at each loading
condition. The solid lines are the true measured EVM for the same modulation and loading conditions.
The input ­1 dB compression points for these loading conditions (from combination of fig. 3.18a and
fig. 3.18c) lie around 𝑃𝑖𝑛,−1𝑑𝐵 = −26.5 𝑑𝐵𝑚. As can be seen in fig. 3.22 the vector gain estimations are
able to give predictions beyond the compression point without showing significant errors as opposed
to what was seen in the simulations of section 3.3.
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There are three important observations to make from this graph. The first observation is that the
estimated EVM is primarily lower than the measured EVM, which is as expected because the vector
gain based approach does not take into account all the non­linearities. The second observation is
that across a large range in drive level (indicated as the region between the lines A and B) the vector
gain based estimation approach stays within 1 dB of the true value for all loading conditions with the
exception of Γ𝐿 = 0.55 + 0.14𝑗 which is considered an outlier of the true EVM measurement performed
with setup 2. Below point A the noise in the second measurement setup is limiting and the EVM starts
to increase. The third observation is that although the vector gain based estimation method does not
give an one­on­one absolute estimate of the EVM it is able to predict the best condition for lowest EVM
among the set of loading conditions characterized. In this case the purple curve, of the loading condition
Γ𝐿 = 0.38−0.09𝑗, gives the lowest absolute EVM which is confirmed by the true EVM measurement. In
addition, the method is able to predict for each of the loading conditions at which drive level the EVM
starts to increase if this modulation was used.

3.4.5. Vector gain curves at 26 GHz
The same benchmarking experiment was repeated at 26 GHz. At this frequency he vector gain was

measured in CW mode as it was found that the device would quickly break down in RT or pulsed­RF
modes. The vector gain was measured across a 25 MHz band using 1 MHz spacing with a source
power drive levels from ­25 dBm to 0 dBm with 1 dB spacing. A wider range of frequency points was
used in the 26 GHz measurement as it was found after the 5 GHz measurement to be helpful in post­
processing of the results and removing outliers (see section 3.6). Finally, the 26 GHz measurement
was terminated once 2 dB of compression in the 𝐺𝑇 was measured to further reduce the risk of breaking
the device.

The plots in fig. 3.23 show the measured two dimensional vector gain against frequency and drive
level for three of the sixteen loading conditions characterized at 26 GHz. At this frequency a larger
variation in the amplitude transfer and phase transfer versus frequency was observed than at 5 GHz.
This behaviour was observed for multiple devices on different dies. Therefore this effect is either device
intrinsic or due to the calibration.
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Figure 3.23: Two dimensional vector gain transfers measured at three different loading conditions at 26 GHz of the slvt NMOS2
transistor on the Global Foundries 22nm FD­SOI test die.
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3.4.6. EVM estimation and comparison at 26 GHz
To benchmark the vector gain based method the estimated EVM and true measured EVM are com­

pared for a QAM­16 modulated waveform. This comparison is shown in fig. 3.24. Here the results
were less conclusive because of several reasons. As mentioned, the DUT would easily break down
when real­time or pulsed­RF modes were used to extract the vector gain of the devices. In order to
reduce the risk of more devices breaking down during the EVM measurements these measurements
were terminated once 1 dB of compression in 𝐺𝑇 was measured. The dynamic range in the EVM mea­
surements was therefore constrained in the lower bound limited by the noise in the system (as seen
in the 5 GHz measurement) and the upper bound limited by how far the devices could be pushed into
compression. The results in fig. 3.24 therefore also do not show a clear EVM­’floor’ being reached
during the measurements as the EVM starts to increase due to the low signal to noise ratio at the lower
power levels. In addition, two of the 16 loading conditions did not converge during the EVM measure­
ment which is showing that the system had trouble operating in these ranges. This could also explain
why the measured EVM curves show jagged edges and not smooth lines.

However, a more prominent reason why the results were inconclusive is that the EVM is estimated
consistently higher with about 3 dB than the measured EVM for all loading conditions as can be seen
by the dotted lines in fig. 3.24. This is an incorrect result as the vector gain based method is a sim­
plified first order approach that does not take intermodulations into account. It therefore should give
a lower bound to the EVM and should not be higher than the true measured EVM. The vector gain
based approach is still able to estimate the best­to­worst loading condition for lowest EVM among the
characterized set which is confirmed by the true EVM measurements. Albeit the difference being small
in percentages (i.e. an EVM of ­30 dB equals a 3.2% error while an EVM of ­33 dB equals a 2.2% error)
the method is clearly not able to give correct absolute estimations of the EVM in all cases.
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Figure 3.24: The vector gain based EVM estimation at 26 GHz shows the correct trends against loading conditions
however is consistently higher than the true measured EVM

After a discussion with the designers of the Anteverta system the most likely cause of the difference
was narrowed down to a difference in normalization used between the vector gain based EVM estima­
tion method and the EVM of the measurements. During the 5 GHz experimental benchmarking both the
estimation and measurement used a RMS based approach to normalize the signals after amplification
by the PA. In the time between the 5 GHz and 26 GHz benchmark the Anteverta system changed to a
more sophisticated approach for re­normalization as described in [49]. Implementation of this approach
for the vector gain based estimation in order to see if a one­on­one estimation could be achieved was
considered beyond the scope of this work. Therefore, no claims are made on the ability of the method
to estimate absolute EVM performance as this could be influenced by the normalization method em­
ployed and would therefore always end up into an exercise of aligning the approach to a specific system
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Instead, a focus is put on the methods prediction capabilities across the different characterized
operating conditions. An example is shown in fig. 3.25 for the input drive level of 𝑃𝑖𝑛 = −22 𝑑𝐵𝑚.
Although the absolute prediction of the EVM is not correct, the estimation and measurement show a
good correspondence in the prediction across the tested loading conditions.
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Figure 3.25: Comparison between estimated and measured EVM for a QAM16 signal at six loading conditions at 26 GHz. Solid
lines are true modulated wave EVM measurements, dashed lines are estimations of the EVM using the vector gain.
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3.5. Experimental results of D­band demonstration
Although the vector gain based method for EVM estimation could be used for frequencies below

30 GHz as was done during the benchmarking experiments. It is likely that existing transistor com­
pact or behavioural models such as BSIM6 [50] or non­linear characterization techniques such as
X­parameters are already better able to capture and predict non­linear device behaviour than then
vector­gain based method at these frequencies. In addition, the current state­of­the­art active load­pull
systems are able to perform modulated wave measurements up to 40 GHz [29]. The real use­case for
the vector gain based method is estimating linearity performance far into the millimeter­wave regime
where device behaviour is less well captured in models and non­linear characterization methods are
challenging due to the limitations of the characterization equipment. To demonstrate the approach, the
vector gain measurements were repeated at 165 GHz and used to estimate modulated wave perfor­
mance for different loading conditions to see if an optimal loading condition for EVM performance could
be identified using the approach.

3.5.1. Setup and method
To extract the vector gain behaviour of the DUT at 165 GHz a Vertigo millimeter­wave active load

pull setup was used with WR­5.1 waveguide VDI VNA extension modules [51]. A center frequency of
165 GHz was chosen as at that frequency the extender module has the most power available within
the band. Figure 3.26 shows the setup mounted on the Suss semi­automatic probe­station.

Figure 3.26: Vertigo millimeter­wave active load pull setup used for 165 GHz vector gain measurements

The first tier calibration was performed using the TRL VDI WR5.1 calibration kit. A short was used
as the reflect and it is assumed that all standards in the kit are ideal, leaving only the length of the
line (1.07 𝑚𝑚) as the to be specified parameter in the calibration. A power calibration is performed
on the source port (port­1) using the VDI PM5 calorimeter­style power meter [52]. Power levelling was
performed using the matched loads of the calibration kit. The second tier calibration was performed on­
wafer on the same die as the DUT using the metal­1 TRL calibration kit. The characteristic impedance
(50Ω), the length of the thru (0 𝑚𝑚) and the length of the line (0.54102 𝑚𝑚) are specified using val­
ues previously found from electro magnetic (EM) simulation of the on­wafer calibration kit, the reflects
(shorts) are assumed ideal. A zero­length for the thru may be used as the distance from the pads to
the device intrinsic reference planes is equal to the that from the pads to the center of the thru.

The same measurement and post­processing procedure as in the benchmarking measurements is
employed, as described in section 3.2. As now there is no validation case, the measurement setup and
signal types are similar to that of setup 1 in fig. 3.17. Using CW excitation the vector gain is measured
at several frequencies in the operating band of interest at several power levels. The bias levels and
loading conditions could be varied to evaluate different operating conditions for the DUT however in
these experiments only the loading condition is swept. Table 3.2 shows all parameters during the
measurement.
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Table 3.2: Overview of measurement parameters during 165 GHz vector gain measurements

Parameter Setup 1 Unit

165 GHz

Device Under Test
Foundry Global Foundries
Technology CMOS FD­SOI
Device slvt­nmos2
Wafer # a44de872
Die # 5­1

Bias / Supply
Gate bias 𝑉𝑔𝑠 0.45 1) V
Drain bias 𝑉𝑑𝑠 0.46 1) V

Frequency
Points 𝑁𝑓𝑟𝑒𝑞 11
Sweep start 𝑓1 164.99 GHz

Δ Δ𝑓 2 MHz
stop 𝑓2 165.01 GHz

Drive level
Points 𝑁𝑃𝑎𝑣𝑠 16
Sweep start 𝑃𝑎𝑣𝑠,1 ­37.1 dBm

Δ Δ𝑃𝑎𝑣𝑠 2 dB
stop 𝑃𝑎𝑣𝑠,2 ­7.1 dBm

Max compr. n.a. dB

Loading condition
Strategy load­pull for max 𝑃𝐿−1𝑑𝐵
Method CW
Points 𝑁Γ𝐿 6
Sweep type circular

center Γ𝐿 0.35 + 0.35j

Calibration
1st­tier TRL­ideal
2nd­tier M1 TRL
n.a. ­ Not applicable
1) ­ Bias was reduced in order to be able to compress the device

3.5.2. Loading conditions and characterization range
At these frequencies the output power of the VNA extender modules limits how far can be measured

into compression. The available power at this frequency was not high enough to put the DUT into com­
pression at the same bias conditions as the 5 GHz and 26 GHz benchmarks. The bias conditions were
reduced to 𝑉𝑔𝑠 = 0.45 𝑉 and 𝑉𝑑𝑠 = 0.46 𝑉, ensuring that the device is quickly pushed into compression
as the output swing on the drain gets high enough to push the device from saturation into the linear
region (𝑉𝑑𝑠 < 𝑉𝑔𝑠 − 𝑉𝑡ℎ). The vector gain was extracted at six loading conditions around the optimal
loading condition for maximum output power as shown in fig. 3.27a. The optimal loading condition is
now found in the inductive upper region of the Smith chart, as the capacitive reactance is now signifi­
cant due to the higher frequency of operation. For reference, the gain compression curves and 𝑃𝐴𝐸 at
these loading conditions are show in fig. 3.27b. At these bias levels a compression of 1 dB could just be
reached, further reduction of the bias levels would result into significantly lowering the 𝑓𝑇/𝑓𝑚𝑎𝑥 resulting
into no gain at this frequency. The vector gain is measured at 11 tones (2 MHz spacing) across a 20
MHz operating band using 16 source power levels from ­37.1 to ­7.1 dBm (2 dB spacing) at six loading
conditions. The number of power and frequency points during these measurements had to be reduced
as during the long duration measurements probe contact losses would occur (see section 3.6).
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(b) Power gain (solid, left­axis) and 𝑃𝐴𝐸 (dash­dot, right­axis) for
the loading conditions. The ’+’ symbols show the ­1 dB compres­
sion points.

Figure 3.27: The vector gain was extracted for six loading conditions at 165 GHz around the optimal loading condition for
maximum output power. The colour of the loading conditions corresponds to those shown in the EVM estimation figure in
fig. 3.29

3.5.3. Vector gain curves at 165 GHz
The vector gain curves for three of the six characterized loading conditions are shown in fig. 3.28.

The phase of the vector gain transfer is normalized to the phase at the center frequency for the lowest
drive level. Although it was not possible to measure far into compression, the amplitude transfer (top
plots of fig. 3.28) of the vector gain show some AM­AM gain compression. The AM­PM phase variation
(bottom plots of fig. 3.28) is less pronounced in the phase transfer of the vector gain. For both the
amplitude and phase transfer some frequency variation across the band of operation is observed,
varying among the loading conditions characterized, i.e. more variation across frequency is observed
for the loading condition in fig. 3.28c than that of fig. 3.28a.
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Figure 3.28: Two dimensional vector gain transfers measured at three different loading conditions at 165 GHz of the slvt NMOS2
transistor on the Global Foundries 22nm FD­SOI test die.
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3.5.4. EVM estimation at 165 GHz
Following the post­processing steps described in section 3.2 the measured vector gain transfers

are used to estimate the EVM for a 16­QAM modulated signal. The properties of the modulated signal
that is analysed are shown in table 3.3.

Table 3.3: Properties of 16­QAM modulated signal analysed at 165 GHz

Parameter Unit

Modulation
Constellation 16­QAM
Symbol rate 𝑅𝑠 16 𝑀𝑠𝑦𝑚𝑠/𝑠
Sample rate 𝑓𝑠 320 𝑀𝐻𝑧
Number of symbols 𝑁𝑠𝑦𝑚 1000

Pulse shaping
Type SRRC
Filter span 8 𝑠𝑦𝑚𝑠
Roll­off 𝛼 0.22
Channel BW 𝐵𝑊𝑐ℎ 𝑅𝑠 ⋅ (1 + 𝛼)

Figure 3.29 shows the EVM estimates for the different loading conditions against the input drive
level. Since there is no validation case only the vector gain based estimations are shown. The figure
shows that the different loading conditions result into a different EVM performance. Most notably the
loading case Γ𝐿 = 0.43 + 0.59𝑗 has overall the worse EVM performance. The vector gain transfer for
this loading condition is shown in fig. 3.28b which shows a large variation in the amplitude transfer
across frequency which might explain the worse EVM performance. In addition, the gain­compression
curve for this loading condition (yellow trace in fig. 3.27b) shows that this loading condition has a lower
­1 dB compression point, but also a sharper gain­compression curve, which may also contribute to the
overall higher EVM.

From the different EVM curves it is clear that a trade­off can be made between achievable EVM
and power gain. The loading conditions Γ𝐿 = 0.15 + 0.20𝑗 and Γ𝐿 = 0.43 + 0.11𝑗 have the lowest
EVM bound of the characterized set. However, Γ𝐿 = 0.15 + 0.20𝑗 has a higher gain as shown in
fig. 3.27b. Alternatively, the loading condition Γ𝐿 = 0.15 + 0.50𝑗 achieves a reasonable EVM and has
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Figure 3.29: Vector gain based estimation of the EVM for a 16­QAM signal at six loading conditions at 165 GHz.

the highest gain, 𝑃𝐴𝐸 and ­1 dB compression point (see fig. 3.27b) among the set of characterized
loading conditions. This could therefore be the optimum loading condition for a final stage of a PA.

On the lower range of drive levels the EVM starts to increase for some of the loading conditions.
This may be explained by the extrapolation happening close to the ends of the characterized power
range in the CW power to spectral power mapping process described in section 3.2.2. The offset
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power Δ𝑃 for a spectral component may become negative for components with a lower than average
spectral power. When the estimation is made at the lower power range characterized, the transfer for
the spectral components with a negative Δ𝑃 are linearly extrapolated from the available data. Therefore
an error is made as the linear extrapolation maintains the slope from the last measured points in the
AM­AM and AM­PM curves while the actual curves flattens for this class­A biased transistor. Measuring
at lower power levels becomes increasingly difficult because of the noise in the system affecting both
the measurements readouts but also how good the active load­pull is able to converge.

3.6. Practical considerations for on­wafer vector gain
measurements

The vector gain based approach relies on a large set of measurements to bemade across frequency,
drive­level and loading condition of the DUT. The state­of­the­art millimeter­wave active load­pull setups
allow thesemeasurements to be fully automated however some caution should be taken to ensure good
results of the measurements. There are several factors that come into play during long duration on­
wafer measurements. The drift in the setup limits the maximum duration time of a measurement, which
depending on the stability of the setup, should no longer than a couple of hours. Depending on the
frequency range and equipment it was found that in most cases the performance of a calibration would
be deteriorate within 24 hours. It is therefore recommended to calibrate just before measuring and not
use the calibration for more than 24 hours.

Careful consideration needs to be taken when selecting the number of measurement points in order
to maximize the success of the measurement. Depending on the behaviour of interest, the number
of frequency and drive­level points may be reduced. Less frequency points may be taken when a
flat response in the band of interest is expected. In some cases, a finer sampling is required if for
example the performance of a (wide­band) output matching network is to be tested that could show
some variation across the band. The number of drive level points may also reduced, however in some
cases it was found that this would reduce the convergence accuracy of the millimeter­wave active
load­pull (see section 5.6).

This section will discuss two other issues that occurred frequently during the vector­gain measure­
ments, how they can be detected and possibly mitigated in post­processing. The first issue is related
to measurement outliers caused by the low signal­to­noise levels at the lower end of the characterized
power range. This was a primary issue in the 5 GHz measurements and that case will be discussed
here, although the mitigation approach might be appropriate for other cases too. The second issue
is related to probe loss of contact or change of contact during the measurement. This is primarily an
issue during millimeter­wave measurements and some examples during in the D­band experiments are
shown.

3.6.1. Input power correction
When there is an interest in large signal device behaviour it is common to investigate behaviour

against the input power/drive level 𝑃𝑖𝑛. The controlled variable during an active load­pull measurement
is however the available source power 𝑃𝑎𝑣𝑠, while the 𝑃𝑖𝑛 is calculated through the de­embedding /
calibration parameters of the probes and the on­wafer structures. This makes the value of 𝑃𝑖𝑛 more
susceptible to noise and calibration errors, including its derived parameters such as power gain 𝐺𝑃.
When displaying measurements against an uncontrolled quantity like 𝑃𝑖𝑛 there is a risk that due to
noise or other errors the ’x­axis values’ are not strictly increasing. This may result into strange plots or
problems in further post­processing and should be accounted for. This is particularly true for 𝑃𝑖𝑛, which
depends on the measured Γ𝑖𝑛 which may be itself a function of 𝑃𝑖𝑛 due to non­linear effects. However,
this may also happen when displaying data against the base­current while using voltage based biasing,
i.e. during a bias plane characterization when displaying for example the metric of 𝑓𝑇 against 𝐼𝑏𝑒 for
bipolar transistors.

A problematic case of this was found during the 5 GHz measurements using the Anteverta system.
Here the input power reached well below ­45 dBm levels and therefore became limited to the noise in
the system. Figure 3.30 shows how the same measured value of the absolute vector gain at 5 GHz
looks when plotted against the (uncorrected) input power 𝑃𝑖𝑛 (fig. 3.30a) or output power 𝑃𝐿 (fig. 3.30b).
The output power is well above the noise level in the system because of the high gain of the device
at this frequency. For the vector gain based approach it is important to refer the the signal power
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levels to that of the input of the device. However, as can be seen in fig. 3.30a the input power is
badly defined during the measurement. The cause of this can be traced back to the measured input
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Figure 3.30: During load pull Pavs and PL are well defined as Pavs is controlled during the measurement and PL is often large
enough. Pin can get low and eventually become difficult to measure close to the noise floor of the device. However Pin is more
practical to use, as then known at which level the PA should be driven

reflection coefficient, which is needed in to calculate the input power from the available source power.
The measured input reflection coefficient is shown in fig. 3.31a for the first three loading conditions.
As can be seen the input reflection coefficient for this device at this frequency lies on the edge of the
Smith chart. This is explained by the high speed and small size of the transistor, and the absence of
parasitics by the de­embedding structures. Because the low power levels the input reflection coefficient
is sometimes measured beyond the Smith Chart |Γ𝑖𝑛| > 1. Causing the input power calculated from
to become negative (greater than the available source power and complex when expressed in dBm)
resulting into the issues seen in fig. 3.30a. A later measurement using a VNA based load­pull system
(as opposed to a ADC digitizer based system) confirmed that this issue was related to the noise in the
system close to the edge of the Smith chart and not due to instabilities of the device.
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(a) Measured input reflection coefficient of the slvt­nmos2 at 5 GHz
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Figure 3.31: When characterizing high speed devices at low frequencies and low input powers the noise in active load­pull setup
might cause the Γ𝑖𝑛 to be measured outside of the Smith chart (|Γ𝑖𝑛| > 1) causing issues in the calculation of the input power.

The errors in calculating the input power can be clearly seen from fig. 3.31b where the available
source power 𝑃𝑎𝑣𝑠 to real input power 𝑟𝑒𝑎𝑙(𝑃𝑖𝑛) is shown for one loading condition. Because the re­
lation between 𝑃𝑎𝑣𝑠 and 𝑃𝑖𝑛 is linear, determined by the mismatch between 𝑍𝑖𝑛 and 𝑍𝑆, a linear trend
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between the two variables is expected in fig. 3.31b. Taking this assumption, it is possible to correct 𝑃𝑖𝑛
by removing outliers and interpolating across the 𝑃𝑎𝑣𝑠 and frequency plane. This can be done without
severely affecting the measured vector gain as only the mapping from 𝑃𝑎𝑣𝑠 to 𝑃𝑖𝑛 is corrected. The
vector gain is well defined throughout the measurement because both power­waves 𝑏2 and 𝑎1 are well
above the noise level.

The first step in this correction process is to remove the 𝑃𝑖𝑛 data for the points in which |Γ𝑖𝑛| > 1 was
measured so that they are not considered in the following processes. This puncturing step is shown
in fig. 3.32a. Next a plane (𝑧 = 𝑎𝑥 + 𝑏𝑦 + 𝑐) is fitted to the remaining data, shown in fig. 3.32b. At
this point the plane could either be used as a replacement for the original 𝑃𝑖𝑛 data or the process can
be repeated to get a better fit by using the plane to find the outliers, removing those and fitting a new
plane. During the experiments, the first planar fit was adequate for further processing of the data.
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(a) Step 1: Points for which |Γ𝑖𝑛| > 1 are removed
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(b) Step 2: A plane is fitted to the remaining data

Figure 3.32: When characterizing high speed devices at low frequencies and low input powers the noise in active load­pull setup
might cause the Γ𝑖𝑛 to be measured outside of the Smith chart (Γ𝑖𝑛 > 1). As 𝑃𝑖𝑛 is derived from Γ𝑖𝑛 it might therefore become
unphysical.

With the corrected 𝑃𝑖𝑛 plane the vector gain can now be plotted against the input drive level as shown
in fig. 3.33b. Similarly, a corrected power gain can be calculated: 𝐺′𝑝 = 𝑃𝐿 −𝑃𝑖𝑛,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 however more
caution should be taken to the accuracy in that case as the power gain will directly depend on the
quality of the fit. The result before and after correction is shwon in fig. 3.33.
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Figure 3.33: Magnitude of vector gain for the six loading conditions characterized at 5 GHz plotted before and after correction of
the 𝑃𝑎𝑣𝑠 to 𝑃𝑖𝑛 mapping.



3.6. Practical considerations for on­wafer vector gain measurements 39

3.6.2. Probe contact loss, bad convergence and outlier removal
A second common problem occurring during long duration on­wafermeasurements is the loss/change

of contact in the probes. This can be primarily avoided by a vibration free environment and well ad­
justed probe manipulators. Unfortunately, this issue cannot always be fully mitigated and it is advised to
use automated repeated measurements to allow for averaging or removal of bad measurement points.
This problem is even more significant for millimeter­wave measurements as a slight change in probe
contact might change the probe to wafer capacitance even­tough contact is still maintained.

One way to detect probe contact changes is to look at the device current after the measurement.
Two examples are shown in fig. 3.34 appearing during the D­band 165 GHz measurements. In the
example on the left (figs. 3.34a and 3.34c) it is clear from the drain current that the probe contact has
changed during the last 5 frequency points, resulting into a drastic change in the magnitude of the
vector gain. In fig. 3.34b only two points are outliers in the measurement. At first glance it may seem
that this is also due to a probe contact change. However, in this case this is due to an issue in the load­
pull convergence as can be seen in fig. 3.34d, as for those points the loading condition is significantly
different.
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(a) Measurement of vector gain showing probe­contact loss
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(b) Measurement of vector gain showing convergence problem
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(c) Drain current during above measurement
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(d) Loading condition during above measurement

Figure 3.34: Two common issues appearing during on­wafer vector gain measurements, probe contact changes (left) and bad
convergence during some loading conditions (right)

Unfortunately, a loss of contact as bad as in fig. 3.34 cannot be corrected. To mitigate this issue
the amount of measurement points was reduced, which in this case was possible as the DUT showed
smooth behaviour across this range. The outlier in fig. 3.34b may be removed by an outlier detection
and correction routine. For a complex valued quantity such as the vector gain this may be done on
the real and imaginary parts separately. For the vector gain in fig. 3.34b this was done by outlier
removal using a moving median across the frequency dimension. This removal process removes a
point if it deviates more than three mean standard deviations from the moving medium. This is done
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in fig. 3.35a, using a moving median window of 15 samples across the frequency dimension. This is
where measuring additional frequency points below and above the band of interest becomes helpful
as the data on the edges can still be repaired using neighbouring points. A 2D interpolation method
works well for correcting small outliers as shown in fig. 3.35b.
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(a) Outliers removed by moving median detection

0.5
164.99

1

-10

A
(f

, P
in

) 
[V

/V
]

f [GHz]

165

Pin [dBm]

-20

1.5

-30165.01

(b) Outliers corrected by 2D interpolation

Figure 3.35: Small errors and outliers may be corrected using an outlier detection and correction routine

3.7. Summary & Recommendations
3.7.1. Summary

There is a growing interest in millimeter­wave communications at frequencies above 100 GHz.
State­of­the­art millimeter­wave active load­pull characterization may enable development and reduc­
tion of design cycles for these communication systems. However, linearity characterization in these
setups is limited to single tone AM­AM and AM­PM distortion due to the highly non­linear architecture
of the VNA frequency extension modules. Modulated performance of a the DUT may be evaluated in
the envelope domain using single tone AM­AM and AM­PM measurements however this is taking a
narrow­band response and is therefore not fully utilizing the characterization capabilities of millimeter­
wave active load­pull setups.

A new approach to first order linearity evaluation at millimeter­wave frequencies is proposed that
uses vector gain measurements of the DUT. The vector gain is the complex large­signal voltage transfer
function from the input to output of the DUT. It can be measured from the ratio of the down­converted
𝑏2 over 𝑎1 power waves and contains both AM­AM and AM­PM behaviour of the DUT. The proposed
method uses two­dimensional vector gain measurements across the frequency band of operation and
drive level. Thereby not taking a narrow­band assumption and allowing to observe in­band variations of
the device response. The response fo the device to a complex modulated signal may then be estimated
using a frequency domain approach. Where each frequency component in the signal is treated as a
separate CW tone and is applied a magnitude and phase transfer according to the tone power level.
The obtained output spectrum may be transformed back to time domain to calculate linearity metrics
such as EVM.

The vector gain based method was tested in simulation and during on­wafer experiments for active
devices. During these experiments the two­dimensional vector gain was measured at several loading
conditions to investigate if differences in linearity performance could be determined using the method.
The method was benchmarked using on­wafer measurements at two sub 30 GHz frequencies on an
active load­pull capable setup that also supports complex modulated excitation. In both cases the
vector gain based method showed correlation in the EVM across loading condition and drive levels for
a QAM­16 signal. The method was then used in D­band at 165 GHz to determine the optimum loading
condition for lowest EVM using a millimeter­wave active load­pull capable setup.
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3.7.2. Recommendations
During the investigation into the vector gain basedmethods for linearity evaluation one of the primary

goals was to show an on­wafer proof of concept demonstration at millimeter wave frequencies above
100 GHz. This made the development and validation of the method challenging as all measurements
had to be performed on­wafer, using sensitive high speed transistors that would easily break down.
This resulted into lengthy measurement campaigns that required equipment and time from external
companies. Therefore extensive testing and validation of the method across different devices and
modulation schemes was not available.

The first recommendation is therefore to extend the validation of the vector gain based method to a
greater sample size. A quick way of doing so without having to go to an on­wafer environment would be
to use a commercially of the shelf (wideband) connectorized amplifier as the DUT5. These amplifiers
are available with a wide bandwidth up to 40 GHz and would allow to test the method for several
modulation schemes and across a large frequency range, while still having the option to compare
against true modulated wave measurements. For the millimeter­wave frequencies the same could be
done with waveguide amplifier modules. For both cases this could be done in a 50 Ohm environment
therefore relaxing the need to do active load­pull, making the measurements easier and quicker to
perform. During this project such wideband amplifier modules were not available but the use of high
speed single stage transistors and active load­pull allowed for testing across different frequencies.

It should also be investigated if and in which cases thewideband approach using the two­dimensional
vector gain gives better results than a narrow band approach. Two situations may already be exam­
ined, first the vector gain measured at the center frequency may be used for all frequencies to see in
which cases the inclusion of in­band variations makes a difference, and second the vector gain based
method could be compared with a narrow­band time­domain envelope approach where the AM­AM
and AM­PM is applied on the envelope of the signal. This investigation should be complemented with
cases that have some frequency dependency in the design such as in the matching networks.

Investigation into the performance of the method for different modulation schemes could be inter­
esting as well. During the project QAM modulations were examined, however the spectrum based
approach would be suited for Orthogonal frequency­division multiplexing (OFDM) modulations as­well.
It would therefore be interesting to see how the approach performs for a different class of modulation
schemes.

During the on­wafer measurements a fixed loading condition across the frequency band of operation
was used. Creating a wide­band output matching network with a flat response is difficult to achieve
in practice. However, the two­dimensional vector gain should allow for a different loading condition at
each of the frequency measured. This way a (simulated) loading condition with frequency variation
could be tested. Allow for example to investigate how the frequency variation of for example an output­
matching network, balun or output filter influences the behaviour of the device. Possibly even tuning
of the output network would be possible to compensate for the effects of the transistor or other parts
in the circuit. This ability was not tested as the current millimeter­wave active load­pull setups do not
allow for automatic importing of a frequency dependent loading condition. This would however be a
good addition to the software to increase automatic measurement capability.

Although the vector gain method is was designed for on­wafer transistor characterization it could
offer some insights during the design phase of a (multi­stage) millimeter wave PA in simulation as well.
The single stage SiGe PA that was used in simulation to test the approach did not show a significant
difference between different loading conditions. In fact, based on the envelope simulation it showed
great linearity up to the ­1 dB compression point for all loading conditions and modulation schemes
that were tested. The transistor model and simulation method used might play a role in the accuracy
of the results and should be repeated using a transient simulation. However, the ADS Verification Test
Bench does not support transient simulation. To do so a different implementation could be used that
interfaces MATLAB and ADS to generate modulated signals, simulate them in ADS and post process
them in MATLAB.

Some inspiration to investigate using the vector gain for linearity evaluation came from the paper by
Qui et. al. [53]. In that paper a GaN HEMTs were characterized for single tone AM­AM/AM­PM, two­
tone andmodulated waveforms at 31.5 GHz. In the paper the results between the three characterization
5A great candidate would be to use a wide­band gain block amplifier as a DUT. These are commonly used at the input and
output of the active load­pull setup. For example the ZVA­02443HP+ would offer a wide bandwidth to test the vector gain based
method.
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methods are compared. A linearity figure or merit is defined based on the single tone AM­AM that well
correlates with the EVMmeasurements using themodulated waveforms across different bias condition /
operation class (A, AB, B). A similar extension to the vector gain investigation was planned that included
variation of bias (i.e. different class of operation) in the analysis. Thereby, possibly also determining
an optimum bias condition (named ”balanced AB” in [53]) for a particular modulation. However, this
idea was left for future work as there was only limited availability to measure using the modulated wave
load­pull setup. It would not be possible to vary the bias much in the D­band measurements as here
the bias already had to be reduced to ensure compression within the power ranges of the frequency
extension modules.



4
16­term error calibration for

sub­Terahertz measurements
When moving towards on­wafer measurements in the sub­Terahertz range (100 GHz to 300 GHz),

the mechanical reduction of the waveguide to on­wafer co­planar environment, i.e. by the probes,
does not scale equally with the smaller wavelengths. This makes the radiation effects of on­wafer
measurements increasingly problematic when moving towards higher frequencies. In this chapter a
structured approach is described towards quantifying and removing through calibration the impedance
dependent cross­coupling occurring between probes.

4.1. Probe­to­probe cross­coupling
The quality of a calibration can be estimated by the worst case error boundmetric [5] and its distance

from the zero line. Figure 4.1 shows the worse case bound for three on­wafer calibration procedures:
SOLT calibration using ideal standard values (SOLT­IDEAL), SOLT calibration using the S­parameters
from the EM simulation (SOLT­EM) and TRL calibration. The test die that was used for this measure­
ment is the TSMC 28nm die as discussed in section 2.4 that which uses a capacitively loaded inverted
CPWs calibration kit [54].

Figure 4.1: The worst case error bound: maximum absolute deviation between true and measured S­parameters (after calibra­
tion) on the TSMC 28nm calibration die. Dashed lines show simulated lower bounds while solid lines show measured values
[55]

The solid lines in fig. 4.1 show the error bound of each calibration based on measured data. The
differences in performance is be explained by the required information of the standards used and how
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they can be extracted from EM simulation [8]. Aside from this difference the performance of the meth­
ods show a linear increase in error up to 120 GHz. After this point some interferometric error dominates
and a standing wave pattern is observed. It is assumed that this pattern is dominated by the cross­
coupling between the probes, an effect that has also been studied by Williams et. al. [11]. The focus
of this chapter is on calibration algorithms that can correct for this type of error made in a probe envi­
ronment where cross­coupling is present.

Probe­to­probe cross­coupling cannot be accurately captured using only the 8­term or 10/12­term
error models [9], [31]. Of these models only the 12­term error model contains terms for leakage. How­
ever, these leakage terms do not accurately represent a coupling effect as they are static, while the
coupling is dependent on the impedance of the DUT. An extended error model is required with ad­
ditional error terms that capture this DUT impedance dependent cross­coupling. This is done in the
16­term error model, the 2­port variant of the generalized multi­port error definition defined by R. Spe­
ciale [56] and shown in fig. 4.2. The model contains eight conventional error terms, shown by the 𝑒𝑥𝑦
terms with solid lines in fig. 4.2, and eight cross error terms, shown by the 𝑒𝑥𝑦 terms with dashed lines
in fig. 4.2.
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Figure 4.2: 16­term error model including all possible cross­terms (based of [9], [10], [31])

The terms 𝑒30 and 𝑒03 are the cross­terms that introduce leakage of energy independent of the
impedance of the DUT measured, similar to the two cross­terms present in the 12­term model. The
16­error term model has additional leakage paths that couple energy from one­port through the DUT
to the other port (i.e. 𝑎𝑜 → 𝑒20 → 𝑏2 → 𝑆22 → 𝑎2 → 𝑒32 → 𝑏3) and these leakage paths are not
captured in the 12­term model and related calibration procedures. Work by Liu et al. [57] showed that
the 𝑒21 and 𝑒12 leakage paths are primarily representing the over the air probe­to­probe cross­coupling.

The sixteen error terms can be found using several different calibration procedures requiring five
or four fully known calibration standards to be measured [9], [10], [58], [59]. However, when using a
conventional 16­term calibration the probe spacing must be kept constant during the calibration and fol­
lowing DUTmeasurements as the probe­to­probe cross­coupling is dependent on the spacing between
the probes. This means that each differently spaced DUT should have its own calibration kit, which
takes up costly space on an on­wafer or off­wafer calibration kit, i.e. an area of at least 4 times the DUT
with landing pads is needed for the 16­term calibration. This also makes it difficult to commercialize a
16­term calibration kit as they could only be used if the spacing matches that of the customers DUT.

Several publications have addressed this issue, including the ”calibration on the fly method” [10]
where the cross­coupling errors are described in a separate network parallel to the DUT, see fig. 4.3a.
In this ”calibration on the fly method” the system and probe errors are found using one­port short­open­
load (SOL) calibrations on both ports using an off­wafer calibration, then during a second on­wafer
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calibration the cross­coupling errors are found using a calibration kit with the same pitch as the to­
be­measured DUT. This method solves the problem of non­constant spacing during (multiple) DUT
measurements. However, the method still requires an on­wafer calibration structure for each DUT with
differently spaced landing pads. Ideally, the spacing dependent probe­to­probe cross­coupling terms
should be parameterized. In this way, the cross­coupling may be determined for several spacings
during an off­wafer calibration (preferably on a fused silica (FS) calibration kit to minimize the calibration
transfer error [60]) and then be applied for arbitrary probe­spacing during a large wafer measurement.
An publication by Williams et al. [11] showed a distance dependence in the cross­talk error terms, as
shown in the blue box of fig. 4.3b.

(a) Calibration on the fly error model proposed by Wu et. al. [10]
contains a parallel crosstalk error network that is obtained during
a second­tier calibration

(b) Magnitude of cross­coupling term across probe spacing from
Williams et. al. [11] showing a spacing dependence in the cross­
coupling terms (see blue box)

Figure 4.3: Examples in literature showing efforts to create 16­term calibration algorithms that can cope with different probe
spacing

The distance dependence shown by Williams et. al. could be used in a two­tier model having the
cross­coupling parametrized for different spacing. However, in their approach a multi­line TRL calibra­
tion was used to find the scattering parameters of the two­port calibration structures. This calibration
does not take into account cross coupling thereby losing the ability to resolve a spacing dependent
cross­talk. EM based calibration as done in [8] may offer the solution here. The scattering parame­
ters of the two­port calibration structures may be found in a 3D­EM simulation. After which they could
be used to find the 16­error terms for several probe­to­probe spacing to give a conclusive answer on
whether or not the 16­error term model may be parameterized for probe spacing.

4.2. Goal, research question & structure
The goal of the work described in this chapter is to investigate if a 16­term error model may be

parameterized for different probe­to­probe spacing. To do so first a 16­term calibration method needs
to be developed and validated its ability to resolve DUT dependent cross­coupling. Then it should be
shown that the 16 error terms may be split in those that are strictly non­spacing dependent and those
that are spacing dependent. Then a parameterized formulation of the 16­error terms may be developed
and tested for its ability to correct un­calibrated measurements for a probe­to­probe spacing that is not
included in the calibration. The research question associated to this chapter is formulated as followed:

How can a 16­term calibration algorithm be developed and validated to be used in a parameterized
form for correction of spacing dependent probe­to­probe cross­coupling?

In section 4.3 the mathematical formulation of the 16­term error model and its calibration procedure
is discussed. It is shown how the 16­terms may be found in a robust manner using singular value
decomposition. In section 4.4 the implementation of the 16­term calibration algorithm in MATLAB is
tested. For this tests calibration substrates are defined in Keysight ADS and are used in a simulated
measurement including VNA non­idealities and probe like cross­coupling. In section 4.5 this validation
is extended to a full 3D EM simulation of the standards in CST including probe models. In section 4.6 a
parameterized version of the 16­term error model is presented and a procedure is defined that allows
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for a probe­to­probe spacing interpolation of the error terms. This chapter concludes with recommen­
dations for future work.

4.3. Mathematical model formulation
In the 16­term calibration model the errors in the measurement are modeled by a 4 port error box

similar to that in an 8­term calibration however now including all possible leakage / cross­terms. By
taking enough measurements of known DUTs one can solve the terms of the 4 port error box. After
solving the 16 terms calibrated S­parameter measurements can be taken by correcting the measured
S­parameters (often noted as 𝑆𝑚) to obtain the actual S­parameters at the calibration reference plane
(simply noted as 𝑆 or 𝑆𝑎) signals using (the inverse of) the error box. The S­parameter notation of the
error model in fig. 4.2 takes the shape:

⎡
⎢
⎢
⎣

𝑏0
𝑏3
𝑏1
𝑏2

⎤
⎥
⎥
⎦
= 𝑆𝐸

⎡
⎢
⎢
⎣

𝑎0
𝑎3
𝑎1
𝑎2

⎤
⎥
⎥
⎦

(4.1)

𝑆𝐸 =
⎡
⎢
⎢
⎣

𝑒00 𝑒03 𝑒01 𝑒02
𝑒30 𝑒33 𝑒31 𝑒32
𝑒10 𝑒13 𝑒11 𝑒12
𝑒20 𝑒23 𝑒21 𝑒22

⎤
⎥
⎥
⎦
. (4.2)

Taking the measured and actual S­parameters as:

[𝑏0𝑏3] = 𝑆𝑚 [
𝑎0
𝑎3] 𝑆𝑚 = [

𝑆11𝑚 𝑆12𝑚
𝑆21𝑚 𝑆22𝑚] (4.3)

[𝑎1𝑎2] = 𝑆𝑎 [
𝑏1
𝑏2] 𝑆𝑎 = [

𝑆11𝑎 𝑆12𝑎
𝑆21𝑎 𝑆22𝑎] (4.4)

and then applying linear algebraic operations on eq. (4.1), eq. (4.4) and eq. (4.2) would result into an
equation combining 𝑆𝑎, 𝐸 and 𝑆𝑚 which is non­linear in the error terms making it difficult to solve for
the error terms using typical linear algebra [9]. If however the system of equations is setup using trans­
mission T­parameters1 the resulting system of equations is linear in the T­parameters. That system of
equations takes the shape [9]:

⎡
⎢
⎢
⎣

𝑏0
𝑏3
𝑎0
𝑎3

⎤
⎥
⎥
⎦
= 𝑇

⎡
⎢
⎢
⎣

𝑎1
𝑎2
𝑏1
𝑏2

⎤
⎥
⎥
⎦
, (4.5)

𝑇 = [ 𝑇1 𝑇2
𝑇3 𝑇4

] =
⎡
⎢
⎢
⎣

𝑡0 𝑡1 𝑡4 𝑡5
𝑡2 𝑡3 𝑡6 𝑡7
𝑡8 𝑡9 𝑡12 𝑡13
𝑡10 𝑡11 𝑡14 𝑡15

⎤
⎥
⎥
⎦
. (4.6)

One can see why the notation as in eq. (4.5) is beneficial to calibration because all the measured
waves are on the left hand side and scattered and incident waves of the DUTs are on the right hand
side. Making calibrated measurements of the DUT is therefore equal to applying the inverse of the 𝑇
matrix on the measured S­parameters 𝑆𝑚.

Corruption equation: 𝑆𝑚 = (𝑇1𝑆𝑎 + 𝑇2)(𝑇3𝑆𝑎 + 𝑇4)−1 (4.7)
Correction equation: 𝑆𝑎 = (𝑇1 − 𝑆𝑚𝑇3)−1(𝑆𝑚𝑇4 − 𝑇2) (4.8)

Calibration (linear­in­T) equation: 𝑇1𝑆𝑎 + 𝑇2 − 𝑆𝑚𝑇3𝑆𝑎 − 𝑆𝑚𝑇4 = 0 (4.9)

1One should be cautious when working with T­parameter notations instead of S­parameter notations. Across literature different
notation (orders) are used for the T­parameters. The notation in this work uses those used by D. Rytting [9], [31] and A. Ferrero
[32], [37]. These however differ from those for example used by D. Frickey [61] or MATLABs s2t(...) function.
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The linear­in­T equation eq. (4.9) is used to find the error terms of the 4­port transmission matrix. This
equation takes the shape of 𝐴𝑡𝑡𝑡 = 0 which is a homogeneous system of equations that can be solved
for 𝑡𝑡𝑡 using several algorithms. To show this, the linear­in­T equation can be expanded, resulting into
four equations for each 𝑆𝑚, 𝑆𝑎 measurement:

[𝑡0 𝑡1
𝑡2 𝑡3] [

𝑆11𝑎 𝑆12𝑎
𝑆21𝑎 𝑆22𝑎] + [

𝑡4 𝑡5
𝑡6 𝑡7] − [

𝑆11𝑚 𝑆12𝑚
𝑆21𝑚 𝑆22𝑚] [

𝑡8 𝑡9
𝑡10 𝑡11] [

𝑆11𝑎 𝑆12𝑎
𝑆21𝑎 𝑆22𝑎] − [

𝑆11𝑚 𝑆12𝑚
𝑆21𝑚 𝑆22𝑚] [

𝑡12 𝑡13
𝑡14 𝑡15] = 0 (4.10)

𝑆11𝑎𝑡0 + 𝑆21𝑎𝑡1 + 𝑡4 − 𝑆11𝑎𝑆11𝑚𝑡8 − 𝑆21𝑎𝑆11𝑚𝑡9 − 𝑆11𝑎𝑆12𝑚𝑡10 − 𝑆21𝑎𝑆12𝑚𝑡11 − 𝑆11𝑚𝑡12 − 𝑆12𝑚𝑡14 = 0
𝑆11𝑎𝑡2 + 𝑆21𝑎𝑡3 + 𝑡6 − 𝑆11𝑎𝑆21𝑚𝑡8 − 𝑆21𝑎𝑆21𝑚𝑡9 − 𝑆11𝑎𝑆22𝑚𝑡10 − 𝑆21𝑎𝑆22𝑚𝑡11 − 𝑆21𝑚𝑡12 − 𝑆22𝑚𝑡14 = 0
𝑆12𝑎𝑡0 + 𝑆22𝑎𝑡1 + 𝑡5 − 𝑆12𝑎𝑆11𝑚𝑡8 − 𝑆22𝑎𝑆11𝑚𝑡9 − 𝑆12𝑎𝑆12𝑚𝑡10 − 𝑆22𝑎𝑆12𝑚𝑡11 − 𝑆11𝑚𝑡13 − 𝑆12𝑚𝑡15 = 0
𝑆12𝑎𝑡2 + 𝑆22𝑎𝑡3 + 𝑡7 − 𝑆12𝑎𝑆21𝑚𝑡8 − 𝑆22𝑎𝑆21𝑚𝑡9 − 𝑆12𝑎𝑆22𝑚𝑡10 − 𝑆22𝑎𝑆22𝑚𝑡11 − 𝑆21𝑚𝑡13 − 𝑆22𝑚𝑡15 = 0

(4.11)

For each measurement a homogeneous system of equations can be setup with four equations and
16 unknowns:

𝐴𝑡𝑡𝑡 = 0 (4.12)

𝐴{4×16} =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑆11𝑎 𝑆21𝑎 0 0 1 0 0 0 −𝑆11𝑎𝑆11𝑚 −𝑆21𝑎𝑆11𝑚 −𝑆11𝑎𝑆12𝑚 −𝑆21𝑎𝑆12𝑚 −𝑆11𝑚 0 −𝑆12𝑚 0

0 0 𝑆11𝑎 𝑆21𝑎 0 0 1 0 −𝑆11𝑎𝑆21𝑚 −𝑆21𝑎𝑆21𝑚 −𝑆11𝑎𝑆22𝑚 −𝑆21𝑎𝑆22𝑚 −𝑆21𝑚 0 −𝑆22𝑚 0

𝑆12𝑎 𝑆22𝑎 0 0 0 1 0 0 −𝑆12𝑎𝑆11𝑚 −𝑆22𝑎𝑆11𝑚 −𝑆12𝑎𝑆12𝑚 −𝑆22𝑎𝑆12𝑚 0 −𝑆11𝑚 0 −𝑆12𝑚

0 0 𝑆12𝑎 𝑆22𝑎 0 0 0 1 −𝑆12𝑎𝑆21𝑚 −𝑆22𝑎𝑆21𝑚 −𝑆12𝑎𝑆22𝑚 −𝑆22𝑎𝑆22𝑚 0 −𝑆21𝑚 0 −𝑆22𝑚

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(4.13)

𝑡𝑡𝑡 = [𝑡0 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 𝑡7 𝑡8 𝑡9 𝑡10 𝑡11 𝑡12 𝑡13 𝑡14 𝑡15]
𝑇 (4.14)

When 𝐾 standards are measured the 𝐴 matrices can simply be stacked:

𝐴[𝐾⋅4×16] =
⎡
⎢
⎢
⎢
⎣

𝐴1[4×16]
𝐴2[4×16]

⋮
𝐴𝑘[4×16]

⎤
⎥
⎥
⎥
⎦

(4.15)

To calibrate for 16­error terms at least four standards need to be measured, resulting into 16 equations
with 16 unknowns (𝑚 = 𝑛). Without further assumptions about symmetry in the error network at least
five (fully­known) standards need to be used [10], [58] to solve the system of equations. Singularities
may make the in the model unsolvable when less standards are used and the system is not symmetric.
By using a fifth standard, the redundancy results into a solvable system of equations in which the
number of equations is larger than the number of unknowns (𝑚 > 𝑛) [58]. At least one standard needs
to have a finite and known transmission, a thru (T) and the other standards are a combination of double­
one­port standards, load (L), short (S) or open (O). In case five standards are used the set of standard
consists of a two­port standard T and four double­one­port standards L­L, X­X, L­X and X­L, where X
is either a short or an open [58], [59].

4.3.1. Singular Value Decomposition
There are several methods to solve the homogeneous system of equations 𝐴 ⋅ 𝑡𝑡𝑡 = 0. The paper

by Butler et. al. [9] mentions two; direct­inversion and singular value decompostion (SVD) to solve the
system. According to the authors, direct­inversion did not provide satisfactory results on real measure­
ments likely due to singularities and SVD being the better solution because it solves the system in a
least squares sense providing the best approximation of the error model. Other least squares based
methods may be used, such as a orthogonal distance regression algorithm used in [11]. Initial results
with SVD were promising, therefore this method was used in this work.

SVD is applied here to find the null space of the system 𝐴 ⋅ 𝑥𝑥𝑥 = 0, i.e. the basis for 𝑥 that makes
𝐴 times 𝑥 equal to zero. Since only ratio measurements are used in the VNA measurements 𝑡 can be
simply any vector in the null space, including the null space vector itself. The proof of finding the null
space using SVD can be found in [62].
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The principle behind SVD is that any (𝑚×𝑛) matrix can be decomposed into three matrices regard­
less of its singularities2:

𝐴 = 𝑈Σ𝑉𝑇 (4.16)

where 𝑈 is an orthogonal𝑚×𝑛 matrix, Σ = [𝑑𝑖𝑎𝑔(𝜎𝑗)] is a diagonal 𝑛×𝑛 matrix with singular values 𝜎𝑗
on the diagonal, and 𝑉𝑇 is an orthogonal𝑚×𝑛matrix. The last columns 𝑗 in Σ for which 𝜎𝑗 is zero corre­
spond to the rows in 𝑉 (or columns in 𝑉𝑇) that span the null space of 𝐴. In real measurements however
none of the 𝜎𝑗 values will be exactly zero. According to [9] the value of the smallest 𝜎𝑗 corresponds
approximately to the level of noise and systematic errors in the system, allowing for checking the quality
of the solution after the calibration. As none of the values in Σ will be zero, simply the last column of 𝑉𝑇
may be used as the null space for 𝐴, granted that if the last 𝜎𝑗 (the smallest) is much greater than zero
the quality of the calibration will not be good. As mentioned, only ratio measurements are considered
in a VNA measurement therefore the last column of 𝑉𝑇 = [𝑣𝑣𝑣𝑇1 , ..., 𝑣𝑣𝑣𝑇16] can simply be used as a solution
for 𝑡:

𝑡𝑡𝑡 = 𝑣𝑣𝑣16 (4.17)

4.3.2. Switch term correction
In a two­port measurement the VNA excites and measures the forward direction (port­1 to port­2)

and reverse direction (port­2 to port­1) separately. The direction is determined by an internal (imper­
fect) switch, that terminates the non­excited port with an imperfect match. This imperfect match causes
the waves 𝑎3 and 𝑎′0 to be non­zero when exited in the forward and reverse direction respectively. The
apostrophe (′) indicates the waves in the model of fig. 4.4 when excited in the reverse direction.

In the 10/12­term calibration method the correction for the effect of the non­perfect VNA switch are
embedded inside the port­1/2 reverse/forward match terms (𝑒′11 and 𝑒22, also known as 𝐸′𝐿 and 𝐸″𝐿 ) and
transmission tracking terms (𝑒10𝑒32 and 𝑒′23𝑒′01, also written as 𝐸′𝑇 and 𝐸″𝑇). This is not the case for the
8­term or 16­term calibration method and therefore the raw measured S­parameters need to be pre­
corrected prior to calibration (or DUT correction). This can be done by once measuring the reflection
coefficients of the switch in the forward direction (Γ2) and once in the reverse direction (Γ1) given the
switch is stable throughout the measurement [63]:

Γ2 =
𝑎3
𝑏3 Γ1 =

𝑎′0
𝑏′0
. (4.18)

Forward: Reverse:
𝑏0 = 𝑆11𝑚𝑎0 + 𝑆12𝑚𝑎3 𝑏′0 = 𝑆11𝑚𝑎′0 + 𝑆12𝑚𝑎′3
𝑏3 = 𝑆21𝑚𝑎0 + 𝑆22𝑚𝑎3 𝑏′3 = 𝑆21𝑚𝑎′0 + 𝑆22𝑚𝑎′3

Error Adapter
DUT

forward

reverse

imperfect switchsource

Figure 4.4: In a two­port VNA measurement the forward and reverse directions are measured separately while the opposite port
is terminated by an imperfect switch (based of [31]).

2rows or columns in 𝐴 that are (nearly) zero making 𝐴 non­invertable
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These two ratios can be measured once during calibration using a DUT with a non­zero transmis­
sion (i.e. a thru or a line) and then used to remove the effects of the switch during all succeeding
measurements. Correcting for the switch terms may be done as followed:

𝑆11𝑚 =
𝑆11𝑟 − 𝑆12𝑟𝑆21𝑟Γ2

𝑑
𝑆21𝑚 =

𝑆21𝑟 − 𝑆22𝑟𝑆21𝑟Γ2
𝑑

𝑆12𝑚 =
𝑆12𝑟 − 𝑆11𝑟𝑆12𝑟Γ1

𝑑
𝑆22𝑚 =

𝑆22𝑟 − 𝑆21𝑟𝑆12𝑟Γ1
𝑑

𝑑 = 1 − 𝑆21𝑟𝑆12𝑟Γ1Γ2

(4.19)

where 𝑆11𝑟 =
𝑏0
𝑎0
, 𝑆12𝑟 =

𝑏′0
𝑎′3
, 𝑆21𝑟 =

𝑏3
𝑎0

and 𝑆22𝑟 =
𝑏′3
𝑎′3

are ’raw’ ratio measurements of the waves in
forward and reverse direction.

4.4. Simulated VNA measurements in ADS
The 16­term calibration approach using SVD is validated using s­parameter simulations in ADS.

Corrupted measurements of the standards are taken using a simulation model of a non­ideal VNA. Mo­
mentum EM simulated calibration standards and verification structures are used to test the calibration.
The simulations are imported into MATLAB where the calibration and correction steps are performed.

4.4.1. Substrate standards
The two­port calibration structures for the 16­term calibration shown in fig. 4.5 were made in ADS on

a 400𝜇𝑚 Alumina substrate (𝜖𝑟 = 9.9) using 4.2𝜇𝑚 thick gold conductors (4 ⋅ 107𝑆/𝑚). The structures
are suitable for Ground­Signal­Ground (GSG) probes and are simulated individually for a 100𝜇𝑚 pitch
probes using six ’direct’ S­parameter feed ports. The structures include standard SOLT structures:
Short­Short (S­S), Open­Open (O­O), Match­Match (M­M) and Thru (T), two hybrid structures Short­
Match (S­M) and Match­Short (M­S) and a 400 𝜇𝑚 verification line (LINE1). A Momentum Microwave
simulation was done to generate the two­port S­parameters of the structures.

Figure 4.5: GSG 100 𝜇𝑚 pitch CPW calibration structures in ADS for validation the 16­term calibration algorithms. Structures
include f.l.t.r. short­short (SS), load­load (LL), open­open (OO), thru (T) and load­short (LS), short­load (SL) and a 400𝜇𝑚
verification line. Blue markers indicate probe/excitation locations, green areas in­between the probes is resistive layer (50 𝑛𝑚
thick)

The S­parameters of the structures were simulated from 1 GHz to 100 GHz, however above 90
GHz the results are unphysical and non­passive. The simulations are therefore only used up to 80
GHz and are shown in fig. 4.6 and fig. 4.7. All standards apart from the thru have a non­zero 𝑆12
and 𝑆21 indicating that some cross­coupling between the ports is taking place, especially at the higher
frequencies. The thru itself has a loss of less than 2 dB at 80 GHz.
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Figure 4.6: EM simulated S­parameters of the two­port (SOLT) calibration structures
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Figure 4.7: EM simulated S­parameters of the two hybrid two­port calibration structures (MS&SM)
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Figure 4.8: EM simulated S­parameters of the 400 𝜇𝑚 verification­line
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4.4.2. Non­ideal VNA circuit
The ADS schematic of the non­ideal VNA is shown in fig. 4.9. The model includes different line

lengths and attenuations for the connections between the ports and the couplers (ATTEN1/ATTEN2
and TL4/TL5), slightly different couplers (COUP1/COUP2) and an unbalance in the a­wave and b­
wave paths (TL2/TL3/TL6/TL7). The effects of the imperfect switch are modelled in the impedance
of the tone sources (PORT1 and PORT2). The model is simulated in a Harmonic Balance simulation
operating at only the fundamental tone with 𝑃 = −5 dBm.

To simulate the behaviour of a real VNA the power is first excited from port 1 and then port 2. During
excitement from one port, the source impedance of that port is set to 50Ωwhile the other port has a non­
matched condition, 16.35+13.4𝑗 Ω for port­1 when measuring in reverse direction and 19.87−21.30𝑗 Ω
for port­2 when measuring in forward direction. These impedances were chosen arbitrarily and other
values showed no difference in the results.
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Figure 4.9: Schematic of the non­ideal VNA used for making corrupted measurements of the EM simulated standards. The
model includes several non­idealities such as non­equal path lengths and attenuation for port­1 and port­2 and different length
a­wave and b­wave paths.

4.4.3. Line verification
To validate the 16­term calibration algorithm, corrupted measurements of the standards and the

verification line are taken using the non­ideal VNA. To emulate probe cross­coupling a coupled trans­
mission line is added, between the non­ideal VNA and the DUTs. Figure 4.10 shows the setup including
the CLIN element. The measurements of the five standards needed for calibration (M­M, S­S, M­S,
S­M, T) are exported as Touchstone ’.s2p’ files and loaded into MATLAB. To correct for the switching
terms the Γ1 and Γ2 are also exported using the Thru as the transmissive device. In MATLAB the values
of the 𝑇­error matrix are found using SVD and then used to correct the measurement of the verification
line using eq. (4.8).
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2_Non_ideal_VNA

Ze=62.4 Ohm
Zo=32.4 Ohm
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Figure 4.10: A coupled transmission line element is used in simulation to emulate probe­to­probe cross­coupling.
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Figure 4.11 shows the S­parameters after first performing the switch term correction and then ap­
plying the 10­term and 16­term calibration. The line is perfectly reciprocal and therefore 𝑆11 = 𝑆22 and
𝑆21 = 𝑆12. As can be seen, the 16­term correction is able to provide an one­to­one correction of the
line whereas the 10­term calibration is not.
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Figure 4.11: Corrected S­parameters of the verification line using the 16­term error correction algorithm. Since the line is perfectly
reciprocal 𝑆11 = 𝑆22 and 𝑆21 = 𝑆12

4.4.4. Comparison with 10/12­term SOLT calibration and error bound
The previous section showed that the 16­term calibration algorithm is able to correct measurements

of a verification line taken with probe­like cross­coupling. However, the cross­coupling effects are
dependent on the 𝑆­parameters of the DUT. Therefore it should be checked if the algorithm is able to
accurately correct for 𝑆­parameters across the Smith chart. In this section the 𝑆­parameter depending
performance of the algorithm is compared with that of an 10/12­term SOLT calibration. To test the
performance of the three algorithms the whole Smith chart is sampled by sweeping the S­parameters
of the DUT. Four sweeps were made, one for each of the four scattering parameters as shown in
table 4.1 while the other variables were set to a non­zero value. The graphs in fig. 4.12 on the next
page show the results of the 12­term SOLT calibration and the 16­term calibration from 40 GHz to 45
GHz.

Table 4.1: To test the correction capability of the 16­term error calibration algorithm S­parameters of the DUT are swept across
the Smith chart. Each S­parameter was individually swept, keeping the other four constant.

Sweep 1 Sweep 2 Sweep 3 Sweep 4

𝑆11 𝑟 ⋅ 𝑒−𝑗𝜙 0.1 + 0.1𝑗 0.1 + 0.1𝑗 0.1 + 0.1𝑗
𝑆12 0.2 − 0.2𝑗 𝑟 ⋅ 𝑒−𝑗𝜙 0.2 − 0.2𝑗 0.2 − 0.2𝑗
𝑆21 0.3 + 0.3𝑗 0.3 + 0.3𝑗 𝑟 ⋅ 𝑒−𝑗𝜙 0.3 + 0.3𝑗
𝑆22 0.4 − 0.4𝑗 0.4 − 0.4𝑗 0.4 − 0.4𝑗 𝑟 ⋅ 𝑒−𝑗𝜙

Parameter sweep:
𝑟 0, 0.15, 0.3, 0.45, 0.60, 0.75, 0.9
Φ 0∘, 30∘, 60∘, 120∘, 150∘, 180∘, 210∘, 240∘, 270∘, 300∘, 330∘

The graphs of fig. 4.12 show that the 12­term SOLT algorithm is not able to correctly resolve the
𝑆­parameters of the DUT in case probe­to­probe like cross­coupling is present. The inclusion of the
two cross­terms in the 12­term model is therefore not enough to correct for probe­to­probe coupling.
Because of the frequency dependency in the cross­coupling the impedances of the 12­term correction
rotates around the correct values. Moreover it can be seen that the 12­term algorithm performs worse
for 𝑆­parameters away from the center of the Smith chart and for the 𝑆21 and 𝑆12 parameters. The
16­term calibration algorithm is able to provide a one­to­one correction across the Smith chart.
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(a) Swept 𝑆11 corrected using 12­term SOLT calibration (b) Swept 𝑆11 corrected using 16­term SVD calibration

(c) Swept 𝑆12 corrected using 12­term SOLT calibration (d) Swept 𝑆12 corrected using 16­term SVD calibration

(e) Swept 𝑆21 corrected using 12­term SOLT calibration (f) Swept 𝑆21 corrected using 16­term SVD calibration

(g) Swept 𝑆22 corrected using 12­term SOLT calibration (h) Swept 𝑆22 corrected using 16­term SVD calibration

Figure 4.12: Swept two­port S­parameters corrected by 12­term and 16­term calibrations between 40 GHz and 45 GHz
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To qualitatively compare the calibration algorithms the worst case error bound is calculated as fol­
lowed [5]:

𝑊𝐶𝐵(𝑓) = 𝑚𝑎𝑥|𝑆′𝑖𝑗(𝑓) − 𝑆𝑖𝑗(𝑓)| (4.20)

where 𝑆′ is the actual point on the Smith chart and 𝑆 is the point after corruption and calibration. Fig­
ure 4.13 shows a comparison of the worst case bound of a 10­term SOLT, 12­term SOLT and the
16­term calibration. What can be seen is that the 10/12­term SOLT calibrations show a standing wave
pattern while the 16­term calibration does not. The worst case error for the 16­term calibration is ­60
dB or 1⋅10−6 which is expected from the numerical precision in the SVD computation and the precision
when exporting the Touchstone files from ADS to MATLAB. This is accurate enough to allow for use in
a real on­wafer measurement.
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Figure 4.13: Worst case error bound across the Smith chart for 10­term SOLT, 12­term SOLT and the 16­term
calibration.

4.5. Probe­to­probe cross­coupling 3D EM simulations
The previous section used coupled transmission lines to simulate probe­to­probe like cross­coupling

in VNA measurements. It was shown that the 16­term error calibration is able to resolve this DUT
impedance dependent cross­coupling. In this section the analysis is extended towards a full 3D EM
simulation of the calibration and DUT structures in CST including models of the probe tips. Two sets of
simulation models were used, one set with just the FS standards shown in fig. 4.14a and one set with
the standards and probe tip models as shown in fig. 4.14a.

(a) CST model of FS short­load standard (b) CST model of FS short­load standard with probe tips

Figure 4.14: CST models of FS standards previously made for EM based calibration [55]
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The models of the standards and probes that were used are parametrized models that were pre­
viously designed and used for EM based calibration [55]. To investigate the probe­to­probe cross­
coupling effect the probe spacing 𝑑 is varied from 60 𝑢𝑚 to 220 𝑢𝑚 in the simulations. Figure 4.15
shows the definitions of the dimensions in the standards and verification DUTs used. Several simu­
lation runs were performed with different standards, different spacing, with and without probes. The
parameters and simulated standards in these the simulations are shown in table 4.2.

 

STD

 
waveguide 

excitation plane

probe landing 
location

calibration 
reference plane

 

Figure 4.15: Dimension definition of the CST CPW structures with standards.

Table 4.2: Dimensions of the simulated calibration standards.

Property Unit

Probe pitch 𝑝 100 𝜇𝑚
Probe spacing 𝑑 60, 100, 140, 180, 220 𝜇𝑚
CPW spacing 𝑤𝑐𝑝𝑤 5.56 𝜇𝑚
Structures SS, OO, LL, T, LS, SL

Two types of structures were used to verify the 16­term calibration algorithm and compare its per­
formance with the 10/12­term algorithms. The first structure is a mismatched load­load (LL) with an
impedance of 25Ω and the second is a line/thru. Both are simulated for different CPW spacings, re­
sulting in a different characteristic impedances. table 4.3 shows an overview of the parameters of the
verification structures that were used.

Table 4.3: Dimensions of the simulated verification structures.

Property Unit

Probe pitch 𝑝 100 𝜇𝑚
Probe spacing 𝑑 60, 100, 140, 180, 220 𝜇𝑚
CPW spacing 𝑤𝑐𝑝𝑤 0.319, 1.308, 5.56, 15.45, 47 𝜇𝑚
Characteristic impedance 𝑍0 15Ω, 30Ω, 50Ω, 70Ω, 100Ω 𝜇𝑚
Structures LL (25Ω), T
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4.5.1. Probe­to­probe cross­coupling in 3D EM simulations.
The 𝑆12/𝑆21 parameters of the un­calibrated simulations of the standards with probes are compared

across the different probe spacings to see if a spacing dependent probe­to­probe coupling can be
observed. Figure 4.16 shows the un­calibrated simulations of the SS, OO, LL, and SL standards.
As the 3D models are fully symmetric the 𝑆12 and 𝑆21 are equal and the short­load is identical to the
short­load in 𝑆12 and 𝑆21.
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Figure 4.16: 𝑆21 and 𝑆12 of un­calibrated SS, OO, LL and LS standards simulated with probes for different spacings

The spacing dependent probe­to­probe coupling can be observed the graphs of fig. 4.16 as the 𝑆12
and 𝑆21 vary with the different probe spacings. This variation is however more pronounced in the SS
and LS standards than in the LL and OO standards. The SS and LS show a clear trend where the
𝑆12 and 𝑆21 decreases with an increase in spacing. The LL and OO do vary for the different spacings,
but are not consistent. In this work the combination of the standards SS­LL­LS­SL­T are used in the
16­term calibration to find the error terms. Future research may include an investigation if a difference
in calibration quality can be observed if other standards were used (like the OO) that show less probe­
to­probe cross­coupling.

4.5.2. Improvement over 10/12­term calibration using spacing
dependent calibration

The 16­term calibration requires more standards to be measured during the calibration than the 10
or 12­term calibration algorithms. In addition, the standards also take up more space on an on­wafer or
off­wafer calibration kit and could be more expensive to use. It is therefore investigated if in which cases
the 16­term calibration algorithm shows significant improvement over the 10/12­term SOLT algorithm.
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Figure 4.17 shows the 10, 12 and 16­term correction of the mismatched (25Ω) LL with a charac­
teristic impedance of 𝑍0 = 30Ω for a probe spacing of 140 𝜇𝑚. As can be seen, all three calibration
algorithms are able to get relatively close matching values on 𝑆11 and 𝑆22. On the 𝑆12 and 𝑆21 pa­
rameters the 10 and 12­term algorithms show ripples that do not correspond to trend seen in the EM
simulation of the structure. However, since the 𝑆12 and 𝑆21 have low values for this structure this does
not significantly impact the performance. The 16­term algorithm follows the actual trend of the EM sim­
ulation of the structure in the 𝑆12 and 𝑆21. However, it does not show an exact one­one­one match as
was seen in ADS simulations of the previous section. This is due to the excitation of the CPW structure
is slightly different when excited directly with the waveguide ports in the simulation without the probes
as opposed to when the structure is excited with the probes.
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Figure 4.17: Corrected S­parameters of the (reciprocal) verification line using the 16­term error correction algorithm.

A better performance indicator is the worst case error bound, these are shown for the individual
(spacing dependent) calibrations on all five spacings in fig. 4.18 for the mismatched (25Ω) LL with a
characteristic impedance of 𝑍0 = 30Ω. Here the same behaviour is seen; for this structure the 16­term
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(a) 60𝜇𝑚 spacing
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(b) 100𝜇𝑚 spacing
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(c) 140𝜇𝑚 spacing
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(d) 180𝜇𝑚 spacing
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(e) 220𝜇𝑚 spacing

Figure 4.18: Worst case error bounds for the different probe­to­probe spacings for the mismatched (25Ω) load­load with 𝑍0 =
30Ω. Individual calibrations are used for each different spacing.
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calibration algorithm does not provide a significant improvement over the 10 or 12­term calibration
algorithms.

Figure 4.19 shows the 10, 12 and 16­term correction of the through line with a characteristic impedance
of 𝑍0 = 30Ω for a probe spacing of 140 𝜇𝑚. For this structure a significant improvement can be seen
for from using the 16­term calibration algorithm as opposed to the 10 or 12­term algorithms. All three
algorithms are able to closely correct the line for the 𝑆11 and 𝑆22 however the 10 and 12­term algorithms
make a significant error on the 𝑆12 and 𝑆21 showing a ripple in the correction which is as expected from
a frequency dependent coupling. This result is confirmed by the worst case error bounds shown in
fig. 4.20. For each of different probe spacings the 10 or 12­term calibrations make unacceptable high
errors, while error of the 16­term calibration algorithm remains constant.
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Figure 4.19: Corrected S­parameters of the verification line using the 16­term error correction algorithm

This result confirms what was previously seen in section 4.4.4 where the performance of the 10/12­
term algorithm is depending on the S­parameters of the DUT when probe­to­probe coupling is present.
For the 10/12­term algorithm the performance is better closer to the center of the Smith chart, and better
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(a) 60𝜇𝑚 spacing
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(b) 100𝜇𝑚 spacing
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(c) 140𝜇𝑚 spacing
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(d) 180𝜇𝑚 spacing
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(e) 220𝜇𝑚 spacing

Figure 4.20: Worst case error bounds for the different probe­to­probe spacings for the mismatched (25Ω) LL with a characteristic
impedance of 𝑍0 = 30Ω
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for the 𝑆11/𝑆22 than 𝑆12/𝑆21. This explains why the 10/12­term algorithm still has a good performance
for the mismatched LL but not for the line. The performance of the 16­term calibration algorithm is
independent of the S­parameters of the DUT under probe­to­probe coupling.

4.5.3. Improvement over 10/12­term calibration using fixed spacing calibration
Another test was performed to see if the extra error terms in the 16­term algorithm offer an advantage

when the probe­to­probe distance has to be changed during an on­wafer measurement. This could
for example happen when the DUT has a (slightly) different spacing than the (off­wafer) calibration kit.
The worst case bound is again evaluated on the mismatched 25Ω LL, however this time the error terms
from the 140𝜇𝑚 calibration are used for all the spacings. In other words, a fixed spacing calibration is
performed that is used on a structures with different spacing. For this test the line verification structure is
not used as the 16­term algorithm already showed significant improvement for this structure as opposed
to the 10/12­term calibrations.

Figure 4.21 shows the result in the worst­case error bound when using the error terms of the 140 𝜇𝑚
calibration to correct the mismatched 25Ω LL with 𝑍0 = 30Ω for the 60𝜇𝑚, 100𝜇𝑚, 180𝜇𝑚 and 220𝜇𝑚
spacings. To illustrate the performance degradation, the error bound for the spacing dependent cali­
brations (those of fig. 4.18) are shown in dashed lines. A slight performance increase is seen for the
closest spacing of 60 𝜇𝑚 when using the fixed 16­term calibration over a fixed 10/12­term calibration.
For the other spacing, the difference in the error bound is similar when using either a spacing dependent
10­, 12­ or 16­term calibration or the fixed spacing calibrations.
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(a) 60𝜇𝑚 spacing (using 140𝜇𝑚 error terms)
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(b) 100𝜇𝑚 spacing (using 140𝜇𝑚 error terms)
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(c) 180𝜇𝑚 spacing (using 140𝜇𝑚 error terms)
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(d) 220𝜇𝑚 spacing (using 140𝜇𝑚 error terms)

Figure 4.21: Worst case error bounds for the 60𝜇𝑚, 100𝜇𝑚, 180𝜇𝑚 and 220𝜇𝑚 probe­to­probe spacings on the
mismatched (25Ω) LL with 𝑍0 = 30Ω when using the error terms of the 140𝜇𝑚 calibration. The dashed lines show
the performance when using a spacing dependent calibration (identical to fig. 4.18)

4.6. Parameterized 16­error terms
The previous sections showed that the 16­term calibration algorithm could offer better performance

for on­wafer measurements that are influenced by probe­to­probe cross­coupling, especially for a trans­
missive DUT. In addition, the 16­term calibration algorithm showed better performance when the probe­
to­probe spacing is changed (slightly) after calibration, for example deliberately when one of the DUTs
has a different spacing than what was calibrated. This section describes the investigation into a form
of the 16­term algorithm that allows for parameterization of (some of) the error terms with respect to
probe­to­probe spacing.



4.6. Parameterized 16­error terms 61

In order to arrive at a parameterized form of the 16­term calibration algorithm a closer look needs
to be taken into the actual error terms. Keeping in mind that for the 16­term calibration these still
represent a (not strictly passive) 4­port S­parameter network that corrupts measurements taken of the
DUT. Ideally, the 16­terms are split up into two parts; one non­changing with probe spacing (fixed) and
one changing with probe spacing (dynamic).

4.6.1. Split 16­term error model
In the original, non­parameterized 16­term error model (shown in fig. 4.2) the 16 error terms are

described in a single 4­port S­parameter matrix:

𝑆𝐸 =
⎡
⎢
⎢
⎣

𝑒00 𝑒03 𝑒01 𝑒02
𝑒30 𝑒33 𝑒31 𝑒32
𝑒10 𝑒13 𝑒11 𝑒12
𝑒20 𝑒23 𝑒21 𝑒22

⎤
⎥
⎥
⎦

(4.21)

which can be found by applying the four port S­parameter to T­parameter transformation described in
[57]. For the parameterized 16­error terms it is assumed that the error model takes the shape of two
cascaded four­port S­parameter networks as shown in fig. 4.22.
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Figure 4.22: For the parameterized version of the 16­term error model the original four­port error matrix is split into a cascade of
two four­port networks; one static with no cross/leakage terms and one with dynamic containing the cross/leakage terms.

The first four­port S­parameter network contains the static portion of the error terms, those that do
not vary with different probe­to­probe spacing. This network does not include any cross­terms or leak­
age terms. The second four­port S­parameter network contains the dynamic portion of the error terms,
those that do vary with different probe­to­probe spacing. This network includes the eight cross­terms
and four terms equal to unity to achieve a transmissive behaviour of the network.

The static error termsmay be considered similar to the terms in the 8­term error model. However, an
8­term calibration would not necessarily give the same 8­error terms as with this split 16­term method.
When an 8­term calibration is performed on a system where energy is coupled or leaked between ports,
some of this energy will contribute to the 8­terms even though the model does not accurately capture
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the effects. In this split 16­term approach the 8­terms of the static model are assumed to be the re­
mainder of the error terms in case there is no coupling or leakage in the system.

Mathematically the two four­port S­parameter networks take the shapes:

𝐸𝑠𝑡𝑎𝑡𝑖𝑐 =
⎡
⎢
⎢
⎣

𝑒′00 0 𝑒′01 0
0 𝑒′33 0 𝑒′32
𝑒′10 0 𝑒′11 0
0 𝑒′23 0 𝑒′22

⎤
⎥
⎥
⎦

𝐸𝑑𝑦𝑛𝑎𝑚𝑖𝑐 =
⎡
⎢
⎢
⎣

0 𝑒′03 1 𝑒′02
𝑒′30 0 𝑒′31 1
1 𝑒′13 0 𝑒′12
𝑒′31 1 𝑒′21 0

⎤
⎥
⎥
⎦

(4.22)

The calibration approach proposed here assumes that the static error terms may be extracted from
one 16­term calibration, i.e. the nominal spacing calibration, and that these do not vary (significantly) for
the other spacings. Then for each spacing there is a set of dynamic terms that represents the coupling
and leakage present for that spacing. So when a correction is applied to a measurement, the static er­
ror terms are combined with the dynamic error terms according to the spacing used in themeasurement.

The next step is to split the 16­error terms into two four­port networks; one with eight non­zero terms
and 8 zero terms, and one with eight non­zero terms, four zero terms and four terms equal to unity.
Figure 4.23 shows the magnitude of the 16­error terms for each of the different probe­to­probe spacing.
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Figure 4.23: Magnitude of the 16­error terms for each of the different probe­to­probe spacing
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As indicated in the fig. 4.23, eight of the sixteen error terms are (almost) constant against the different
probe­to­probe spacing. As these do not seem to vary across the spacing, their values at the nominal
spacing (140 𝜇𝑚) are taken for the static error terms:

𝐸𝑠𝑡𝑎𝑡𝑖𝑐 =
⎡
⎢
⎢
⎣

𝑒′00 0 𝑒′01 0
0 𝑒′33 0 𝑒′32
𝑒′10 0 𝑒′11 0
0 𝑒′23 0 𝑒′22

⎤
⎥
⎥
⎦
=
⎡
⎢
⎢
⎣

𝑒00 0 𝑒01 0
0 𝑒33 0 𝑒32
𝑒10 0 𝑒11 0
0 𝑒23 0 𝑒22

⎤
⎥
⎥
⎦

𝑎𝑡 140 𝜇𝑚 (4.23)

The dynamic error terms for each of the different spacing are found using the T­parameter notation.
This is advantageous because in the T­parameter notation the cascade of the two four­port networks
is a multiplication:

𝑇16 = 𝑇𝑠𝑡𝑎𝑡𝑖𝑐 ⋅ 𝑇𝑑𝑦𝑛𝑎𝑚𝑖𝑐 . (4.24)

To find the dynamic error terms first the static error terms are transformed to the T­parameter notation
(𝐸𝑠𝑡𝑎𝑡𝑖𝑐 → 𝑇𝑠𝑡𝑎𝑡𝑖𝑐). Then the 16 dynamic error terms are found by applying the (pseudo­)inverse:

𝑇𝑑𝑦𝑛𝑎𝑚𝑖𝑐 = (𝑇𝑠𝑡𝑎𝑡𝑖𝑐)
−1 ⋅ 𝑇16. (4.25)

The resulting dynamic error terms in T­parameter notation may then be transformed to S­parameter
notation (𝑇𝑑𝑦𝑛𝑎𝑚𝑖𝑐 → 𝐸𝑑𝑦𝑛𝑎𝑚𝑖𝑐) to check the results. These are shown in fig. 4.24. As indicated in
the figure, the resulting sixteen error terms of this four­port S­parameter matrix has the right shape as
defined for 𝐸𝑑𝑦𝑛𝑎𝑚𝑖𝑐 in eq. (4.22). The entries on the primary diagonal (top­left to bottom­right) are
all close to zero, there are four values approximately equal to unity corresponding and there are eight
non­zero values varying with spacing.

The entries on the secondary diagonal (bottom­left to top­right) are all decreasing with increasing
probe­to­probe spacing as would be expected from a correct probe spacing parameterized model. The
terms 𝑒03 and 𝑒30 are unchanged with respect to the full error term representation in fig. 4.23. These
error terms represent the non­DUT dependent leakage paths. It is therefore expected that these are
uncorrelated with the other error terms. The 𝑒12 and 𝑒21 do not follow a clear pattern with the changing
of the probe­to­probe spacing. According to the paper by Liu et al. [57] these error terms should
represent the air probe­to­probe cross­coupling. Their analysis however assumes all other cross­terms
are negligible while in the result of fig. 4.24 shows that this is not necessarily the case and these terms
have the same order of magnitude.

During correction of the measurements it is not necessary to transform the dynamic error terms to
a S­parameter notation, as the 16­term correction may be fully performed in the T­parameter notation.
In this case the T­parameters that are used for the correction is the product of the static T­parameters
at the nominal case of 140 𝜇𝑚 and the spacing dependent dynamic T­parameters:

𝑇16 = 𝑇𝑠𝑡𝑎𝑡𝑖𝑐,𝑛𝑜𝑚 ⋅ 𝑇𝑑𝑦𝑛𝑎𝑚𝑖𝑐 . (4.26)

These 16­term T­parameters may then be used according to eq. (4.8) to correct DUT measurements.

4.6.2. Interpolation in the parameterized 16­term model
With the approach defined for splitting the 16­term error model in a static and dynamic part it is

now possible to investigate if the dynamic parameters may be interpolated. This would allow for mea­
surement of DUTs with different spacing than what is calibrated. To demonstrate this parameterized
approach the dynamic error terms of the 60 𝜇𝑚, 140 𝜇𝑚 and 200 𝜇𝑚 are used to interpolate the error
terms of the ’in­between’ spacing 100 𝜇𝑚 and 180 𝜇𝑚. A linear relation is assumed between the value
of the dynamic error terms and the probe­to­probe spacing. Therefore in the approach the dynamic
error terms are linearly interpolated at each frequency. This interpolation is done in the T­parameter
notation.

The dotted lines in fig. 4.24 show the result of interpolating the dynamic error terms for the 100 𝜇𝑚
and 180 𝜇𝑚 spacing using the 60 𝜇𝑚, 140 𝜇𝑚 and 200 𝜇𝑚 as the basis. For the 𝑒02 𝑑31 𝑒13 and
𝑒20 parameters a good correspondence with the original error terms is obtained. For the error terms
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Figure 4.24: Magnitude of the dynamic 16­error terms for each of the different probe­to­probe spacings. The dotted lines show
the result after interpolation of the parameterized 16­term model

among the primary diagonal (top­left to bottom­right) the results are not matching, however since the
magnitude for these terms is quite low their impact is expected to be less significant. For the other error
terms the interpolation has a better result for the 180 𝜇𝑚 spacing than for the 100 𝜇𝑚 spacing. The
impact of this interpolation error is difficult to determine from just the error terms, as the actual error
terms also have a phase component and their effects may combine or cancel out.

4.6.3. Performance of parameterized 16­term model
To asses the performance of the parameterized 16­term approach the worst case error bounds are

compared with the original 16­term corrections are compared. The dynamic (interpolated) error terms
are combined with the static error terms of the (nominal) 140 𝜇𝑚 calibration. The error bounds for
the mismatched (25 Ω) load­load with 𝑍0 = 30Ω and the line with 𝑍0 = 30Ω are shown in fig. 4.25.
The dotted lines show the performance of the parameterized approach. For both structures the error
bound in the parameterized approach stay close to that of the original 16­term calibrations at these
spacing. The small difference may be explained by the use of the 140 𝜇𝑚 static error terms and the
interpolation of the dynamic error terms. The errors seen by interpolation of the dynamic error terms at
the 100 𝑚𝑢𝑚 does not significantly affect the results. The error of the parameterized approach stays
close to the error of the original 16­term approach for both structures meaning that the performance is
still comparable. It can therefore be concluded that the parameterized approach, using a split 16­term
error model and linear interpolation of the dynamic error terms, can be used to correct measurements
that are made at non­calibrated probe­to­probe spacings in an environment where there is significant
probe­to­probe coupling.



4.7. Summary & Recommendations 65

100 150 200 250 300

f [GHz]

0.01

0.015

0.02

0.025

0.03

0.035

0.04
W

.C
. b

ou
nd

 fo
r 

|S
' ij -

 S
ij| 100 m

180 m

(a) Mismatched (25 Ω) load­load with 𝑍0 = 30Ω
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(b) Line with 𝑍0 = 30Ω

Figure 4.25: Worst case error bounds for the 100𝜇𝑚 and 180𝜇𝑚 probe­to­probe spacings on themismatched 25Ω load­load with
𝑍0 = 30Ω and the line with 𝑍0 = 30Ω using the original 16­term calibration algorithm (solid) and the parameterized/interpolated
16­term calibration algorithm (dotted).

4.7. Summary & Recommendations
4.7.1. Summary

Millimeter­wave on­wafer measurements may suffer from errors caused by probe­to­probe cross­
coupling. It is expected that the error caused by this effect is dominating the overall worst­case bound
of 8­term or 12­term calibration methods. Probe­to­probe cross­coupling is however not captured in
traditional 8 or 10/12­term error models as these do not include leakage paths that depend on the mea­
sured DUT. The 16­term error model, originally proposed by Speciale [56] includes all possible cross­
coupling terms and can capture probe­to­probe coupling [9]. A 16­term calibration however requires
more standards to be measured and therefore more space on an off­wafer or on­wafer calibration kit.
In addition, since the probe­to­probe cross­coupling is dependent on the spacing between the probes
their distance cannot vary during or after the calibration and following measurements. Therefore the
improvement of a 16­term calibration over the 8 or 10/12­term calibration needs to be justified. State­
of­the­art modifications to the 16­term calibration approach allows for two tier calibration methods that
include the effects of probe­to­probe coupling [10], these however still require calibration standards for
each differently spaced DUT.

In this part of the thesis a 16­term calibration algorithm was implemented in MATLAB. The algorithm
includes switch term corrections and uses singular value decomposition to solve the 16­error terms.
The algorithm was extensively tested in Keysight ADS using a VNA model that includes the systematic
errors made during a S­parameter measurements and used EM simulated two­port fused­silica cali­
bration standards. The 16­term calibration algorithm was able to produce a one­on­one corresponding
result when the DUT S­parameters were across the Smith chart. The performance of a traditional 12­
term calibration algorithmwas shown to be impacted by the DUT impedance dependent cross­coupling.
This was also confirmed in the 3D EM simulations including models of the probe tips. The performance
of the traditional 10/12­term calibration algorithm with the presence of probe­to­probe cross­coupling
was shown to depend on the S­parameters of the DUT and is significantly worse for transmissive DUTs.

Using the validated 16­term calibration algorithm a new calibration approach was formulated using
3D EM simulations of the standards. In this calibration approach the 16­term error model is split after
calibration for several different spacings into two independent parts, one that is non spacing depen­
dent (static) and one that is spacing dependent (dynamic). This split 16­term error model allows for a
parameterized approach where error terms for a non­calibrated spacing may be interpolated from the
different spacings that are calibrated. Therefore not requiring calibration structures for each differently
spaced DUT.
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4.7.2. Recommendations
The developed 16­term calibration algorithm and parameterized calibration approach is ready to be

tested in an on­wafer environment. A fused silica wafer that was produced prior to this work, shown in
fig. 4.26, may be used for this purpose. This calibration kit includes mixed calibration standards and
structures that allow measurements with different probe­to­probe spacing.

Figure 4.26: Fused silica wafer with mixed calibration structures at different probe­to­probe spacing to be used for (parameter­
ized) 16­term calibration

It should however be confirmed if the calibration kit is suitable for measurement in the WR­5.1 band
(140 ­ 220 GHz) as this is the band where the probes are suspected to have a significant cross­coupling.
TheMATLAB implementation of the algorithm is designed to work with Touchstone ’.s2p’ files and works
with the RAW outputs of the VNA or WinCAL. The primary recommendation for future work is therefore
to perform measurements on the fused silica wafer and confirm if the proposed calibration approach
works in practice.

From the 3D EM simulation it was found that the open­open standard shows less probe­to­probe
cross­coupling than the short­short standard. According to the papers by Heuermann [58] and Silvonen
[59] either open or short combinations may be used. However, in this work it was not investigated if
the use of open standards instead of short standards makes a difference in the performance of the
calibration. This could therefore be included in future work or during an on­wafer measurement if
theses structures are available.

Finally, the 16­term algorithm and this MATLAB implementation allows for more than the minimum
of 4 or 5 standards to be used in the calibration. By including addition measurements of standards the
redundancy could be used to improve the determination of the error terms. This could be particularly
useful in low signal­to­noise cases, as more standards or repeated measurements allow for the removal
of uncorrelated noise.



5
Preliminary investigation of device

limiting effect when approaching 𝑓𝑇/𝑓𝑚𝑎𝑥
In this chapter an investigation is conducted into the behaviour of active devices when operating at

frequencies close to the transition frequency 𝑓𝑇 or maximum frequency of oscillation 𝑓𝑚𝑎𝑥. An experi­
ment is setup that could show changes across frequency in large signal operating modes of the active
device.

5.1. Metrics for frequency limitations
In analog circuits, metrics such as the gain­bandwidth (GBW) product and slew­rate are used to de­

scribe the limits in speed and accuracy of (feedback) circuits. Both contribute differently in for example
the speed to which the output, i.e. of an op­amp, settles to a step change in the input as illustrated in
fig. 5.1. The maximum oscillation frequency 𝑓𝑚𝑎𝑥 may be considered as the RF active device equiva­
lent of the analog GBW product, relating achievable gain to operating frequency. The 𝑓𝑚𝑎𝑥 is however
a small signal metric and the question arises whether there exists a device limitation equivalent to
slew­rate in analog circuits.

Bandwidth & slew rate limitations in analog circuits:

Device limitation operating close to               in RF circuits:

bandwidth 
limited

slew rate 
limited

large signal:
possible slew 
limitation?

small signal:
follows input 
when 

Figure 5.1: With power amplifiers operating close to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the active device the question arises whether a device speed
limitation is present during the large signal operation that results in a slew­rate like operation similar to that in analog circuits.

67



68 5. Preliminary investigation of device limiting effect when approaching 𝑓𝑇/𝑓𝑚𝑎𝑥

A device limitation of active devices representing itself as a slew­rate effect could explain why it
is increasingly difficult to generate large signal power at higher frequencies. The publication by John­
son [24] states that the ability for power amplification depends upon the volts/second capability of the
semiconductor and can be directly related to the ”Johnson’s figure of merit” discussed in section 2.1.
E. McCune relates slew­rate limited operation to the low achievable efficiencies for millimeter­wave
PAs [64] and states that the theoretical transition to slew­rate limited operation should occur at 𝑓𝑇/2𝜋.
On a physical level a slew­rate like behaviour could possibly be explained by non­quasi static (NQS)
effects. NQS effects originating from the finite response time of free carriers to changes in applied bias
[65]. On this area active research is conducted to include these effects in device compact models (i.e.
bi­polar [66], MOS [57]). However, this problem is mainly approached from a small­signal perspective
and does not consider large­signal effects.

As it is now possible to design PAs at a fraction of the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the technology, i.e. by minimiz­
ing layout parasitics [67, achieving 𝑓𝑇/2.2], it now becomes important to understand the large signal
behaviour at these frequencies. This chapter describes a preliminary investigation into developingmea­
surement methods that may allow for observation of a device limiting effects in large signal operation
when operating close to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the device.

5.2. Goal, research question & structure
The goal of the work described in this chapter is to investigate how a device limiting effect, similar

to slew­rate limiting in analog circuits, may be observed from large signal measurements of transistors
operating close to their 𝑓𝑇/𝑓𝑚𝑎𝑥. To do so a measurement approach is to be formulated that allows
for identification of the device limiting behaviour using millimeter­wave active load­pull measurement
setups. The research question associated to this chapter is formulated as followed:

How can a millimeter­wave characterization method be formulated that allows for observation of
large signal device limiting effects in transistors operating close to their 𝑓𝑇/𝑓𝑚𝑎𝑥?

In section 5.3 an approach is formulated for an experiment that could show slew­rate like behaviour
in transistors from trends across frequency in large signal characterization. A metric is defined as the
change in output power by the change in supply voltage, which in case of slew­rate like behaviour
should decrease when operating closer towards the 𝑓𝑇/𝑓𝑚𝑎𝑥. In section 5.4 several device models
are used in simulation to show how this metric should behave and to be able to later compare this
behaviour with the measurement results. In section 5.5 experimental results of a large signal mea­
surement in a 50Ω environment on the Global Foundries FD­SOI slvt­nmos2 transistor are presented.
In section 5.6, similar experimental results are presented however then using a millimeter­wave active
load­pull capable setup.

5.3. Power saturation when operating close to 𝑓𝑇/𝑓𝑚𝑎𝑥
When a step response is applied to the input of a slew rate limited analog circuit the output requires

a finite time to transition from the original value and settle to a new value as shown in fig. 5.1. In
RF amplifiers the output never settles to a value as sinusoidal signals are used. However, a slew
rate effect in RF amplifiers would manifests itself as a limiting effect in the achievable output power.
This is illustrated in fig. 5.2, showing hypothetical output waveforms in three modes of operation of
an RF amplifier stage: linear mode, switching mode and slew rate limited mode. In the linear mode
the transistor is driven with an input power that just saturates the devices output power, i.e. no (soft)
clipping occurs and the output waveform is rail­to­rail1. When the input power is increased and the
transistor is effectively driven as a switch and a switching mode of operation is achieved (i.e. class­E
operation) where the output of the transistor switches between an on­state and off­state with some
finite transition between the states. When the operating frequency is significantly lower than the 𝑓𝑇
of the device the transition times have little influence on the output waveform, which then still takes
a square shape. However, when the frequency is increased, the transition time (limited by the slew
rate of the device) becomes significant with respect to the period of the signal. The effect is that the
amplitude of the waveform will not be able to reach the peak value of 𝑉𝑠𝑢𝑝𝑝𝑙𝑦 within the transition time
and a triangular waveform is obtained. This effect may already happen even when the transistor is not
1Such a waveform would be difficult to create in a real waveform due to soft non­linearities and a finite 𝑟𝑜𝑛 of the transistor.
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Figure 5.2: Theoretical voltage waveforms at the output terminal of the device assuming no (harmonic) filtering. When operating
close to the 𝑓𝑇 of the device a slew rate limiting mode may occur that limits the amplitude the waveform can reach, therefore
limiting the device output power.

operated as a switch if simply the rate of change in the sinusoidal signal is higher than the apparent
maximum slew rate of the device (i.e. by the response of the charge carriers). In this case the output
power of the amplifier becomes independent of the supply voltage, as the output voltage never reaches
the rail voltage.

If the device behaviour close to the 𝑓𝑇 is described by a slew rate limit this would mean that as the
frequency increases the output power would decrease. The slew rate in volts per second required for
a sinusoidal waveform with peak amplitude 𝑉𝑝 is equal to:

𝑠𝑟 ≥ 𝑚𝑎𝑥 |𝑑𝑣(𝑡)𝑑𝑡 |

≥ 𝑚𝑎𝑥 |
𝑑𝑉𝑝 ⋅ 𝑠𝑖𝑛(2𝜋𝑓𝑡)

𝑑𝑡 |

≥ 2𝜋𝑓𝑉𝑝 ⋅ 𝑚𝑎𝑥 |𝑐𝑜𝑠(2𝜋𝑓𝑡)| = 2𝜋𝑓𝑉𝑝.

(5.1)

Equivalently, a sinusoidal signal that is being slew rate limited with a max rate of 𝑠𝑟, results into a
triangular output waveform that reaches a peak amplitude in a quarter of the period of:

𝑉𝑝 = 𝑠𝑟 ⋅
𝑇
4 = 𝑠𝑟 ⋅

1
4𝑓 (5.2)

As can be seen in eq. (5.2), increasing the frequency reduces the peak amplitude of the output
waveform. However, being able to identify behaviour as in fig. 5.2c is challenging above 100 GHz as
direct observation of the waveform is difficult. Observation of the power in the harmonics with respect
to the fundamental power would allow to differentiate between the output waveforms as shown from
the Fourier series decompositions in table 5.1.

Table 5.1: Theoretical power observed at fundamental frequency and second/third harmonics for waveforms with amplitude
𝑉𝑝 = 𝐴 from the Fourier series of the waveform

Waveform 𝑏𝑛 𝑅𝐿 ⋅ 𝑃𝑓0 𝑅𝐿 ⋅ 𝑃2𝑓0 𝑅𝐿 ⋅ 𝑃3𝑓0

Sine {
𝑉𝑝 𝑛 = 1
0 𝑛 ≠ 1

1
2𝑉

2
𝑝 0 0
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𝑛𝜋 {

1 𝑛 𝑒𝑣𝑒𝑛
0 𝑛 𝑜𝑑𝑑

8
𝜋2𝑉

2
𝑝 0 8

9𝜋2𝑉
2
𝑝

Trapezoid (𝑡𝑟𝑖𝑠𝑒 = 𝜋/4)
8√2𝑉𝑝
𝜋2 ( 𝑠𝑖𝑛(𝑛𝜋/4)+𝑠𝑖𝑛(3𝑛𝜋/4)𝑛2 ) 64

𝜋2𝑉
2
𝑝 0 64

81𝜋2𝑉
2
𝑝

Triangle 8𝑉𝑝
𝜋2𝑛2 {

(−1)(𝑛−1)/2 𝑛 𝑒𝑣𝑒𝑛
0 𝑛 𝑜𝑑𝑑
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Because of the octave­wide frequency extension modules used in the current millimeter­wave ac­
tive load­pull setups it is only observe the power at the fundamental frequency. Therefore, a different
method should be formulated to be able to observe slew rate like limiting behaviour as in fig. 5.2c.

5.3.1. Supply voltage dependency of the output power versus frequency
Under the hypothesis that when the frequency increases towards the 𝑓𝑇, the output waveform transi­

tions from a sinusoidal (fig. 5.2a) waveform to a triangular waveform (fig. 5.2c), then the supply voltage
dependency of the output power decreases. In other words, when a slew­rate like limiting behaviour is
present, the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦 across frequency decreases towards higher frequencies. It should even­
tually reduce to zero when the output waveform is triangular and not increasing in amplitude with an
increase in supply voltage. This results into a behaviour as illustrated in fig. 5.3.

Figure 5.3: Concept behind the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦 metric across frequency. When the operating frequency is increase towards the
𝑓𝑇 of the transistor the output power dependency on a change in supply voltage decreases, indicating a device limiting effect
that shows a slew­rate like behaviour.

To measure this metric in a large signal measurement, the supply voltage is varied, i.e. the 𝑉𝑑𝑠 for
a MOS or 𝑉𝑐𝑒 for a bipolar, while the change in output power of the DUT is observed. This procedure
is then repeated at different frequencies up to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the device using frequency extenders in
order to obtain the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦 metric across frequency. This comparison across frequency may
be done regardless of the power gain of the transistor, which decreases as dictated by the 𝑓𝑚𝑎𝑥 figure
of merit, as only the change in output power for a change in supply voltage is used. Therefore, the
absolute output power at a particular frequency is irrelevant. Ideally the slope of the ratio metric power
gain 𝑔𝑝 = 𝛿𝑃𝑜𝑢𝑡/𝛿𝑃𝑖𝑛 is forced to zero by operating the device as a switch (as in fig. 5.2b) but this
requires the device to be measured (far into) compression, up to saturation, which is difficult to do with
the limited available power from frequency extension modules. To avoid different modes of operation
of the transistor the supply voltage should be varied only a small amount during this measurement.
The resulting relation between 𝛿𝑃𝑜𝑢𝑡 and 𝑉𝑠𝑢𝑝𝑝𝑙𝑦 may then be considered linear with a slope equal to
𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦.

5.4. Simulation results
To illustrate the concept, the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦 metric is simulated against frequency for simple MOS

transistor models increasing in complexity with finally including non­quasi­static parameters. The mod­
els are not meant to be accurate representations of device behaviour close to 𝑓𝑇/𝑓𝑚𝑎𝑥, they are only
intended to showwhich elements may or may not influence the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦 metric against frequency.

5.4.1. IV­curve based
The first model that is used is a simple IV­curve basedmodel. The IV­curvesmeasured for theGlobal

Foundries 22nm slvt­nmos2 transistor shown in fig. 5.4a are mapped on a transistor behavioural model
proposed by S.C. Cripps [68] that includes a knee­function and channel length modulation. Figure 5.4b
shows this model implemented in ADS by R. Bootsman.
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(b) Implementation of transistor behavioural model proposed by S.C.
Cripps [68] with added channel length modulation (created by R. Boots­
man)

Figure 5.4: A measured IV­curve of a transistor is mapped to a behavioural model to show the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑠𝑢𝑝𝑝𝑙𝑦 metric when
assuming no frequency dependent behaviour.

A harmonic balance simulation was run for this static model using an output loading of 50Ω. The
available source power was swept from ­30 dBm to 15 dBm, the drain bias voltage 𝑉𝑑𝑠 from 0.6V to
0.8V, and the frequency from 25 GHz to 90 GHz. The gate bias voltage is fixed at 𝑉𝑔𝑠 = 0.6𝑉. The
input power to output power relations of the model are shown in fig. 5.5a. As there is no frequency
behaviour in the model the curves overlap for each of the frequencies.

There are two distinct regions of operation for this transistor. Using the definitions defined by Mc­
Cune in [69] two modes can be distinguished. Up until 𝑃𝑖𝑛 ≈ 5𝑑𝐵𝑚 the transistor is operating in L­mode
where the output power solely dependent on input power. In the L­mode region, the metric of interest
is approximately zero 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 ≈ 0 and the gain is constant 𝛿𝑃𝑜𝑢𝑡/𝛿𝑃𝑖𝑛 = 𝐶. As the device is pushed
further into compression eventually reaching output power saturation, the transistor starts to operate
in C­mode where the output power is solely dependent on supply voltage. In the C­mode region, the
metric of interest is non­zero 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 ≠ 0 while the power gain is approximately 𝛿𝑃𝑜𝑢𝑡/𝛿𝑃𝑖𝑛 ≈ 0.
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Figure 5.5: Input power to output power relation in the static IV based model. As no frequency behaviour is implemented the
curves overlap for all frequencies. This also results into a constant 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 trend versus frequency.

The 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric is computed at four input power levels, ­25 dBm, ­5 dBm +2 dBm and +10
dBm, indicated by the dashed lines in fig. 5.5a. For each input power level the output power is plotted
as function of the supply voltage, i.e. 𝑃𝐿(𝑉𝑑𝑠). From the resulting points the slope is calculated, resulting
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into the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric. This metric then has the unit of milliwatts per volts [mW/V]. The results are
shown in fig. 5.6. At low drive levels (L­mode operation) the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 is close to zero. At higher drive
levels operating further into compression (C­mode operation) the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric is higher. Because
no frequency behaviour is implemented in this model the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 is constant with frequency.
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Figure 5.6: 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric at four drive levels for the IV­based model

5.4.2. IV­curve based with device extracted parameters
Device extracted parameters are added to the ideal IV­curve based model to get an idea of how

the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric changes when a frequency dependency is included. The model is extended with
parameters extracted from an on­wafer small signal measurement of the Global Foundries slvt­nmos2
transistor in WR­10 band (67 GHz to 110 GHz). The small signal parameter extraction method for sil­
icon metal oxide semi­conductor (MOS) transistors that is used, is described in a paper by Lovelace
et. al. [70]. This method maps the small signal parameters on the model shown in fig. 5.7a. For a
typical small signal model the device transconductance would also be extracted from the measure­
ments. However, in this analysis large signal behaviour is investigated and therefore the IV­curve
based transconductance is used as a small signal based transconductance would not show non­linear
behaviour. This results into a quasi­large signal model, as the transconductance is large signal based
but the capacitances used in the model are linear. The ADS implementation of this model is shown in
fig. 5.7b.

(a) Silicon MOSFET Small­Signal Equivalent model (from
[70])
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Figure 5.7: A small signal MOSFET model is implemented in ADS using the IV model based trans conductance and device
parameters extracted from small signal measurement
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Figure 5.8 shows the device parameters extracted from the on­wafer small signal measurements
of the Global Foundries slvt­nmos2 transistor at bias voltages of 𝑉𝑔𝑠 = 0.6𝑉 and 𝑉𝑑𝑠 = 0.8𝑉. The mean
values of the resistances and capacitances (fig. 5.8a, fig. 5.8b and fig. 5.8c) across the band are used
in the ADS model of fig. 5.7b. The small signal transconductance and forward current gain are shown
for reference.
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Figure 5.8: Small signal parameters extracted from the Global Foundries slvt­nmos2 transistor at bias voltages of 𝑉𝑔𝑠 = 0.6𝑉
and 𝑉𝑑𝑠 = 0.8𝑉. Only the extracted capacitances and resistances are used in the model.

The same harmonic balance simulation was performed, sweeping the available source power from
­30 dBm to 15 dBm, the drain bias voltage 𝑉𝑑𝑠 from 0.6V to 0.8V, and the frequency from 25 GHz to
150 GHz. The gate bias voltage is fixed at 𝑉𝑔𝑠 = 0.6𝑉 and a 50Ω loading is used. The input power to
output power relations and power gain from the simulation are shown in fig. 5.9 for this model.
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Figure 5.9: Simulated input power to output power relations and power gain of the IV­based model with device measured resis­
tances and (linear) capacitances.
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As now the power gain of the transistor is dependent on the frequency, the input power to output
power curves do no longer overlap. Therefore, an additional step is required to evaluate the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠
metric at the different power levels. The input­to­output power curves versus frequency are aligned by
the input power ­1 dB compression point as shown in fig. 5.10a. This way the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric can be
evaluated at different input back­off levels across frequency even though the power gain is different at
each of the frequencies.

The 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric for this model is shown for the four input back­off levels, ­25, ­5, +2 and +5
dB the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric increases slightly with frequency at +5 dB into compression level. This seems
counter intuitive but is explained by the trend in compression characteristic towards a higher frequency.
As can be seen in fig. 5.9a and fig. 5.9b the maximum output power gets higher when the frequency
is increased. This is because the gate drain capacitance has a lower impedance at higher frequencies
and the maximum output power in saturation therefore increases with respect to the lower frequency
when the gain is less than 0 dB. This results into more power for the same 𝑉𝑑𝑠 supply voltage and
therefore a higher value of the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric is observed. When the 𝐶𝑔𝑑 in circuit of fig. 5.7b is
removed, the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric flattens across the frequency band as was seen in fig. 5.6.
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Figure 5.10: The 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric can be evaluated across the different frequencies by aligning the input to output power
graphs on the ­1 dB compression point.

It can be concluded that the inclusion of small signal device parameters does not does not effect a
change in the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric against frequency. Moreover, it does not show a deceasing trend with
frequency as hypothesized. The next model includes some elements representing non­quasi­static
effects to show that if these are included the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric does decrease versus frequency.

5.4.3. IV­curve based with non­quasi­static parameters
The next model includes some NQS elements similar to those in the lumped­component NQS linear

model in [71]. The model includes series resistances 𝑅𝑔𝑠, 𝑅𝑔𝑑, 𝑅𝑠𝑢𝑏 and a time­delay 𝜏 resulting into the
circuit as shown in fig. 5.11. In order to show a decreasing trend is obtained in the trend the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠
metric against frequency, the time constants of the series RCs are set to a time constant corresponding
to a cut­off frequency of 45 GHz. This results into fairly high and likely unrealistic resistance values,
but here the model is solely used to illustrate how the inclusion of NQS time delays would influence
the results. The time delay 𝜏 is set to match the propagation time of an electron through the channel,
i.e. assuming a saturation velocity in silicon of 𝜈 = 1 ⋅ 107 𝑐𝑚/𝑠 [25, p. 461] and a channel length
corresponding to that of the slvt­nmos2 𝐿 = 20𝑛𝑚.
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Figure 5.11: IV­curve based model with inclusion of linear non­quasi­static elements

The same harmonic balance simulation was performed and the input power to output power relations
and power gain are shown in fig. 5.12. The inclusion of 𝑅𝑔𝑠 results into an overall lower gain for all the
frequencies and the inclusion of 𝑅𝑔𝑑 results into a sharp roll­off for all the frequencies.
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Figure 5.12: Simulated input power to output power relations and power gain of the IV­based model with non­quasi­static pa­
rameters.

The 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric for this model is shown for the four input back­off levels, ­25, ­5, +2 and +5 dB
in fig. 5.13. As can be seen now, the metric is decreasing against the frequency. This effect is not seen
when the speed of the transistor is simply reduced, i.e. by doubling the 𝐶𝑔𝑠. The observation that can
be made here is that the inclusion of (linear) NQS effects, commonly modelled by RC time constants
and a delayed transconductance, may cause the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric to decrease with frequency.

The important conclusion tomake from the last twomodels is that a decreasing trend of the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠
metric against frequency cannot be explained by just the effects of the device capacitances, i.e. 𝐶𝑔𝑠,
𝐶𝑔𝑑 and 𝐶𝑑𝑠. The metric may be compared across frequency as it is not directly related to the power
gain of the device. It may therefore also be used in large signal characterization in a 50Ω environment
where the device capacitances are not resonated out. However, it is not excluded that device loading
may change the value of the metric. Inclusion of delay like elements, such as those in a linear NQS
may describe a decreasing trend of the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric against frequency.
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Figure 5.13: The 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric for the model using elements representing non­quasi­static effects

5.5. Experimental results in a 50Ω environment <67 GHz
A large signal characterization was performed of slvt­nmos2 transistor on the Global Foundries

22nm test die to measure the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric against frequency. This measurement was conducted
in a 50Ω environment using a VNA based large signal characterization setup.

5.5.1. Setup and method
A large signal VNA based characterization setup as described in was used to conduct the measure­

ment. The Keysight N5227A Power Network Analyser (PNA) was used that allows for measurements
up to 67 GHz without the use of frequency extension modules. The setup was mounted on the Suss
probe station and the 100𝜇𝑚 Cascade Infinity probes were used for the on­wafer measurements.

The first tier LRM calibration was performed using a 1.85mm V­connector Anritsu calibration kit. A
short was used as the reflect and it is assumed that the standards in the kit are ideal. The length of the
line (79.98 𝑝𝑠) was found prior to the calibration using a separate RSOL ’unknown thru’ [32] calibration
on the PNA. A power calibration was performed on the source port (port­1) using the Keysight U8488A
power meter. Power levelling was performed using the matched loads of the calibration kit. The second
tier calibration was performed on­wafer on the same die as the DUT using the metal­1 LRM calibration
kit2. The short and thru were assumed ideal, for the matched loads an resistance of 53Ω was used
that was measured beforehand in an IV­measurement. A zero­length for the thru may be used as the
distance from the pads to the device intrinsic reference planes is equal to the that from the pads to the
center of the thru.

During the measurement the available source power level was swept from −30 𝑑𝐵𝑚 to 6 𝑑𝐵𝑚.
However due to the limited power output of the PNA and the losses in the cables and probes the
maximum available output power is lower at the higher frequencies. The gate bias level 𝑉𝑔𝑠 was fixed
during the repeated measurements at 0.6V while the drain bias 𝑉𝑑𝑠 was altered from 0.6V to 0.8 V with a
step size of 0.05 V. The measurement was repeated with around 10 GHz steps in between frequencies
from 10 𝐺𝐻𝑧 to 60 𝐺𝐻𝑧. An overview of the important parameters during this measurement is shown
in table 5.2.

2A LRM calibration can be performed on the Global Foundries test die by using the matched and short structures of the SOLT
kit, and the thru of the TRL kit
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Table 5.2: Overview of measurement parameters for measurement in a 50 Ohm environment

Parameter Unit

Setup overview
Type Large signal PNA based
PNA Keysight N5227A
Probes Cascade Infinity 67 GHz

100 𝜇𝑚
Station Suss probe station

Device Under Test
Foundry Global Foundries
Technology CMOS FD­SOI
Device slvt­nmos2
Wafer # a44de872
Die # 7­1

Bias / Supply
Gate bias 𝑉𝑔𝑠 0.60 V
Drain bias start 𝑉𝑑𝑠,1 0.60 V

Δ Δ𝑉𝑑𝑠 0.05 V
stop 𝑉𝑑𝑠,2 0.80 V

Frequency
Points 𝑁𝑓𝑟𝑒𝑞 11
Sweep start 𝑓1 10 GHz

Δ Δ𝑓 10 GHz
stop 𝑓2 60 GHz

Drive level
Points 𝑁𝑃𝑎𝑣𝑠 37
Sweep start 𝑃𝑎𝑣𝑠,1 ­30 dBm

Δ Δ𝑃𝑎𝑣𝑠 1 dB
stop 𝑃𝑎𝑣𝑠,2 6 1) dBm

Max compr. n.a. n.a. dB

Calibration
1st­tier LRM­ideal
2nd­tier M1 LRM­ideal
n.a. ­ Not applicable
1) ­ Lower at high frequencies

5.5.2. Results
Figure 5.14 shows the measured input to output power relations and power gain of the transistor

at the different frequencies and bias conditions. There are some jumps in the measurement, visible
in fig. 5.14b at 𝑃𝐿 = −20 𝑑𝐵𝑚 for the 10 GHz measurement and at 𝑃𝐿 = −9 𝑑𝐵𝑚 for the 50 GHz
measurement. These are likely due to some probe change of contact during the measurement.

The gain compression curves have different shapes across the frequencies and are not as consis­
tent as was seen for the simple model shown in fig. 5.9b. In particular, for the 10 GHz measurement
there are two distinct regions visible, a weakly non­linear region with soft compression characteristic
and highly non­linear region with hard compression characteristic. Up until 𝑃𝐿 = −5𝑑𝐵𝑚 the transistor
has a soft compression characteristic, thereby giving it a high 𝑃𝐿,−1𝑑𝐵 compression point. Then with a
sharp transition the device turns into a hard compression operation reaching a saturated output power
of around 𝑃𝐿 = 0𝑑𝐵𝑚. The other frequencies do not show such an expressed difference in a soft and
hard compression region.

The 10 GHz measurement shows almost no variation in the output power or gain for the different
supply voltages in the soft compression region. Only in the hard compression region a variation appears
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Figure 5.14: Input power to output power relations and power gain of the Global Foundries slvt­nmos2 transistor in the 50Ω
environment <67 GHz.

in output power for the different supply voltages. Towards 40 GHz the variation against supply voltage
increases, while at 60GHz again only variation is seen in the hard compression region. This is also seen
in the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric against frequency shown in fig. 5.15b. The behaviour from 40 GHz onward is
as expected under the hypothesis that a slew rate like behaviour is reached towards operation closer
to the 𝑓𝑇/𝑓𝑚𝑎𝑥. This would correspond with roughly an 𝑓𝑇/8.75 operation of the transistor. Interestingly
this behaviour is seen at all four compression levels (­15 dB, ­5 dB, +2 dB and +5 dB). Suggesting that
the mechanism causing this behaviour is present during small signal and large signal operation.

The upward trend of the metric towards 40 GHz is unexpected and may be due to the spread in the
alignment on the ­1 dB compression points for the different frequencies. As can be seen in fig. 5.15a the
lines do not overlap each other after normalization to the input ­1 dB compression point and are much
more spread out than was previously the case in fig. 5.10a and fig. 5.13b. This is due to the reliance
of the method on using the input/output ­1 dB compression points to align the curves. As was noted
in fig. 5.14a the 10 GHz gain compression has a soft compression characteristic, with therefore a low
­1 dB compression point. The measurement therefore ends up further on the right after normalization
in fig. 5.15a. Therefore for the evaluation of the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric +5 dB into compression the 10 GHz
trend still has little dependence on the supply voltage, i.e. it still operates in L­mode.
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Figure 5.15: 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric for the Global Foundries slvt­nmos2 transistor in a 50Ω environment.
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5.6. Experimental results millimeter­wave load­pull environment
An attempt was made to extend the analysis to large signal active load­pull measurements in order

to investigate the change in the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric when the transistor is tuned for a similar operation
at each frequency. This investigation was to be conducted on all the available technologies described
in section 2.4. However, due to the limitations of the available test equipment and inconclusive results
this measurement campaign was ended pre­maturely. It was therefore decided not to continue this
pursuit as upgraded equipment would have been required to come to meaningful conclusions.

The remainder of this section will describe the steps executed during this measurement campaign,
present the limited results obtained and discuss why it was not considered worthwhile to continue this
pursuit. The discussion section at the end of this chapter will elaborate on the limitations and make
recommendations for future work in this direction.

5.6.1. Setups and methods
In order to be able to compare the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric across frequency in an load­pull environment

the same loading strategy should to be used for each of the frequencies. Tuning the loading condition
for maximum output power of the device was chosen as the most suitable loading strategy. This would
be the strategy used if the device were to be used as the last stage of a PA, with the preceding stages
providing the required gain. In addition, with this loading the saturated output power of the device
should be equal across the frequencies as in theory this primarily depends on device size. Other load­
ing strategies such as tuning for maximum gain, would introduce a frequency dependency and might
invalidate the evaluation of the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric against frequency. This loading strategy however
brings with it two issues in an active load­pull system: 1) since the gain will be lower when tuning for
maximum saturated power, a high available source power is required in order to push the device far
enough into compression, and 2) a high saturated output power also requires (at least) an equally high
available power at the load to perform the active load­pull measurement. As was shown in the 165
GHz measurement of chapter 3 the available power of the frequency extension modules quickly gets
less then desired for an active load­pull measurement. For this measurement Anritsu WR­10 (67 GHz
­ 110 GHz) frequency extender modules were used as they have the highest power of the available
frequency extenders in the labs. In addition, a sub 20 GHz VNA based load­pull setup was build in
order to get a baseline comparison with respect to 50Ω measurements for the change in the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠
metric when the loading condition is tuned. Figure 5.16 show the two active load­pull setups on the
M150 probe station. An overview of the important parameters during the load­pull measurements is
shown in table 5.3.

(a) Sub 20 GHz VNA based active load­pull setup (b) WR­10 (75 GHz ­ 110 GHz) active load­pull setup

Figure 5.16: Two active load­pull setups were used. A VNA based one was developed for sub 20 GHz measurements and a
WR­10 based setup for millimeter wave measurements.
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Table 5.3: Overview of measurement parameters during the load­pull experiments to find device limiting effects

Parameter <20 GHz WR­10 Unit

Setup overview
Type Load­pull PNA based Vertigo MT920
PNA Keysight N5242A Keysight N5242A
Extenders n.a. Anritsu WR10
Probes Formfactor Z­probe

40 GHz 100 𝜇𝑚
Cascade Infinity
WR­10 100 𝜇𝑚

Station M150 probe station M150 probe station

Device Under Test
Foundry Global Foundries Global Foundries
Technology CMOS FD­SOI CMOS FD­SOI
Device slvt­nmos2 slvt­nmos2
Wafer # a44de872 a44de872
Die # 6­5 7­2

Bias / Supply
Gate bias 𝑉𝑔𝑠 0.60 0.60 V
Drain bias start 𝑉𝑑𝑠,1 0.60 0.60 V

Δ Δ𝑉𝑑𝑠 0.05 0.05 V
stop 𝑉𝑑𝑠,2 0.80 0.80 V

Frequency
Points 𝑁𝑓𝑟𝑒𝑞 3 2
Sweep start 𝑓1 5 95 GHz

Δ Δ𝑓 5 10 GHz
stop 𝑓2 19.5 105 GHz

Drive level
Points 𝑁𝑃𝑎𝑣𝑠 37 61
Sweep1) start 𝑃𝑎𝑣𝑠,1 ­30.5 ­32 dBm

Δ Δ𝑃𝑎𝑣𝑠 1 0.5 dB
stop 𝑃𝑎𝑣𝑠,2 6.5 ­2 dBm

Max compr. n.a. n.a. dB

Loading condition
Strategy load­pull for max 𝑃𝐿−1𝑑𝐵
Points 𝑁Γ𝐿 1 1

Calibration
1st­tier LRM­ideal TRL­ideal
2nd­tier M1 LRM­ideal M1 TRL­ideal
n.a. ­ Not applicable
1) ­ Depending on available at frequency
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5.6.2. Loading conditions
A load­pull measurement was performed to find the optimal loading condition for highest output

power at the ­1 dB compression point for each of the frequencies. An initial circular constellation of
six loading conditions at the conjugate of the 𝑆22 of the DUT was moved around the Smith chart until
the highest output power at the ­1 dB compression point was found within its center. For the following
measurements only this optimal loading condition was measured, i.e. a single loading condition per
frequency was measured. The loading conditions at the measured frequencies are shown in fig. 5.17.
On the sub­20 GHz setup the measurement was performed at 5 GHz, 10 GHz, 15 GHz and 19.5 GHz.
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Figure 5.17: Location of optimum loading conditions at 15 GHz, 95 GHz and 105 GHz

However only the 15 GHzmeasurement was adequate, as the source power amplifier showed some
instabilities at the other frequencies. This is likely due to the configuration of the setup for maximum
available output power causing the input PA to see a non­constant load. For the WR­10 setup it was
found that the available power of the modules was only adequate at 95 GHz and 105 GHz. Here
however it was a challenge to find the optimum loading conditions because of two reasons. The first
reason was that the algorithm had trouble converging when a constellation of loading conditions was
tested. During the active load­pull sequence first a source available power level is set and then the
software converges to each of the loading conditions one­by­one, makes the related measurements
before moving to the next source available power level. It was found that when a large power step was
used (more than 0.5 dB) the algorithm had a lot of trouble jumping between the loading conditions and
lost accuracy. When the same loading conditions were measured individually with the same settings
the algorithm had no problems converging. This however made the load­pull measurement much
more time consuming. The second reason was that due to the limited available driving power it was
not possible to measure far into compression and therefore see if the optimum loading condition for
maximum output power was actually achieved.

5.6.3. Results
The input­to­output power relations and gain compression curves are shown in fig. 5.18a. The

results of the load­pull measurements leave much to desire for the analysis approach described in this
chapter. The limited dynamic range achieved in the WR­10 measurements does not allow for good
observation of the compression characteristics of the DUT. By only being able to see the linear and
weakly non­linear region of the gain compression curve it becomes difficult to determine with confidence
the exact ­1 dB compression point for alignment of the input­to­output power curves. As shown in
fig. 5.19a, the measurements for 95 GHz are slightly below the ­1 dB compression points. They could
therefore only evaluated at input back­off levels of ­12.5 dB and ­5 dB. The 15 GHz and 105 GHz
measurements could also be evaluated at +2.0 dB and +5.0 dB into compression.
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Figure 5.18: Input power to output power relations and power gain at the three frequencies measured under active load­pull

Figure 5.19b shows the evaluation of the 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric from the results obtained during the
measurement. The value of 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric at 15 GHz has increased with respect to what was seen
in the 50Ω measurements at 20 GHz in fig. 5.15b. Now at +5 dB compression the metric shows that
the transistor is no longer operating in L­mode, hinting that the problem seen in the 50Ω measurements
were due to a non­resonated output reactance effect. There is a slight downwards trend observable
between the 15 GHz measurement and the measurements around 100 GHz but with the limited data
this is not enough to be conclusive.
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Figure 5.19: 𝛿𝑃𝑜𝑢𝑡/𝛿𝑉𝑑𝑠 metric for the Global Foundries slvt­nmos2 transistor loaded for maximum output power at three fre­
quencies.

The large gap in characterized frequencies creates a lack of knowledge that makes this investigation
inconclusive. The slight downward trend seen is therefore not enough to conclude on if slew­rate
like limiting behaviour is present and if there is a transition frequency at which this behaviour starts
dominating.
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5.7. Summary and recommendations
5.7.1. Summary

A device limiting effect that shows slew­rate like behaviour in the large signal operation of active
devices at may explain the challenge to generate power at millimeter­wave frequencies. In this chapter
a measurement method was formulated that could allow for observation of large signal device limiting
effects in transistors. The method employs a simple metric that defines the sensitivity of the output
power to the supply voltage variation. This metric can be extracted in single tone CWmeasurements in
a 50Ω or active­load pull environment and allows for comparison in different modes across frequencies
towards the 𝑓𝑇/𝑓𝑚𝑎𝑥.

The method was employed in an on­wafer large signal measurement on a 22nm FD­SOI CMOS
transistor <67 GHz in a 50Ω environment. The transistor showed a reduction in the sensitivity of the
output power to supply voltage variation from 40 GHz onwards, corresponding roughly to an 𝑓𝑇/8 op­
eration of the DUT. This hints towards an onset of device limiting behaviour, however this observation
could not be confirmed in an active load­pull measurement up to 100 GHz due to limitations in the
capabilities of the equipment available.

The investigation into liming effects when operating close to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the device was to be
extended with active load­pull measurements across different technologies to evaluate if different tech­
nologies show different behaviour. Only the measurement on the Global Foundries 22nm FD­SOI
were completed after which the efforts were terminated. The results showed a decrease in the output
power to the supply voltage variation metric but the measurement needs to be repeated at different
frequencies in order to be conclusive.

5.7.2. Recommendations
The investigation into device limiting effects presented in this chapter is preliminary and at this point

inconclusive. A method was formulated that according to theory could show large signal slew­rate
limiting effects however it proved to be challenging to use this method with the available equipment.
The primary reason why this was challenging is because the method relies on tuning of the devices
for highest output power, i.e. highest 𝑃𝑠𝑎𝑡 or highest 𝑃𝐿 at the ­1 dB compression point. Therefore the
output power of the DUT will be maximal at the operating conditions of interested. This means that in
order to do a successful active load­pull the setup should be able to deliver at least an equal amount of
power at the output device reference plane. In case the source is highly mismatched a similar power
may be needed at the input.

For the sub­20 GHz VNA based active load­pull setup the available power was maximized by care­
ful minimization of the attenuators in the system. Unfortunately this resulted into slightly unstable be­
haviour of the input and output PAs. If this setup were to be again used it should be considered adding
isolators after the input and output PAs to ensure these see a constant loading condition.

Nevertheless, a lot of measurement equipment is needed to do an broad study such as this one in
active load­pull across frequencies frommicrowave to millimeter­wave. The current available measure­
ment equipment leaves a large gap in the 26.5 GHz to 110 GHz range, roughly equal to the (interesting
range) of 𝑓𝑇/10 to 𝑓𝑇/3 of the available transistors on the test dies. With the development in this project
on the VNA based active load­pull setup it is possible to extend the range of the sub­20 GHz setup to
40 GHz by an investment into 40 GHz IQ mixers, amplifiers and couplers. Then the 50 GHz to 65 GHz
range may be covered by converting the 50 GHz to 65 GHz wave­guide based active load­pull setup
described in the work of L. Galatro [27] to a 67 GHz non­frequency multiplied VNA based setup. As the
components in this use wave­guide transmission lines and PAs the driving power capabilities are high
and losses are low. This would allow for characterizations roughly in the middle in the large frequency
gap that exists now. Unfortunately, the driving capabilities and quality of the frequency extension mod­
ules in the WR­10 band (75 ­ 110 GHz) leave much to desire for large signal characterization.

Future efforts of the investigation into device limiting effects using the proposed method should
include compact or behaviour models provided in the technologies development kits. A comparison of
the metric extracted in simulation and on­wafer for the same technology could show interesting results
and allow for the metric to be incorporated into design trade­offs.





6
Conclusions

Commercial interest for millimeter­wave wireless communication has increased significantly over
the past years. Developments in this frequency range are enabled by the continuous improvements
in silicon­based technologies over the past decades and are driven by frequency congestion in low­
GHz bands. This thesis explored the current capabilities and challenges of device characterization at
millimeter­wave frequencies. Three topics were addressed in this report related to: linearity charac­
terization of active devices using the state­of­the­art millimeter­wave load­pull setups, calibration for
cross­coupling correction during on­wafer characterization and investigations into device limiting ef­
fects when operating close to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the technology. The outcomes and conclusions of this
thesis are summarized in section 6.1 and recommendations for future work are provided in section 6.2.

6.1. Outcome of the thesis
6.1.1. Vector gain based in­band linearity estimation for on­wafer characteriza­

tion beyond 75 GHz
In the first part of this thesis a novel approach was presented for in­band linearity estimation that

overcomes the limitation of harmonically generated spectral content by the frequency extension mod­
ules in the millimeter­wave active load­pull setups. These extension modules operate using non­linear
×𝑁 frequency multipliers in the RF up­conversion path to synthesize frequencies beyond 75 GHz. The
inclusion of this non­linear element makes conventional non­linear characterization methods, such as
the two tone test challenging.

In this work it was shown that linearity metrics for modulated signals can be extracted by using
vector gain measurements of the active device under test, across drive­level, frequency and loading
condition by using a frequency­domain based approach. By using this method the AM­AM and AM­
PM response of the device can be captured and used to evaluate linearity at the device level across
a large bandwidth of operation, which is important as millimeter­wave systems are being intensively
investigated for large bandwidth data transmission.

This vector gain based method was benchmarked in simulation and during on­wafer experiments in
two sub­30 GHz bands on an active load­pull setup that also supports complex modulated excitation.
The vector gain was used to estimate the EVM for a 16QAM signal at several drive levels and loading
conditions. Although the method did not provide an one­to­one accurate estimate of the absolute value
of the EVM, it was able to show correlation in the extracted trends for the EVM against drive­level and
loading condition, as per its intended use for a first­order linearity estimation approach.

The method was then used during an on­wafer characterization to determine the optimum loading
condition for a 22nmCMOSFD­SOI transistor excited by a 16QAMsignal at 165GHz. From this proof of
concept it can be concluded that the approach is applicable for millimeter­wave linearity characterization
beyond 75 GHz and can be used to determine optimum device operating conditions for drive­level and
loading.
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6.1.2. Cross­coupling correction for sub­Terahertz on­wafer measurements
The second part of this thesis has been dedicated to the development of a calibration algorithm that

can correct for probe­to­probe cross coupling during on­wafer measurements. Probe­to­probe cross­
coupling becomes an increasingly large problem as wavelengths reduce while mechanical transitions
to the on­wafer environment are not scaled equally. Traditional 8­term or 10/12­term calibration algo­
rithms cannot capture the effects of this cross­coupling as the amount of coupling is dependent on the
impedance of the DUT. 16­term calibration algorithms can compensate the effects of cross­coupling
and have existed for over three decades but are not commonly used because these are only effective
if the probe spacing is not changed after calibration. This problem has gained interest in research to
find a more practical solution to cross­coupling corrections for on­wafer measurements.

By taking a step­by­step approach in the development for a new 16­term calibration algorithm it was
shown in which cases such a model offers an advantage with respect to 8­term or 10/12­term models.
During this approach ADS/Momentum and 3D modelled CST simulations of realistic fused silica CPW
calibration standards were used. Distinct cases were identified where a standard 16­term calibration
algorithm would show significant improvement over 10/12­term calibration methods. The developed
16­term implementation in MATLAB showed a one­on­one correction capability across the Smith chart
when impedance dependent cross­coupling was present.

This work led to the proposal of a new form of the 16­term error model that allows for parametriza­
tion of the probe­to­probe spacing. The new model splits the original 16 error terms into two parts, one
static with spacing and one dynamic with spacing. The dynamic error terms may be interpolated for a
probe spacing not included in the original calibration set. This allows for the creation of calibration kits
with a set of standards having a different pad­to­pad spacing and maintaining the 16­term advantage
for differently spaced DUTs. It was shown that the performance of this interpolated 16­term error model
is equivalent to when the spacing is included in the calibration. The rigorous investigation performed
into the parametrized 16­term algorithm could enable industry scale on­wafer coupling corrected mea­
surements at millimeter­wave frequencies without requiring a dedicated calibration kit for each DUT
with a different pad­to­pad spacing.

6.1.3. Preliminary investigation into device limiting effects
In the third part of this thesis a preliminary investigation was performed into device limiting effects

when operating transistors at frequencies close to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the technology. Device liming be­
haviour has been investigated in the small­signal domain in for example NQS modelling, however as
millimeter­wave PAs are reaching operating frequencies at fractions of the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the technology
it becomes important to understand large signal behaviour at these frequencies. A large signal slew­
rate like behaviour in the transistor may explain the challenges in generating power at millimeter­wave
frequencies.

In this work it was shown how such behaviour may be identified by measuring the sensitivity of the
output power by a change in supply voltage at several frequencies. By observing the trend in this metric
across frequency different operation modes may be identified. A slew­rate behaviour can be detected
if the output power becomes in­dependent of the supply voltage for higher frequencies, i.e. when a
downwards trend is observed in the metric against frequency.

This method was used in simulation and on­wafer experiments on a 22nm FD­SOI CMOS transistor.
During a large signal measurement <67 GHz in a 50Ω environment the transistor showed a reduction in
the sensitivity of the output power to supply voltage from 40 GHz onwards, corresponding roughly to an
𝑓𝑇/8 operation of this technology. This hints towards an onset of device limiting behaviour, however this
observation could not be confirmed in an active load­pull measurement up to 100 GHz due to limitations
in the capabilities of the equipment available.
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6.2. Recommendations
6.2.1. Expanding vector gain based linearity characterization

At this moment the vector gain based linearity approach stands as a proof of concept demonstra­
tion to extract linearity metrics for active device characterization at millimeter­wave beyond single­tone
AM­AM and AM­PM responses. This first step leaves opportunities for extending the validation and
exploring the application of the approach. By distinguishing from envelope (narrow­band) based ap­
proaches the question rises on whether the advantage of the frequency­domain based approach can be
quantified. From a device perspective this may be investigated by characterizing the amount of varia­
tion in the vector gain across frequency as these would not be accounted for in a narrow band approach.
This investigation may also be evaluated on a design/application level by using the frequency­domain
approach to investigate a frequency dependence in the applied loading condition, i.e. that of a sim­
ulated output matching network. In addition, the vector gain extraction and linearity estimation can
be extended to include different bias levels to trade­off linearity and efficiency for different operating
classes.

6.2.2. On­wafer validation of 16­term distance dependent cross­coupling cor­
rection approach

The step­by­step approach taken to develop the parametrized 16­term calibration algorithm showed
interesting directions for future work. Different combinations of two­port calibration standards showed
different amounts of cross­coupling in the simulations which raises the question which combination
gives the best performance. In addition, publications of other researches in this field have shown to
be able to correct cross­coupling in split error term models with only one spacing dependent standard.
This might bring the possibility to further reduce the set of calibration standards, i.e. full set at a nominal
spacing, and only one additional standard to parameterize the change in coupling for additional probe
spacings. In its current state the developed parametrized 16­term calibration approach is ready to be
tested in an on­wafer environment. To do so a calibration kit needs to be developed for a frequency
band that shows significant probe­to­probe cross­coupling.

6.2.3. Continued investigation into device limiting effects
While the available measurement equipment limited obtaining conclusive results for the investiga­

tion into device limiting effects, the approach employed in this work could provide insight into device
behaviour when operating close to the 𝑓𝑇/𝑓𝑚𝑎𝑥 of the technology. Two steps should be taken in future
work to continue this investigation. First, using the same approach, additional frequency points should
be observed in load­pull for the 𝑓𝑇/20 to 𝑓𝑇/4 range for the investigated technology. And second, these
results should be compared with the same metric extracted from simulation using development kits of
the technology. By comparing results, it could be highlighted if the current transistor models include
the same behaviour and if not, how this would impact the performance of the device.
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ADC Analog­to­Digital converter 6, 37
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CMOS Complementary MOS 3, 9
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GSG Ground­Signal­Ground 49
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89



90 Acronyms
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LL load­load 49, 57–60
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MW Modulated Wave 24

N Nitride 4
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OO open­open 49, 57
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P Phosphide 4

PA power amplifier 1–5, 15, 26, 30, 35, 41, 68, 79, 81, 83, 86

PNA Power Network Analyser 76, 77, 80

Q quadrature 17

QAM quadrature amplitude modulation 4, 17, 35, 41

RF Radio Frequency 1, 6, 11, 14, 67, 68, 85

RMS root mean square 16, 30
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RT Real Time 24, 26, 29

Si Silicon 4
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SL short­load 49, 57
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SOLT Short­Open­Load­Thru 7–9, 25, 43, 53–55, 57, 76

SRRC square root raised cosine 16, 24, 35

SS short­short 49, 57
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List of Symbols

Sign Description Unit Ref.
𝐺𝑃 Power gain dB
𝐺𝑇 Transducer gain dB
𝐺𝑇𝑈,𝑚𝑎𝑥 Maximum unilateral transducer gain dB [72, p. 230]
𝑀𝐴𝐺 Maximum available gain dB
𝑀𝑆𝐺 Maximum stable gain dB
𝑃𝐴𝐸 Power added efficiency % [73, p. 756]
𝑃𝐿 Output/load delivered power dB or W
𝑃𝑎𝑣𝑠 Available source power dB or W
𝑃𝑖𝑛 Input power dB or W
𝑃𝑠𝑎𝑡 Saturated output power W or

dBm

𝑓𝑇
Transition/cut­off frequency
frequency where |ℎ21| = 0 Hz

BJT [72, p. 78]
FET [72, p. 84]

𝑓𝑚𝑎𝑥
Maximum oscillation frequency
bfrequency where |𝐺𝑇𝑈,𝑚𝑎𝑥| = 0 Hz

BJT [72, p. 78]
FET [72, p. 84]
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The following pages include a paper that was written, accepted and presented at the 95th ARFTG
conference on the topic of the vector gain based EVM estimation method that was developed during
the works of this thesis.
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Abstract  —  In this contribution we present a method for 

estimating linearity performance of devices operating in the 
higher millimeter-wave region, under modulated signals and over 
different loading conditions. The proposed method uses the power 

dependent vector gain extracted during continuous-wave large 
signal (load pull) measurements. The EVM prediction capability 
of the method is benchmarked with experimental load pull data 

with realistic modulated signals (QAM16) in the 5 GHz (RF) and 
in the 26 GHz (5G) bands on a 22nm CMOS FD-SOI device. The 
EVM estimated by the model correlates to the load pull 

measurements under complex modulated stimulus and properly 
predicts the best loading condition for linearity. Finally, the 
proposed method is used to estimate the EVM performance 

(QAM16) and the optimal loading condition for a 22nm CMOS-
SOI device operating in the higher millimeter-wave region, at 165 
GHz.  

Index Terms — 5G, EVM, linearity, mm-wave characterization, 
vector gain. 

I.  INTRODUCTION 

Commercial interest for millimeter-wave communication has 

increased significantly over the past years, due to the 

appearance of large volume applications such as automotive 

radar and telecom applications (i.e., 5G systems operating in 

the FR2 band and E-band backhaul systems). These 

developments are enabled by the continuous improvements in 

silicon-based technologies over the past decades and driven by 

frequency congestion in low-GHz bands. One of the bands 

currently under consideration for future millimeter-wave 

communication (i.e., 6G) is the D-band with available 

frequency slots assigned from 140 GHz to 180 GHz where  the 

low atmospheric adsorption window allows for medium to long 

distance communication [1]. 

To exploit the available frequencies and maximize the system 

throughput, modern communication standards use non-constant 

envelope modulation schemes and thus require linear operation 

of the power amplifier (PA) present in the transmitter chain. 

Due to the trade-off between linearity and power efficiency, 

proper transistors models, compact or behavioral [2, 3], are 

required to accurately predict all the non-linear contributions in 

order to properly tackle this trade-off early in the design cycle. 

These models should accurately capture the amplitude to 

amplitude (AM-AM) and amplitude to phase (AM-PM) 

distortion in order to reach the (standard defined) linearity 

target. 

Reducing the number of design iterations of millimeter-wave 

PAs therefore requires accurate characterization and validation 

of these transistor models employed in the circuit design. 

Various developments have been made in and calibration/de-

embedding techniques and advanced measurement setups in 

order to accurately characterize the large signal response of the 

transistors on wafer [4-6]. Non-linear characterization and 

modelling techniques such as the X-parameters and Poly-

Harmonic Distortion model [7, 8], have been applied in the 

characterization and design phase to support the development 

of power amplifiers. However, when frequencies approach the 

upper mm-wave region, i.e., in D-band, characterization of 

linearity requires complex and rarely available setups [9].   

In order to make accurate predictions of the device linearity 

there is a need to extract figure of merits (FOM) on accessible 

millimeter-wave characterization test benches. A linearity 

FOM proposed in [10] based on the AM-AM distortion in 

single-tone measurement was shown to closely correlate with 

the linearity performance of a GaN HEMT measured under 

two-tone as well as modulated excitation at 31.5 GHz. In this 

work a similar approach is proposed to predict the device 

linearity performance, including both the AM-AM and AM-PM 

distortion mechanisms. Moreover, the proposed approach also 

includes the frequency dependency of the device non-linear 

transfer function across the operating bandwidth, which plays 

an important role in the large modulation bandwidths of mm-

wave systems. 

The method proposed is based on a power swept, single tone 

vector gain measurements of the transistor. These 

characterization routines are employed to setup a complex, 

power dependent, transfer function in the frequency domain. By 

measuring the load dependent, vector gain over the (signal) 

operation band at several power levels an estimation can be 

made of the error vector magnitude (EVM) response of the 

device under modulated signals. In this contribution the 

proposed vector gain based EVM estimation method is 

benchmarked for its prediction capability versus load pull 

measurements under true modulated signals in the 5 GHz and 

26 GHz bands on a 22 nm CMOS FD-SOI.  

Finally, vector gain measurement under CW load pull 

conditions at 165GHz are used to predict the EVM performance 

of the device for a QAM16 stimulus signal in this band. 

II. THE VECTOR GAIN MODEL 

The vector gain of a two port device can be measured from 

the ratio of the down-converted waves 𝑏2 𝑎1⁄  in a large signal 

characterization test bench as was shown in [11]. Following this 

definition, the vector gain represents a complex transfer 



function describing the magnitude and phase response from the 

input to the output of the device. The non-linear nature of this 

transfer function imposes dependency versus the bias, 

frequency, drive level as well as loading condition.  

This input to output behavior can be described by the 

complex function in eq. (1), for every bias and load condition. 

Here both the amplitude and phase response are frequency and 

power dependent. This transfer function is defined by eq. (1) 

acquired measuring the vector gain at various power levels, 

frequency points and for several load conditions (during active 

load-pull).  

𝐻(𝜔,  𝑃𝑖𝑛) = 𝐴(𝜔, 𝑃𝑖𝑛) ⋅  𝑒𝑗Φ(𝜔, 𝑃𝑖𝑛) (1) 

where 𝐴(𝜔, 𝑃𝑖𝑛) describes the power depending magnitude 

transfer 𝜙(𝜔, 𝑃𝑖𝑛) the power depending phase transfer versus 

frequency.  

While the non-linear device response is acquired under 

continuous wave (CW) excitation at different frequencies, the 

input to output behavior for modulated signals is computed 

(numerically) for a multi-tone signal, with a frequency grid 

compliant to a user selectable standard definition.  

  

Fig. 2. Each spectral component is scaled in amplitude (𝐴) and phase 
shifted (Φ) as determined by the measured vector gain at that 
frequency depending on the offset (Δ𝑃) of the power in the frequency 
component from the average power in the signal. 

For this reason, a relation between the CW power level and 

bin related power level in the modulated signal case needs to be 

defined. The proposed method employs the constant power 

(CW case) to the average bin power (modulated case) mapping 

described in Fig. 2. Each spectral bin component is then 

compared to the bin average power (i.e., Pavg/BW) and the 

relative power offset in the vector gain transfer function is used 

to apply the effective distortion (AM-AM and AM-PM) to that 

frequency bin. 

After obtaining the now distorted spectrum at the output of 

the DUT, in the frequency domain, the resulting signal is 

transformed back to time domain. The EVM can then be 

calculated from eq. 2. 

 

𝐸𝑉𝑀𝑟𝑚𝑠 = √
∑ |𝑦𝑛 − 𝑥𝑛|2

𝑛  

∑ |𝑥𝑛|2
𝑛

.  (2) 

III. BENCHMARKING AT 5 GHZ AND 26 GHZ 

A. Setup Description 

In order to validate the proposed vector gain based EVM 

estimation, two different test benches are employed, as 

sketched in Fig. 1.  

Setup 1, allows the extraction of CW vector gain versus 

power and at different frequencies, under varying loading 

conditions. 

Setup 2, allows to provide a complex modulated signal to the 

device under varying loading conditions and acquire the true 

EVM response of the device. For this experiment the Anteverta 

MT-2000 Series Mixed-Signal Active Load Pull system is 

employed [12]. The validation is done at 5 GHz and 26 GHz for 

a QAM16 modulated signal over a 20 MHz band. 

B. Vector Gain Measurements At 5 GHz and 26 GHz 

At 5 GHz the vector gain was measured over 21 tones (1 MHz 

spacing) in the operating band, at 31 source power levels from 

-30 dBm to 0 dBm (1 dB spacing) and for six different loading 

conditions around the maximum -1 dB compression point.  

To Bias

Signal type   Control

CW AM

AM

Signal type   Control

CWVM

VM QAMQAM

DUT

To Control/stimulus setup

To Bias

To Control/stimulus setup

Setup 2:

 complex modulation, power sweep 

and active load pull capable

Setup 1:

 CW stimulus, power sweep and 

active load pull capable

 

Fig. 1. Two measurement techniques are used in this contribution. A Continuous Wave (CW) load pull measurement is used to measure the 
vector gain of the DUT at the intrinsic device reference planes and estimate EVM performance using a behavioral model. This approach is 
benchmarked with a second true modulated wave EVM measurement at 5 GHz and 26 GHz. 



Fig. 3 shows the AM-AM gain compression characteristic and 

the AM-PM phase variation across the frequency band and 

input power for one of the six loading conditions. 

At 26 GHz the vector gain was measured at 21 tones (1 MHz 

spacing) in the operating band, at 26 source power levels from 

-25 dBm to 0 dBm (1 dB spacing) and at sixteen loading 

conditions around the maximum -1 dB compression point.  

Fig. 4 shows the AM-AM gain compression characteristic 

and the AM-PM phase variation across the frequency band and 

input power for one of the six loading conditions. 

C. EVM Comparison At 5 GHz 

Fig. 6 shows estimated EVM using the vector gain proposed 

approach versus the direct measured EVM using setup 2 at 5 

GHz for a QAM16 signal for four of the six measured loading 

conditions. Between the lines marked A and B in the figure the 

difference in the estimated and measured EVM is less than 1 

dB for all four loading conditions, however it is important to 

note that the absolute value of the EVM can also depend on 

renormalization choices  made at firmware level that are 

difficult to replicate. For this reason, the authors are more 

inclined to evaluate the agreement across loading conditions 

between the proposed approach and the direct measured EVM 

values. The prediction of the constellation points for the loading 

condition Γ𝐿 = 0.5 at an input power of -37.85 dBm are shown 

in Fig. 7In the region between A and B region the estimate is 

mostly lower than the measured EVM which is explained by 

the fact that the estimation does only capture the frequency bin 

self-non-linearities while the cross bin non-linearities are 

neglected. Left of point A, the measured EVM using setup 2 

starts to increase due to the low signal-to-noise ratio in the 

measurement. To the right of point B, the difference between 

estimated and measured EVM increases due to limited non-

linearities captured by the proposed approach as mentioned 

before. Across the whole characterized range, the vector gain 

EVM estimation can predict which of the loading conditions 

would achieve the lowest EVM. This shows that the approach 

is useful in providing a first-order estimation of the best loading 

condition for EVM, directly from measurements without the 

need of a model/circuit simulation framework. 

  

Fig. 6. Correlation between estimated and measured EVM for a 
QAM16 signal at four loading conditions at 5 GHz. Solid lines are true 
modulated wave EVM measurements, dashed lines are estimations of 
the EVM using the vector gain. 

   

   

Fig. 3. Magnitude (top) and phase (bottom) of 
vector gain measured against frequency 
centered at 5 GHz and output power at the 
load for Γ𝐿 = 0.5 

Fig. 4. Magnitude (top) and phase (bottom) of 
vector gain measured against frequency 
centered at 26 GHz and output power at the 
load for Γ𝐿 = 0.64 −  0.11j 

Fig. 5. Magnitude (top) and phase (bottom) of 
vector gain measured against frequency 
centered at 165 GHz and output power at the 
load for Γ𝐿 = 0.60 + 0.35𝑗 



  

Fig. 7. Constellation points estimated during using the vector gain at  
5 GHz for a QAM16 waveform (𝑃𝑖𝑛 =  −37.85 𝑑𝐵𝑚, Γ𝐿 = 0.5) using 
1000 random symbols. 

D. EVM Comparison at 26 GHz 

A similar experiment as the one conducted at 5 GHz was 

carried out in the at 26 GHz with CW tones as described in 

section III-A. In this measurement the vector gain based EVM 

estimation was consistently higher than the direct measured 

EVM using setup 2 however the agreement across the loading 

conditions and input power was consistent. This is for example 

shown in the two contour plots of Fig. 8 showing the EVM 

trend for one power condition 𝑃𝑖𝑛 = −22 𝑑𝐵𝑚. The two 

contours show a good correlation between the best loading 

condition predicted and measured.  Similar contour plots can be 

made using only large signal CW measurement to evaluate bias 

conditions, frequencies, drive levels and loading conditions 

allowing the optimum point of operation to be estimated.  

  

  

Fig. 8. Comparison between the contour plots of the EVM estimated 
by the vector gain (left) and measured using setup 2 (right) for one 
power condition 𝑃𝑖𝑛 = −22 𝑑𝐵𝑚. Two loading conditions in the 
direct the EVM measurement did not converge (across the whole 
power range) and have therefore missing values in the right figure.  

IV. OPTIMAL LOADING CONDITION ESTIMATION AT 165 GHZ 

To demonstrate the use of the EVM estimation approach, the 

vector gain of the CMOS devices is measured in a 20 MHz band 

centered at 165 GHz using a Vertigo mmWave Studio active 

load pull setup. The vector gain is measured using single tone 

CW load pull measurements and is used to estimate the EVM 

for a QAM16 signal.  

The vector gain is measured at 11 tones (2 MHz spacing) 

across the operating band, at 16 source power levels from -37.1 

to -7.1 dBm (2 dB spacing) and at six loading conditions. Fig. 

5 shows the AM-AM gain compression characteristic and the 

AM-PM phase variation across the frequency band and input 

power for one of the six loading conditions at 165 GHz. The 

EVM for a QAM16 modulated signal is estimated for each of 

the loading conditions and the result is shown in Fig. 9. 

  
Fig. 9. Vector gain based EVM estimation at 165 GHz for a QAM16 
signal at six loading conditions.  

With the proposed approach it is possible to predict the 

optimal loading condition for lowest EVM, Γ𝐿 = 0.15 + 0.20𝑗 

in this case. With the proposed approach of using the vector 

gain to estimate EVM performance it is possible to evaluate 

bias conditions, frequencies, drive levels and loading 

conditions during a large signal CW measurement in the upper 

millimeter-wave regime without requiring a complex 

modulated wave setup or the need of a circuit simulator. 

V. CONCLUSION 

In this contribution a method is presented for the evaluation 

of linearity performance under modulated signals of devices 

operating far into the millimeter-wave regime. The method uses 

the power dependent vector gain that is extracted during a 

continuous wave large signal (load pull) measurement of the 

device under test to directly estimate the EVM performance of 

the device. The behavioral model was benchmarked at 5 GHz 

and 26 GHz with modulated wave measurements on a 22nm 

FD-SOI device transistor. The vector gain approach shows 

good correlation with measured EVM versus power and applied 

loading conditions for a QAM16 waveform however the 

absolute accuracy in predicting the EVM is limited. 

As a demonstration the method is used to estimate EVM 

performance at 165 GHz where other non-linear 



characterization methods such as a two-tone test or modulated 

signal measurements are difficult to perform. The vector gain 

based EVM estimation could therefore be used for prediction 

of optimal bias conditions, frequencies, drive levels and loading 

conditions during a large signal CW measurement in the upper 

millimeter-wave regime. 
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