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 A B S T R A C T

Accurate and secure classifying informal documents related to mental disorders is challenging due to factors 
such as informal language, noisy data, cultural differences, personal information and mixed emotions. 
Conventional deep learning models often struggle to capture patterns in informal text, as they miss long-range 
dependencies, explain words and phrases literally, and have difficulty processing non-standard inputs like 
emojis. To address these limitations, we expand data dimensionality, transforming and fusing textual data and 
signs from a 1D to a 2D space. This enables the use of pre-trained 2D CNN models, such as AlexNet, Restnet-
50, and VGG-16 removing the need to design and train new models from scratch. We apply this approach 
to a dataset of social media posts to classify informal documents as either related to suicide or non-suicide 
content. Our results demonstrate high classification accuracy, exceeding 99%. In addition, our 2D visual data 
representation conceals individual private information and helps explainability.
1. Introduction

Text analysis is a common Natural Language Processing (NLP) task 
that involves analyzing one-dimensional (1D) textual data based on 
its content. This analysis can occur at various levels, ranging from 
individual words and sentences to paragraphs and entire documents. 
Document-level analysis has applications across diverse domains [1,
2], including customer feedback analysis, sentiment analysis [3,4], 
spam detection [5–7], the identification of cyberbullying and toxic 
comments [8], detection of fake accounts and fake news [9–12], and 
the recognition of mental disorders, such as depression and suicidal 
ideation [13–15]. Document-level analysis presents unique complexi-
ties. Beyond local features, such as individual words, contiguous word 
sequences, and word or phrase positions within a document, this type 
of analysis must also capture global concepts, including the document’s 
document-related topic or the author’s general perspective on a given 
subject. Documents analyzed in these contexts frequently originate 
from informal communication platforms, often characterized by collo-
quial language, abbreviations, slang, and extensive use of emojis. Such 
documents may also include elements of sarcasm, irony, or culturally 
specific references, all of which require precise explanation to accu-
rately convey intended meanings. Moreover, individuals’ intentions, 
such as suicidal thoughts, may not be overtly expressed in social media 
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texts; instead, they may subtly communicate distress or emotional 
confusion [16]. Explaining these implicit cues presents a significant 
challenge. There is a crucial need to demonstrate the capacity to 
detect subtle indicators, including shifts in language patterns, fluctu-
ations in sentiment, or changes in engagement behaviors, to effectively 
identify individuals’ tendencies [17–19]. Additionally, explaining and 
understanding the diagnostic outputs produced by AI models can be 
challenging. In sensitive areas, such as diagnosing mental disorders, it is 
vital to balance respecting individuals’ privacy with the need for timely 
intervention and support. Ethical considerations in model development 
and deployment require a cautious approach, ensuring that privacy 
is maintained while striving to minimize harm and extend support to 
those in need [20,21].

Common deep learning methods for document-level analysis involve 
several steps, including pre-processing, word embedding, model train-
ing, and testing [22,23]. During pre-processing, tasks such as remov-
ing stop words (e.g., ‘‘the’’, ‘‘and’’, ‘‘is’’), cleaning special characters, 
and disregarding other signs are performed. Popular word embedding 
techniques, such as Word2Vec, GloVe, and FastText, convert words 
into dense vector representations (embeddings) that capture semantic 
meanings and relationships among words [24]. In the model train-
ing phase, an appropriate deep learning architecture is selected for 
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text classification. For 1D data classification, architectures like Recur-
rent Neural Networks (RNNs) including Bidirectional Long Short-Term 
Memory (BiLSTM) and 1D Convolutional Neural Networks (1D CNNs) 
are commonly used [25]. However, these models face limitations at 
the document level, as they struggle to capture sequential and long-
range dependencies between words due to issues like vanishing and 
exploding gradients, limited short-term memory in RNNs, the sequen-
tial processing nature of RNNs, and the fixed context window of 1D 
CNNs. Such challenges often lead to reduced classification accuracy. 
To address these limitations, hybrid and transformer-based models 
have been developed, though these introduce greater implementation 
complexity [26].

Moreover, in applications that involve user opinions and emotions 
– such as analyzing customer feedback or diagnosing mental disorders 
– implicit structures like metaphors and allusions add complexity to 
document-level analysis. Notably, online content frequently includes 
more than just text; people use signs like emojis and emoticons to 
express feelings and opinions. While these signs can provide valuable 
sentiment insights, they are often removed during pre-processing. Di-
mensionality transformation offers a promising approach to overcome 
these challenges.

Dimensionality transformation involves converting data from one 
domain to another. Dimensionality reduction simplifies models and 
reduces noise, whereas dimensionality expansion enables the capture 
of more complex relationships in the data, making it easier for machine 
learning algorithms to detect patterns [27]. This technique has diverse 
applications, including speech recognition [28], financial trading anal-
ysis [29], electroencephalography analysis [30], and DNA sequence 
detection [31].

In this paper, we employ dimensionality expansion for informal 
document classification. In our proposed model, signs such as emojis 
and emoticons are first separated from the text. Then, specific data 
cleaning processes are applied to the textual content. Both signs and 
words are transformed into numerical values and subsequently into 
visual representations. Finally, we fuse the representative images of 
emojis and words for each document into a single image, performing 
multimodal data fusion that integrates signs with textual data.

For classification, we utilize existing 2D pre-trained CNN models. 
The key contributions of our work are summarized as follows:

• By applying dimensionality expansion to 1D data and converting 
them into images, we utilize existing 2D pre-trained CNN models 
such as AlexNet [32], ResNet-50 [33], and VGG-16 [34], and 
with minimal time investment in fine-tuning operations. This 
approach eliminates the need to design and train new models 
from scratch, thereby reducing associated learning costs. Utilizing 
2D CNN models enables simultaneous feature extraction at both 
local and global levels. At the local level, the models capture 
edges, textures, and corners, which represent tokenized words. 
At the global level, they capture the overall shape of objects, 
reflecting the author’s overarching perspective. Additionally, the 
influence of signs on classification is incorporated. As a result, 
compared to other common models, the accuracy in diagnosing 
mental disorders has increased significantly, reaching more than 
99%.

• By employing dimensionality expansion, we provide a visual 
representation of fused text and symbols. This approach preserves 
personal private data. In addition, it can be used as an auxiliary 
tool for result explanation.

The remainder of this article is organized as follows. Section 2 
presents a comprehensive literature review, followed by essential infor-
mation and fundamental concepts about two-dimensional pre-trained 
CNNs in Section 3. The proposed model is introduced in Section 4, and 
experimFental results are discussed in Section 5. Finally, we conclude 
the article in Section 6.
2 
2. Related work

Various virtual environments, such as social networks, provide valu-
able opportunities for extracting and analyzing shared content [35], 
enabling an in-depth exploration of feelings, emotions, and tendencies 
such as aggression [36], cyberbullying [37–39], depression [17,40,
41], and suicide [42–45]. Given that suicide attempts may be life-
threatening, the literature on suicide risk assessment and diagnosis 
through the analysis of content produced by individuals on social 
networks using deep learning methods is discussed below. From this 
perspective, the literature can be divided into the following categories 
of models that analyze one-dimensional social network text data: Recur-
rent Neural Networks (RNNs) [46–48], Convolutional Neural Networks 
(CNNs) [49–52], transformers, and hybrid-based solutions [53–57]. 
Table  1 presents a selection of these models from the past seven years, 
organized by accuracy.

A Long Short-Term Memory (LSTM) network is a type of RNN that 
can learn long-term dependencies between data sequences, making it 
suitable for extracting the information and sentiments embedded in 
texts. In [47], feedback connections were incorporated in addition to 
the standard LSTM feed-forward structure, allowing previously col-
lected information to be stored while redundant data is removed. In 
this model, attention was given to sentences at the word level, and a 
bag-of-words approach was used to extract statistical features at the 
word level for suicide ideation diagnosis. In [46], 16 different emotion-
related factors were considered to prevent suicide, where an increase 
in the intensity of negative emotions was indicative of a higher suicide 
risk. Features were extracted using unigram and bigram techniques, 
word embeddings, and term frequency–inverse document frequency 
(TF–IDF). Sawhney et al. [58] introduced a transformation stage before 
their LSTM model to learn the semantic characteristics of social media 
content. Similarly, Zhang et al. [59] utilized a transformer model, 
with the added advantage of capturing long-term dependencies and 
contextual information.

Gaur et al. improved the prediction accuracy of suicide-related cases 
by combining time-variant approaches with CNNs [54]. Clinical data, 
such as mental health records and medications, were used as supple-
mentary information [60]. In [55], laughter and sadness emoticons 
were used as weighting identifiers for non-suicidal and suicidal cases, 
respectively. Tadesse et al. [56] applied word embedding techniques 
before the learning stage, mapping words to a vector space of real 
numbers. A CNN model was then used to address the limitations of 
feed-forward networks in pattern retention. Naseem et al. [61] pre-
sented a model for detecting suicidal tendencies on social networks by 
combining transformers, utilizing a Longformer within the transformer 
structure to capture word features. Additionally, a text tensor was 
applied to extract text features and syntactic, semantic, and sequential 
context information. In [62], knowledge graphs were used to iden-
tify concepts related to suicide domains. Cao et al. [63] constructed 
a knowledge graph combined with deep neural networks to create 
implicit graph connections between text and images, incorporating 
personal information such as gender, age, and geographical location, 
which posed privacy concerns for users’ data. Recent transformer-
based models employ independent architectures that are generally 
more complex than CNN and RNN models, achieving relatively higher 
accuracy. For example, [64] used Generative Pre-trained Transformer 
3 (GPT-3) and the Robustly optimized BERT pretraining approach 
(RoBERTa) for text analysis. In [65], a model based on an independent 
transformer architecture that integrates sentiment features with text 
was introduced.

3. Two dimensional pre-trained CNNs

There are several types of 2D pre-trained CNN models, including 
AlexNet [32], ResNet-50 [33], and VGG-16 [34]. These models consist 
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Fig. 1. A general overview of the classification operations performed by 2D pre-trained CNN models; includes the use of pre-trained convolution kernels for feature extraction, 
pooling to reduce dimensionality, and the utilization of flattened and fully connected layers to carry out the classification process.
Table 1
Comparison between some recent researches that have used deep learning models to 
detect suicide ideation in social networks, which are sorted based on accuracy.
 Ref. Year Model Dataset Accu. F1  
 [65] 2024 Transformer Reddit 99.34 —.—  
 [64] 2023 Transformer Twitter 97.40 —.—  
 [50] 2019 CNN Reddit 95.40 96.60 
 [53] 2022 CNN-LSTM Reddit 95.00 95.00 
 [56] 2020 LSTM-CNN Reddit 93.80 93.40 
 [62] 2021 BERT-LSTM Sina Weibo 91.25 91.23 
 [57] 2022 LSTM-CNN Reddit 90.30 92.60 
 [51] 2021 CNN Twitter 87.00 91.50 
 [46] 2022 LSTM Facebook 80.00 —.—  
 [54] 2021 LSTM-CNN Reddit 78.00 79.00 
 [52] 2018 CNN Twitter 74.00 83.00 
 [49] 2021 CNN Reddit 72.14 72.92 
 [63] 2020 LSTM Reddit 65.92 65.93 
 [48] 2021 LSTM Twitter —.— 94.00 
 [58] 2021 LSTM Reddit —.— 64.00 
 [59] 2021 LSTM Reddit —.— 94.90 
 [61] 2022 Transformer Reddit —.— 79.00 

of essential components such as convolutional layers, pooling layers, 
and fully connected layers, as illustrated in Fig.  1.

In general, LSTMs face challenges in effectively capturing very long-
term dependencies. As the temporal gap between relevant elements 
within a sequence widens, the ability of LSTMs to retain and prop-
agate information over extended distances diminishes. This becomes 
particularly problematic when dealing with variable-length sequences, 
such as sentences of varying lengths in NLP tasks, where processing the 
data efficiently with LSTMs becomes difficult. Moreover, while LSTMs 
can capture dependencies within a local context, they often struggle to 
encompass broader contextual information beyond the immediate se-
quence. This limitation is especially significant in tasks that require an 
understanding of the larger context for accurate predictions. For exam-
ple, in document-level sentiment analysis, LSTMs may face difficulties 
incorporating information from the entire document [66,67].

In cases where long-term dependencies need to be extracted, 1D 
CNNs alone cannot accurately capture such dependencies through con-
volutional operations [68,69]. While transformers offer a powerful al-
ternative, they come with considerable computational costs, especially 
when handling large models with many layers and attention heads. 
The self-attention mechanism, which enables every element to interact 
with all others in the sequence, introduces significant computational 
overhead. As a result, training and inference with large transformer 
models require substantial computational resources and time. Further-
more, despite their strength in capturing long-range dependencies, 
transformers sometimes struggle to fully understand contextual infor-
mation beyond the local sequence. In tasks that demand a grasp of 
global context or document-level knowledge, transformers may require 
additional mechanisms or modifications to efficiently absorb and utilize 
this broader information [70].
3 
Integrating diverse architectures within a hybrid model adds an-
other layer of complexity. Effectively managing and optimizing the 
interactions between BiLSTM and CNN components requires careful 
design and training. This increased complexity can lead to challenges in 
model explanation, debugging, and fine-tuning. Additionally, compared 
to standalone architectures, hybrid models like BiLSTM-CNN tend to 
incur higher computational costs. The simultaneous operation of BiL-
STMs and CNNs requires traversing multiple layers, which increases 
computational demands during training and validation. Consequently, 
these models may necessitate greater computational resources and 
time for effective training. Moreover, combining different architectures 
within a hybrid model may result in information loss or bottleneck 
effects [71,72].

Convolutional layers are fundamental building blocks of CNNs. They 
comprise multiple filters (also known as kernels) that slide over the 
input image, performing convolution operations to detect patterns. 
Each kernel specializes in extracting different features from the input. 
For instance, the 64 kernels depicted in Fig.  1 represent the first 
convolutional layer of a 2D pre-trained CNN model, namely AlexNet. 
While common CNN models typically have several convolutional layers, 
the accurate performance of the first layer’s convolutions is crucial 
for correctly extracting low-level image features, such as orientation, 
curvature, corners, crosses, and compositions. This, in turn, enhances 
the performance of subsequent layers. Following the convolutional 
layers, pooling layers are employed to reduce the spatial dimensions 
of the output from the previous layers. Pooling layers downsample the 
data by taking the maximum or average values from groups of pixels, 
which helps reduce computational complexity and control overfitting. 
After several convolutional and pooling layers, features are extracted, 
and the resulting feature maps are flattened into a vector. This vector 
is then fed into one or more fully connected layers, which operate 
like traditional neural network layers, connecting all neurons from the 
previous layer to all neurons in the next. Finally, the values obtained 
from these neurons are mapped to desired classes, such as suicidal or 
non-suicidal.

Two-dimensional CNN models are extensively used in image clas-
sification across various applications, including object classification, 
animal detection, car plate recognition, handwritten digit recognition, 
facial identification, disease classification through medical images, and 
environmental monitoring via satellite image analysis. In some cases, 
they achieve higher accuracy than humans [73]. These models are 
explicitly designed to exploit hierarchical representations, in addition 
to the local correlations extractable by 1D CNNs, enabling them to 
capture both basic and local features from initial convolutions, as well 
as complex patterns and features from higher layers [74,75]. The incor-
poration of such pre-trained models provides a significant advantage 
for classification tasks, as they come equipped with knowledge gained 
from diverse image datasets, an advantage not readily available in 1D 
models [76–78]. Furthermore, 2D CNN models typically incorporate 
spatial pooling layers to aggregate information from neighboring re-
gions, aiding in noise reduction [79]. Moreover, these models exhibit 
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Fig. 2. The proposed model for informal document classification uses dimensionality expansion. In this approach, texts and signs are separated from each other (e.g., in suicide 
and non-suicide documents). Data cleaning operations are applied to the texts, and both the texts and signs are converted into suitable images. These images are then merged and 
fed into a CNN model for classification.
a degree of translation invariance, allowing them to recognize objects 
or patterns regardless of their position within the image. This charac-
teristic enhances the model’s robustness to minor spatial variations or 
noise-induced shifts in the data [80].

Another advantage of 2D CNN models is the use of transfer learning. 
Training deep learning models from scratch can be computationally 
intensive and resource-consuming. Utilizing pre-trained models and 
transfer learning can significantly improve the efficiency of the training 
process. VGG-16, ResNet-50, and AlexNet are three common examples 
of 2D pre-trained CNN models, all trained on the ImageNet dataset, 
which contains 14 million images. In the remainder of this article, we 
employ these three models as our subjects of investigation.

4. Proposed model

The proposed model for informal document classification of suicide 
and non-suicide posts is illustrated in Fig.  2. As shown in the figure, 
the model comprises three main stages: document preprocessing, di-
mensionality expansion, and classification. First, the formal or informal 
document, containing both text and symbols, is processed. Symbols are 
separated from the text, and after several stages of cleaning, both words 
and symbols are transformed into numerical representations based on 
their weight in different classes. These numerical weights are then 
converted into visual shapes (images) using a visual concept similar to 
an area plot. The resulting images for each document are fused into a 
single image, which is then fed into a pre-trained 2D CNN model. The 
following sections provide a detailed explanation of each step.
4 
4.1. Data pre-processing operations

Data pre-processing is a crucial step in document classification 
tasks. It involves cleaning, converting, and organizing raw text data 
into a format suitable for machine learning algorithms. Effective pre-
processing enhances the quality of the input data and improves the 
performance of the classification model. Models that receive 1D data 
typically analyze documents as pure text, although these documents 
often contain not only text but also other elements such as emojis and 
emoticons, which are commonly removed during data cleaning. How-
ever, these symbols are often used to convey opinions and emotions. 
Therefore, correctly accounting for these symbols in the analysis can 
significantly increase model accuracy. In our approach, we extract these 
symbols from the documents during the pre-processing stage, prior to 
performing traditional data cleaning.

For example, Fig.  3 illustrates the frequency of emoji occurrences in 
a sample Reddit dataset related to suicide and non-suicide content. The 
horizontal axis shows the sequence of emojis most frequently used in 
the dataset, while the vertical axis shows the number of occurrences for 
each emoji in both classes. In nearly all cases, the frequency of emoji 
usage in the non-suicide class is higher than in the suicide class. The 
appearance of the 𝑒𝑖 emoji in a document suggests that the document 
is likely not related to suicide, with a probability of 𝑃 (

𝑒𝑖 (𝑛𝑜𝑛)
)

. This 
probability, 𝑃 (

𝑒𝑖 (𝑛𝑜𝑛)
)

, is calculated for each document based on 
Eq. (1), where 𝑁 (

𝑒𝑖 (𝑛𝑜𝑛)
) represents the number of occurrences of a 

specific emoji in the non-suicide class, 𝑁 (

𝑒𝑖 (𝑇 )
) represents the total 

number of occurrences of that emoji in both the suicide and non-suicide 
classes, and 𝑛 denotes the total number of emoji types in the dataset.
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Fig. 3. Some examples of emojis extracted from the Reddit social network, along with their frequency in both the suicide and non-suicide classes, sorted from highest to lowest 
repetition.
𝑃
(

𝑒𝑖 (𝑛𝑜𝑛)
)

=
𝑁

(

𝑒𝑖 (𝑛𝑜𝑛)
)

𝑁
(

𝑒𝑖 (𝑇 )
) 1 ≤ 𝑖 ≤ 𝑛 (1)

If several different signs appear in a document, according to Eq.  (2), 
the probability that a document belongs to non-suicide (𝑃𝐷), is obtained 
from the sum rule of the independent probabilities of every sign that 
appeared in that document. 

𝑃𝐷=1−
[(

1−𝑃
(

𝑒1(non)
))

×
(

1−𝑃
(

𝑒2(non)
))

×⋯×
(

1−𝑃
(

𝑒𝑛(non)
))]

(2)

In some applications, such as user-generated posts on social networks, 
informal language is used, which often contains various grammatical 
and lexical errors, as well as additional signs and symbols that can 
hinder the accurate analysis of documents by deep learning models. 
During the preprocessing stage, after separating signs from the docu-
ments, we aimed to mitigate the impact of these factors by performing 
several data-cleaning operations. These included removing line breaks, 
URLs, special characters, and accented characters; converting text to 
lowercase; expanding contractions; and reducing repetitions.

Next, each word in each class is treated as an object, and the 
difference in its frequency across different classes is calculated for 
the entire document. In Eq.  (3), 𝑊𝑤𝑖

 represents the calculation of the 
weight of each word (object), where 𝑁(𝑤𝑖(non)) and 𝑁(𝑤𝑖(sui)) are 
the number of occurrences of each word in the non-suicide and suicide 
classes, respectively, and 𝑁(𝑊𝑖(T)) is the normalized word count across 
the entire dataset. Since the number of documents in the non-suicide 
class is 1.66 times that of the suicide class, a coefficient of 1.66 is 
used to normalize the weight ratio of words between the two classes. 
In this case, the greater the weight of an object in the non-suicide 
class compared to the suicide class, the value will be between 0 and 
1. Conversely, if the weight in the suicide class is greater than in the 
non-suicide class, the value will be between 0 and −1. 

𝑊𝑤𝑖
=

𝑁(𝑤𝑖(non)) − (𝑁(𝑤𝑖(sui)) × 1.66)
𝑁(𝑊𝑖(T))

(3)

For example, consider the sentence: ‘‘I need help, just help me girls. 
I am crying so hard.’’ In Table  2, the frequency of each object in the
Suicide and Non-suicide classes is specified.

For the object crying, its occurrence in the Suicide class is 1417, and 
in the Non-suicide class, it is 723. Substituting these values into Eq.  (3), 
the weight 𝑊crying is calculated as follows:

𝑊crying =
723 − (1417 × 1.66)

3057
≈ −0.53

The value 3057 represents the total number of observations of the
crying object in a normalized state across the entire dataset. Since the 
weight of the object crying is negative, it indicates that this object is a 
significant factor in suicide-related content.

Similar steps are taken for the preprocessing of signs. In the next 
step, the numbers corresponding to the words and signs in the docu-
ments were converted into images.
5 
Table 2
Word frequencies associated with the sentence ‘‘I need help, just help me. I am crying so 
hard.’’ F.Suicide represents the frequency of a word (object) in the suicide class, while 
F.Non-suicide represents the frequency in the non-suicide class.
 Num. Word F.Suicide F.Non-suicide 𝑊𝑤𝑖

 
 1 i 405341 256628 −0.45 
 2 need 8930 7958 −0.30 
 3 help 12133 7556 −0.45 
 4 just 50 665 34984 −0.41 
 5 help 12133 7556 −0.45 
 6 me 61506 45473 −0.38 
 7 girls 340 3452 +0.72 
 8 i 405341 256628 −0.45 
 9 am 99618 61942 −0.46 
 10 crying 1417 723 −0.53 
 11 so 35523 36253 −0.24 
 12 hard 3457 2099 −0.46 

4.2. Dimensionality expansion

In dimensionality expansion, data and patterns are transformed 
from a lower-dimensional space to a higher-dimensional one. To im-
prove the accuracy of binary document classification, we changed 
the dimensionality of the data from 1D to 2D images. This approach 
eliminates the need to design and train new models from scratch, 
allows features to be visualized, and preserves privacy through the 
transformation. In this dimensionality expansion stage, the weights 
produced during preprocessing are converted into shapes. The shapes 
of signs and text related to each document are merged to form a single 
image.

As explained in [81], images with simple geometric patterns, such 
as curves, corners, crosses, and edges, can reduce the cost of fine-
tuning. This is because the early convolution layers of 2D pre-trained 
CNN models can effectively extract these features. To leverage this, 
we used solid corners, which fall under the category of simple shapes 
that can be extracted by the initial layers of various two-dimensional 
CNN models, to convert one-dimensional values into two-dimensional 
ones. Fig.  4 demonstrates how different models are able to extract 
solid corners in their first convolutional layers. To compare kernels 
with similar performance, each one was evaluated against Gabor filters, 
which are used to extract corners, using the Structural Similarity Index 
(SSIM) method. The Gabor transform can be fine-tuned by adjusting 
the sinusoidal wave parameters (amplitude, frequency, and phase) and 
the Gaussian envelope (standard deviation). Gabor filters are generated 
in various sizes, orientations, and frequencies to extract solid corners. 
Kernels with an SSIM score above 80% were considered effective for 
extracting solid corners. As shown in the figure, all three pre-trained 
models – VGG-16, ResNet-50, and AlexNet – are capable of extracting 
solid corners.

Converting values into images based on the capabilities of the first 
convolution layers leads to a reduction in the cost of fine-tuning. For 
example, the changes of the kernels within the first convolution layer 
of the AlexNet model are shown in Fig.  5. Kernels were compared one 
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Fig. 4. Selecting kernels that are able to extract solid corners. Different Gabor filters for extracting solid corners are compared with the kernels of pre-trained models using the 
SSIM method. Kernels with a similarity greater than 80% are marked with a red border.
Fig. 5. Comparison between first convolution layer kernels of the 2D pre-trained 
AlexNet model, before and after fine-tuning. Only nine kernels have changed more 
than 1% and are marked with red border.

by one with the help of the SSIM method. Nine kernels marked with a 
red border have been changed by ranging from 1% to 3%. Most kernels 
have been changed less than 1% after a hundred epochs. This means 
that the fine-tuning operation using the created images has little effect 
on the weights.

We converted the calculated weights related to texts to angular gray 
shapes (corners), which can be seen in Fig.  6.

To produce an image for a document, horizontal and vertical axes 
are used to represent the number of words in a document and the 
weight of a word in that document, respectively. A horizontal line 
with a length of 𝑚 pixels can represent a maximum of 𝑚 words. In 
order to reduce the negative impact of the resizing operations for 
matching the input image to the 2D pre-trained CNN models, 300 
pixels have been considered. This value is sufficient for some document 
classification applications such as mental disorder detection. The values 
of the calculated weights range from −1 to +1. A shape is formed by 
6 
Fig. 6. The conversion of words in a sentence into weights, followed by their 
transformation into a two-dimensional representational structure. The horizontal axis 
represents the words (objects), and the vertical axis represents the normalized weight 
for each object. Values greater than zero indicate an object’s tendency towards non-
suicide, while values less than zero indicate an object’s tendency towards suicide.

joining the points to each other. The area of the created shape has been 
highlighted by grayscale in our figures. Each weight in each created 
shape from left to right is proportional to the appearance of a word in 
order in a document from top to down and left to right. In other words, 
the order of occurrence is automatically preserved in the model training 
process. The shape that represents the total weight of emojis from −1 
jo 1 in each document consists of two solid corners that are connected 
to each other and create a two-sided sloping surface. In this way, the 
change in the sloping surface causes a change in the area below it, so 
that a lower slope indicates more emoji weight. In the next step, to fuse 
signs with texts, two created images, one for text and another for signs 
are merged. The final created image represents a document that is used 
as an input image in the classification stage. Fig.  7 shows how text and 
related symbols from social media posts are fused into single images, 
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Fig. 7. Examples of fusing text and corresponding symbols from a post into a single 
image for both suicide and non-suicide posts. The shape corresponding to each text 
is placed in the upper half of the image, while the shape corresponding to the total 
weight of emoji and emoticon probabilities is placed in the lower right half of the 
image.

distinguishing between posts related to suicide and those that are not. 
The top part of each image displays the visual representation of the 
text, while the bottom right shows the calculated significance of emojis 
and emoticons. By performing this whole operation, the documents 
data related to the ‘‘suicide and depression detection’’ dataset [82] are 
converted to images.

4.3. Classification

In the classification stage, the fused textual and emoji-based im-
ages are fed into 2D pre-trained CNN models. For our classification 
task, we employed three widely used models—VGG-16, ResNet-50, and 
AlexNet—all of which were pre-trained on the ImageNet dataset. These 
models are chosen for their proven ability to generalize well to new 
image-based tasks, allowing us to leverage transfer learning effectively.

Each model was fine-tuned on 167,290 images derived from suicide 
and non-suicide documents, specifically structured for the binary classi-
fication task of identifying suicide-related content. Fine-tuning involved 
adjusting the higher layers of these pre-trained networks to better 
recognize subtle patterns unique to this dataset, such as specific textual 
cues and emotive symbols indicative of suicidal ideation. The choice 
of CNN models offers distinct advantages: VGG-16 provides a deep, 
sequential layer structure that is efficient for capturing hierarchical 
patterns; ResNet-50 incorporates residual connections that prevent the 
vanishing gradient problem, enabling better performance on deeper 
networks; and AlexNet, with its comparatively simpler architecture, 
serves as a baseline for rapid prototyping and validation.

Our experimental results demonstrated that these models, particu-
larly when fine-tuned, achieved remarkably high accuracy. The VGG-16 
model, for instance, reached an accuracy of 99.99%, underscoring the 
effectiveness of dimensionality expansion and the robustness of 2D 
CNNs in identifying complex patterns within transformed 1D textual 
data. This accuracy highlights the potential of our approach to con-
tribute to real-world applications where precise classification of mental 
health-related content is crucial.
7 
5. Experimental results

5.1. Experimental setup

Data cleaning operation was performed by macro commands in 
Excel and also in the Jupiter notebook environment. Dimensionality 
expansion operation was performed by Visual Basic and finally, training 
and classification operation was performed in Colab environment by 
Keras and PyTorch. The hardware configuration included an NVIDIA 
Tesla P100 GPU, 87 GB of RAM, and 180 GB of storage space. The 
‘‘Suicide and Depression Detection’’ dataset is developed from self-
reported posts on the social media platform Reddit, and includes text, 
emoji and emoticons with a length of one to more than 140 tokens. 
The dataset divides posts into two main categories: non-suicide, with 
approximately 169,518 samples, and suicide, with around 63,721 sam-
ples. In the suicidal category, users have indicated that they either 
had thoughts of suicide or made attempts following their posts. The 
data, which has been collected since 2018, provides valuable insights 
into the language patterns associated with depressive and suicidal 
ideation, making it a crucial resource for training machine learning 
models aimed at detecting mental health crises. In the dimensionality 
expansion stage, in order to remove the resizing operations in the 2D 
CNN models, images are created in the size of 300 × 300. Three 2D 
CNN models VGG-16, ResNet-50, and AlexNet are investigated. Due to 
the similarity of the obtained results for the three models, the results 
related to VGG-16 are presented and discussed.

5.2. Evaluation results

Converting a document consisting of textual data and signs into 
images and employing 2D pre-trained CNN models, which possess the 
capability to extract features at both local and global levels, leads to an 
improvement in classification accuracy compared to baseline models. 
Table  3 shows this comparison using Alexnet, Resnet-50, and VGG-
16 CNNs as 2D pre-trained models on the Reddit dataset [82], which 
has been transformed into images using the proposed dimensionality 
expansion technique. As shown in the table, the accuracy (second 
column) of the baseline models ranges from 58.7% to 97.40%, while 
the accuracy of the proposed model reaches an impressive 99.99% for 
VGG-16.

In order to show the impact of fine-tuning on the 2D models, we 
have used 2D CNN models in two cases, with pre-training and without 
pre-training. In other words, we have applied our proposed model on 
Alexnet, Resnet-50, and VGG-16 CNNs with pre-trained and without 
pre-trained. Additionally, it can be inferred that while the selection of 
the CNN model type impacts the model’s accuracy by 2 to 4 percent 
in various conditions, the presence or absence of symbols has a more 
significant effect on accuracy. Fig.  8 depicts the difference in validation 
accuracy with and without using ImageNet weights. In fact, the pre-
trained VGG-16 CNN model achieves the highest accuracy in the 5th 
epoch, while without pre-trained, it achieves the highest accuracy in 
the 100th epoch. This means that the computational cost is reduced 20 
times by 2D pre-trained models. We can use the weights and patterns 
learned by the pre-trained 2D CNN models as a starting point, and fine-
tune them to our specific task. Converting documents to simple images 
that contain simple geometric shapes helped to reduce fine-tuning 
costs.

According to Table  3 in order to support the results, experiments 
are tested on the ‘‘Reddit Self-reported Depression Diagnosis’’ (RSDD) 
dataset, which contains documents related to depression diagnoses. Ad-
ditionally, the impact of the presence or absence of symbols on model 
performance was examined. In the pre-trained models, the presence of 
symbols improved model accuracy by approximately 8 percent.
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Table 3
 Comparison between baseline models and the 2D pre-trained VGG-16 model in docu-
ment classification of the ‘‘Self-reported Depression Diagnosis’’ dataset, which comprises 
both depressed and non-depressed documents. The term ‘‘Pre-trai.n-s’’ refers to cases 
where symbols, such as emojis, were not considered by the model, while ‘‘Pre-trai.’’ 
refers to cases where these symbols were included in the model’s analysis.
 Model name Acc. (%) Pre. (%) Rec. (%)  
 1D-CNN 58.17 62.90 65.75  
 LSTM 63.65 67.35 70.05  
 BiLSTM-CNN 69.19 69.83 69.90  
 Chat GPT-3 79.74 81.73 82.88  
 RoBERTa 83.72 84.94 86.91  
 Ref. [83] 88.48 87.36 94.57  
 Ref. [57] 90.30 91.06 93.70  
 Ref. [53] 95.00 94.30 94.90  
 Ref. [64] 97.40 99.92 97.40  
 Non pre-trained 2D models without considering symbols
 Non pre-trai.n-s AlexNet 86.15 86.27 86.73  
 Non pre-trai.n-s Resnet-50 86.75 86.82 87.09  
 Non pre-trai.n-s VGG-16 87.04 88.22 89.49  
 Non pre-trained 2D models, considering symbols
 Non pre-trai. AlexNet 94.38 94.68 94.96  
 Non pre-trai. Resnet-50 95.27 97.59 98.45  
 Non pre-trai. VGG-16 98.51 98.73 98.05  
 Pre-trained 2D models, without considering symbols
 Pre-trai.n-s AlexNet 90.81% 91.04% 90.96%  
 Pre-trai.n-s Resnet-50 92.01% 91.93% 91.90%  
 Pre-trai.n-s VGG-16 93.71% 94.23% 93.84%  
 Pre-trained 2D models, considering symbols
 Pre-trai. AlexNet 97.89 97.90 97.73  
 Pre-trai. Resnet-50 99.67 99.64 99.49  
 Pre-trai. VGG-16 99.99 99.99 99.99  

Fig. 8. Impact of fine-tuning operation on the VGG-16 model with pre-trained and 
without pre-trained. In the pre-trained mode which 2D CNN uses ImageNet weights 
achieves the highest validation accuracy in the 5th epoch, while training the VGG-16 
model from scratch achieves the highest validation accuracy in the 100th epoch.

5.3. Discussion

Fig.  9 depicts two examples of documents related to non-suicide 
(top) and suicide (bottom) and their corresponding created images on 
the right side. The color map on each document is proportional to 
its weight in the corresponding image. In the figure, explainability is 
added to the model so that it can be concluded which word has a 
greater impact on the document’s tendency towards suicidal or non-
suicidal. If there is an sign in the document, its weight is placed 
separately in the image. The gauge on the right side is the ratio of the 
area of the upper part of the horizontal axis (non-suicide) to the lower 
8 
Fig. 9. Comparison between converting non-suicide (top) and suicide (bottom) docu-
ments to images. On the right side of each document, the corresponding created image 
is shown. The color map in each document corresponds to the weight of each word. 
The gauge shown on the right side shows the overall weight of the document/image 
towards suicide or non-suicide.

part of it (suicide). From this ratio, it is not possible to definitively 
conclude which class the document belongs to, but it shows its tendency 
towards each of the classes.

Instead of transferring and displaying texts in various applications 
related to informal document-level text classification, where personal 
data may be leaked and revealed to unauthorized people, images 
related to documents are used, which, like a security layer, hides words 
from the view of unauthorized people.

In the sample dataset that we used, the number of words in each 
document was less than 300. If the word count of a document is more 
than 300 words, a sliding window with dimensions of 300 words is 
considered. For each sliding window, a new shape is created. As shown 
in Fig.  10 the number of shapes in each generated image is limited 
to 14 which means a created image includes up to 4200 words. For a 
document with a size larger than 4200 words, different images (frames) 
will be created and the created images will be considered as a 3D 
representation of that document.

By converting documents in the ‘‘suicide and depression detection’’ 
dataset to images, an image dataset containing 167,290 images across 
two classes is created. One class consists of suicide-related content 
with 62,713 image samples, while the other class contains non-suicidal 
content with 104,577 images.

6. Conclusions

This study has developed a novel approach for detecting suicide-
related documents by converting 1D informal documents containing 
text and symbols into 2D images through a dimensionality expan-
sion technique. By leveraging pre-trained 2D CNN models, including 
AlexNet, ResNet-50, and VGG-16, our method achieved an impressive 
classification accuracy of 99.99%, outperforming traditional baseline 
models. This technique not only enhanced classification accuracy but 
also significantly reduced computational costs by utilizing the pre-
existing learned features of the CNN models, an efficiency that is 
crucial for practical applications where resource optimization is essen-
tial. Furthermore, transforming textual data into visual representations 
allows for the integration of both textual and visual cues, providing 
a comprehensive analysis that captures subtle nuances in documents. 
This dual-modal analysis is particularly effective in sensitive applica-
tions like suicide detection, where accuracy and early detection are 



N. Esmi et al. Computers in Biology and Medicine 192 (2025) 110266 
Fig. 10. Representing documents with more than 300 words, each sliding window 
contains 300 words for each shape per line in the output image. The final output image 
contains up to 4200 words. Documents with more than 4200 words are displayed on 
multiple images (frames).

paramount. We also addressed the ethical implications and prioritized 
data privacy in handling sensitive information. Additionally, this visual 
representation serves as a complementary method to explain the re-
sults. Overall, this research underscores the potential of dimensionality 
expansion, combined with advanced deep learning models, to address 
complex classification tasks across various domains.
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