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# Timetable Recovery After Disturbances in Metro Operations: An Exact and Efficient Solution 

Konstantinos Gkiotsalitis ${ }^{\ominus}$, Member, IEEE, and Oded Cats ${ }^{\ominus}$, Member, IEEE


#### Abstract

This study proposes an exact model for timetable recovery after disturbances in the context of high-frequency public transport services. The objective of our model is the minimization of the deviation between the actual headway and the respective planned value. The resulting mathematical program for the rescheduling problem is nonlinear and non-smooth; thus, it cannot be solved to optimality. To rectify this, we reformulate the model using slack variables. The reformulated model can be solved to global optimality in real-time with quadratic programming. We apply the model to real data from the red metro line in Washington D.C. in a series of experiments. In our experiments, we investigate how many upstream trips should be rescheduled to respond to a service disturbance. Our findings demonstrate an improvement potential of service regularity of up to $30 \%$ if we reschedule the five upstream trips of a disturbed train.


Index Terms-Timetabling, high-frequency services, disturbance management, metro recovery, regularity-based services.

## I. Introduction

THE planning process of metro services consists of a sequence of stages: strategic (determination of stops and routes), tactical (frequency settings, timetable design, crew and vehicle schedules), and operational (timetable rescheduling, holding, short-turning/stop-skipping) [1]-[3]. Due to the discrepancy between planning and operations, a plan made at the tactical stage might need to be modified at the operational stage. This is often performed so as to maintain a regular service in order to mitigate the impacts of travel or dwell time disturbances (see [4], [5]). A failure to re-plan the timetable after a disturbance is likely to lead to increased passenger waiting times and schedule sliding [6].

Given that metro lines operate in dense urban areas, they typically operate under regularity-based schemes that aim at maintaining the planned headway between successive trips [7]. To achieve this, timetables are developed while considering their robustness to travel time variations. Notwithstanding, these timetable are subject to frequent rescheduling in an attempt to adapt to operational disturbances [8]. The real-time rescheduling of services is considered in the context of disturbance management and differs from disruption management. The latter deals with large incidents (e.g., station or
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track closures) which involve service cancellations [9]-[11]. Disturbances are typically addressed by applying local timetable amendments, while disruptions require more involved control measures, such as the cancellation of trips, re-routing, or short-turnings [12], [13].

In this study, we focus on the problem of disturbance management and propose a model that can efficiently react to disturbances and re-plan the dispatching times of trips in realtime, where the dispatching time of a trip is the time it departs the first station of the line. Unlike past works that resort into manual control, rule-based approaches or heuristics to re-plan a timetable in the event of disturbances, we introduce in this work an easy-to-solve mathematical program that can be solved to global optimality in real-time. This facilitates the disturbance management process and improves the regularity of high-frequency metro lines.

The remainder of this study is structured as follows: in section II we discuss the relevant literature and position the contribution of our work. In section III, we formulate our problem and introduce the objectives and constraints of our main mathematical model. Thereafter, the mathematical model is presented in section IV and is reformulated to ensure its feasibility after relaxing its soft constraints. This mathematical model is non-smooth and its objective function is not differentiable at every point of its domain - prohibiting the application of an exact solution method. To rectify this, in section V we propose a model reformulation with the introduction of slack variables. The reformulated program is proven to have a globally optimal solution and can be easily solved with exact optimization methods. Next, in section VI, the application of our approach to the red metro line in Washington D.C. is presented, demonstrating that we can achieve a significant benefit if we reschedule the dispatching times of up to 5 upstream trips of a train that exhibit a disturbance. Finally, we provide in section VII concluding remarks and discuss future research directions.

## II. Related Studies

In this study, we focus on disturbance management. Since extensive disruptions and disruption management are not the primary focus of our work, we refer the interested reader to the comprehensive literature study of [14] on disruption management. We also refer to the works of [15] and [16] who devised methods for reliable disruption length estimation. Such estimations can then be used as part of a mixed integer linear programming (MILP) for making real-time decisions on skipping/adding stops or performing short-turnings when a
disruption occurs [7] or devising contingency plans by making alterations to the original timetable [17].

The aim of this study is to produce an efficient model that can react to disturbances and re-set the dispatching times of trips in real-time. Solutions to this problem commonly adopt local rescheduling to adjust the timetable, see [18]-[20]. D'Ariano et al. [18] aimed at improving the punctuality of trains by routing and sequencing trains in an iterative manner - first, an optimal train sequencing was produced for the given train routes, and thereafter this solution was improved by locally rerouting some trains. Their solution method was based on local search and Branch and Bound ( $\mathrm{B} \& \mathrm{~B}$ ) given the discrete nature of their mathematical problem. This work was extended in [19] by incorporating effective rescheduling algorithms and local rerouting strategies in a Tabu search scheme. Corman et al. [19] alternated between a fast heuristic and a truncated B\&B algorithm for computing train schedules. Their train schedules were computed within a short computation time, but their solution method did not guarantee the convergence to a globally optimal solution. Pellegrini et al. [21] aimed at minimizing delays after an unexpected disturbance perturbs the operations by searching for the best train routing and scheduling. The proposed model was a mixed integer linear program, representing the infrastructure with fine granularity. Solving the model of [21] to global optimality is not feasible in real-time for most of the cases, and the reported computational costs were typically beyond one and a half minute, even with the use of heuristics.

Most relevant to the problem addressed in this study, [22] focuses solely on the timetable re-setting after a disturbance. In [22], the rescheduling problem was not solved to global optimality. Instead, a greedy heuristic was introduced to ensure that a (hopefully) good-enough solution is obtained within a short time (i.e. within 30 seconds). To this end, [22] introduced a heuristic solution method without formulating the timetable rescheduling problem as a mathematical program.

Apart from the works on disturbance management for rail operations, several works have addressed this problem in the context of bus operations that operate in mixed-traffic environments, e.g. [23] or [24] who developed a library of operational tactics to avoid bunching. Bus operators apply dynamic control strategies such as stop-skipping [25]-[28], holding for single-line reliability and cross-line transfer synchronization [29]-[33], or rescheduling [34], [35] in the event of disturbances. A combination of holding and speed changing is also common, as presented in the work of [36] which focused on autonomous vehicles. Nevertheless, rescheduling typically resorts to rule-based techniques or meta-heuristics to obtain a solution in real-time given the computational complexity of the problem [37].

As evident from the above review of the literature, since most works on disturbance management formulate complex mixed-integer programs (MIPs) that cannot be solved to global optimality, they resort to heuristic solution methods to solve the respective MIPs. To fill this research gap, in this study we propose a novel quadratic programming formulation for the local timetable re-setting problem in the case of disturbance(s). Our proposed mathematical program is proved to be convex


Fig. 1. Illustration of loop-formed metro line.
and can re-compute a timetable each time a disturbance occurs. It can also provide a fast solution even at large problem instances due to its quadratic formulation. The contributions of our work to the state-of-the-art are:

- a regularity-based mathematical program for service rescheduling to mitigate the impacts of disturbances that can be solved in real-time;
- a problem-specific formulation and a solution approach that guarantees convergence towards a globally optimal solution;
- the investigation of how many trips need to be rescheduled after a disturbance occurs with the use of real data from a metro operator.


## III. Problem Definition

## A. Trip Re-Indexing After a Disturbance

We consider a metro line that serves a set of ordered stations $S=\left\langle 1,2, \ldots, s^{\prime}, \ldots,\right| S| \rangle$ with 1 being the dispatching station and $s^{\prime}$ the turn-back station (see Fig.1). Note that we consider here the case of a double-track corridor where train traffic for the two directions can be assumed independent. The ordered set of daily trips operating in this line is $\mathbf{N}$. When the operation of trip $m \in \mathbf{N}$ is disturbed, the set of its subsequent trips (henceforth referred to as upstream trips) is $\mathbf{N}_{m}=\{m+1, m+2, \ldots\}$ with $\mathbf{N}_{m} \subset \mathbf{N}$. To alleviate the effects of the disturbance, the dispatching times of all trips $j \in \mathbf{N}_{m}$ are re-set by performing a headway-based optimization process as described in the following.

The choice of the length of set $\mathbf{N}_{m}$ has significant practical implications. For instance, if $\mathbf{N}_{m}=\{m+1, m+2, \ldots\}$ contains all remaining daily trips, the computation cost of re-setting their dispatching times increases due to the increased number of decision variables. In addition to the increase in computation costs, modifying the dispatching times of trips that are expected to be dispatched in the far future might be proved unnecessary if further disturbances occur in the near future and there is a need to re-optimize. For this reason, the sensitivity of the solution performance to the number of rescheduled upstream trips, $\mathbf{N}_{m}$, is investigated in our case study (this is presented in section VI).

Let us re-index set $\mathbf{N}_{m}=\{m+1, m+2, \ldots\}$ into $\mathbf{N}_{m}=$ $\{0,1, \ldots, n\}$ where trip 0 has already been dispatched and exhibits a disturbance (e.g., unexpected travel time), and $n$ is
the last trip in $\mathbf{N}_{m}$. Thus, trips 0 and $n+1$ are the "boundaries" of our re-timing problem because their dispatching times cannot be modified since: (i) trip 0 has already been dispatched, and (ii) trip $n+1$ does not belong to the set of upstream trips that need to be re-timed.

Let $\delta_{j} \in \mathbb{R}_{+}$denote the originally planned dispatching time of each trip $j \in\{1,2, \ldots, n\}$ (the time reported at the planned timetable). Then, $\delta_{1}<\delta_{2}<\ldots<\delta_{j}<\ldots<\delta_{n}$. The decision variable is an $n$-valued vector $\mathbf{x}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ which expresses the dispatching time offset for each trip $j \in$ $\mathbf{N}_{m}$, where $\mathbf{x} \in \mathbb{R}^{n}$. Thus, the adjusted dispatching times of trips $\{1,2, \ldots, n\}$ are $\left\{\delta_{1}+x_{1}, \delta_{2}+x_{2}, \ldots, \delta_{n}+x_{n}\right\}$.

Before introducing the vehicle motion law that governs the movement of trains, we list the main assumptions used in the formulation of our mathematical model:

1) Dwell times at stations are fixed. This can be due to negligible observed variations in dwell times or in case this is dictated by the operational policy, for instance if the doors close automatically when the allotted dwell time elapsed due to the control principles of an automated passenger door system (see [38]).
2) Service supply is determined at the frequency settings stage and ensures that the passenger demand can be accommodated even at the maximum load point [39]-[42]. That is, dispatching time changes will not lead to overcrowding because the pre-planned service supply includes sufficient margins.

## B. Vehicle Trajectories

With assumptions 1-2, we can outline a set of rules governing the vehicle movements. For this, we briefly introduce the notation in Table I.

The expected arrival time $a_{j, s}$ of a trip $j \in\{1,2, \ldots, n\}$ at station $s \in\{2,3, \ldots,|S|\}$ is

$$
\begin{equation*}
a_{j, s}:=\left(\delta_{j}+x_{j}\right)+\sum_{\phi=1}^{s-1} \tau_{j, \phi}+\sum_{\phi=2}^{s-1} k_{j, \phi} \tag{1}
\end{equation*}
$$

where $\delta_{j}$ is the planned dispatching time, $x_{j}$ the dispatching offset, $\tau_{j, \phi}$ the travel time from station $\phi$ to $\phi+1$ and $k_{j, \phi}$ the dwell time at station $\phi$. In addition, $\sum_{\phi=1}^{s-1} \tau_{j, \phi}$ is the total travel time from the first station until station $s$ and $\sum_{\phi=2}^{s-1} k_{j, \phi}$ is the accumulated dwell times from stations $2,3, \ldots, s-1$. Note that the dwell times are aggregated starting from station 2 because the departure time from station 1 is $\delta_{j}+x_{j}$.

From Eq.(1), the arrival time of each trip $j \in N_{m}$ at each station $s$ varies according to the decision variable values of $x_{j}$. Therefore, Eq.(1) can be succinctly written as:

$$
\begin{equation*}
a_{j, s}:=x_{j}+c_{j, s}, \quad \forall j \in N_{m}, \quad \forall s \in\{2,3, \ldots,|S|\} \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{j, s}:=\delta_{j}+\sum_{\phi=1}^{s-1} \tau_{j, \phi}+\sum_{\phi=2}^{s-1} k_{j, \phi}, \quad \forall j \in N_{m}, \\
& \forall s \in\{2,3, \ldots,|S|\} \tag{3}
\end{align*}
$$

The inter-arrival time headway $h_{j, s}$ of two successive trips $j-1$ and $j \in N_{m} \backslash\{1\}$ at the time of their arrival at

TABLE I
Nomenclature

| Sets |  |
| :---: | :---: |
| $S=\left\{1, \ldots, s^{\prime}, \ldots\right\}$ | ordered set of consecutive stations of the metro line, where $s^{\prime}$ is the turn-back sta- |
|  | tion; |
| $\mathbf{N}_{m}=\{1,2, \ldots, n\}$ | ordered set of future trips under re-timing consideration when trip 0 is disturbed; |
| Indices |  |
| $j$ | index of vehicles; |
| $s$ | index of stations; |
| Parameters |  |
| $h_{\text {min }}, h_{\text {max }}$ | minimum and maximum headways |
|  | (agency's requirements) between two |
|  | successive dispatches from the first station |
| $h_{\text {min }}^{\prime}$ |  |
|  | minimum headway at the turn-back station to comply with its vehicle capacity |
|  | limitations |
| $\beta_{j}$ | latest possible dispatching time of any trip |
|  | $j \in N_{m}$ to avoid schedule sliding and/or disrupting crew schedules |
| $\pi_{j}$ | the earliest possible dispatching time of any trip $j \in N_{m}$ to ensure vehicle circu- |
|  | lation |
| $\delta_{j}$ | originally planned dispatching time of trip |
|  | $j \in N_{m}$ |
| $h_{j s}^{*}$ | scheduled (target) headway of trip $j \in$ $N_{m}$ at station $s \in\{2,3, \ldots,\|S\|-1\}$ |
| $t_{j, s}$ | expected inter-station travel time of trip |
|  | $j \in N_{m}$ from station $s$ to station $s+1$ |
| $k_{j, s}$ | pre-determined dwell time of trip $j \in N_{m}$ |
|  | at station $s \in\{2,3, \ldots,\|S\|\}$ after which |
|  | the doors close automatically |
| $\bar{a}_{0, s}$ | the realized arrival times of the disturbed |
|  | trip 0 at stations $s=\{2,3, \ldots,\|S\|\}$ |
| $\bar{\delta}_{0}$ | the realized dispatching time of trip 0 |
| $c_{j, s}$ | arrival time of trip $j$ at station $s$ if we |
|  | follow the originally planned dispatching |
|  | time of trip $j$ |

## Decision Variables

$\left\{x_{1}, \ldots, x_{n}\right\} \quad$ the dispatching time offsets of trips $j \in$ $\{1,2, \ldots, n\}$ from $\delta_{j}$;

| Variables | arrival time of trip $j$ at station $s$, where |
| :--- | :--- |
| $a_{j, s}$ | $s \in\{2,3, \ldots,\|S\|\}$ <br> headway between trips $j$ and $j-1$ at <br> station $s$. |

station $s \in S \backslash\{1\}$ is

$$
\begin{array}{r}
h_{j, s}:=a_{j, s}-a_{j-1, s}=\left(x_{j}+c_{j, s}\right)-\left(x_{j-1}-c_{j-1, s}\right), \\
\forall j \in\{2,3, \ldots, n\}, \quad \forall s \in\{2,3, \ldots,|S|\} \tag{4}
\end{array}
$$

## C. Boundary Condition

Note that the arrival times $\bar{a}_{0, s}$ of trip 0 at stations $s \in$ $\{2, \ldots,|S|\}$ are not affected by the decision variables since trip 0 has already been dispatched. Incorporating this initial condition, the time headway between trip 1 and its preceding one, 0 , is:

$$
\begin{equation*}
h_{1, s}:=x_{j}+c_{j, s}-\bar{a}_{0, s}, \quad \forall s \in\{2,3, \ldots,|S|\} \tag{5}
\end{equation*}
$$

Thus, Eq.(5) links the time headway between trip 1 and 0 with the dispatching time offset of trip $1, x_{1}$.

## D. Constraints

Firstly, a constraint is imposed by the latest possible dispatching time of a trip. While some works compute the vehicle and crew schedules together with the departure times of trips [43], most works treat them separately (see [22]). Therefore, it is not practical to delay the dispatching time of a trip further than a certain threshold because that would lead to the sliding of the schedule with possible ramifications for vehicle and crew schedules. If $\beta_{j}$ is the pre-planned latest possible dispatching time set by operators based on the additional costs associated with the sliding of the timetable (e.g. overtime labor costs, contractual tender commitments), then

$$
\begin{equation*}
\delta_{j}+x_{j} \leq \beta_{j}, \quad \forall j \in N_{m} \tag{6}
\end{equation*}
$$

At this point, we should note that this constraint cannot be always satisfied. Namely, in cases of external disruptions there might be no $x_{j}$ that can guarantee the adherence to the pre-planned dispatching threshold $\beta_{j}$. We therefore choose to specify Eq.(6) as a soft constraint that we aim to satisfy whenever possible and it will be later replaced by a penalty term.

Secondly, agencies have specific requirements on the minimum and maximum allowable dispatching headway, $h_{\text {min }}, h_{\text {max }}$, to ensure a minimum level of service [44]. This constraint can be expressed as:

$$
\begin{equation*}
h_{\min } \leq\left(\delta_{j}+x_{j}\right)-\left(\delta_{j-1}+x_{j-1}\right) \leq h_{\max } \quad \forall j \in\{2,3, \ldots, n\} \tag{7}
\end{equation*}
$$

and, in the boundary case where $j=1$,

$$
\begin{equation*}
h_{\min } \leq\left(\delta_{j}+x_{j}\right)-\bar{\delta}_{0} \leq h_{\max } \tag{8}
\end{equation*}
$$

where $\bar{\delta}_{0}$ is the realized dispatching time of trip 0 .
In case that the vehicle capacity at the turn-back station $s^{\prime}$ is limited, one can impose a pre-defined minimum headway $h_{\text {min }}^{\prime}$ that should be maintained among all vehicles that arrive at the turn-back station in order to comply with its capacity limitations. This results in the following set of constraints:

$$
\begin{equation*}
a_{j, s^{\prime}}-a_{j-1, s^{\prime}} \geq h_{\min }^{\prime}, \quad \forall j \in N_{m} \tag{9}
\end{equation*}
$$

Lastly, to ensure the circulation of vehicles, each trip $j$ should depart after time $\pi_{j}$ - where $\pi_{j}$ is the time by which the vehicle and driver assigned to perform trip $j$ have completed their previous trip and are ready to start trip $j$. The vehicle circulation constraint is modeled as:

$$
\begin{equation*}
\delta_{j}+x_{j} \geq \pi_{j} \quad \forall j \in\{1,2, \ldots, n\} \tag{10}
\end{equation*}
$$

This constraint ensures that a vehicle is available to operate the respective trip.

## E. Objective Function of Our Model

In high-frequency services, each one of the trips $\{1,2, \ldots, n\}$ has a target headway $h_{j, s}^{*}$ in relation to its leading train at any station $s \in\{2, \ldots,|S|-1\}$ [45]. The target headway is determined at the tactical planning stage and should be maintained during the daily operations [46].

When striving to maintain the target (ideal) headway, the objective is to minimize the inter-arrival headway variability around the target values because this results in a reduction of passenger waiting times in high-frequency services (see [47]). To achieve that, the optimal dispatching offset $x=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ should be the solution of:

$$
\begin{equation*}
\min _{h} \sum_{s=2}^{|S|-1} \sum_{j=1}^{n}\left(h_{j, s}-h_{j, s}^{*}\right)^{2} \tag{11}
\end{equation*}
$$

which expresses the discrepancy of the inter-arrival headways in relation to their target values measured as the sum of squared errors.

Eq.(11) can be equivalently expressed as:

$$
\begin{align*}
& \min _{x} f(x) \\
& :=\sum_{s=2}^{|S|-1}\left(\left(x_{1}+c_{1, s}\right)-\bar{a}_{0, s}-h_{1, s}^{*}\right)^{2} \\
& \quad+\sum_{s=2}^{|S|-1} \sum_{j=2}^{n}\left(\left(x_{j}+c_{j, s}\right)-\left(x_{j-1}+c_{j-1, s}\right)-h_{j, s}^{*}\right)^{2} \tag{12}
\end{align*}
$$

## IV. Mathematical Program

Combining the expected trajectories of future trips and the objective function yields our continuous mathematical program:

$$
\begin{align*}
&(Q): \min _{x} \sum_{s=2}^{|S|-1}\left(\left(x_{1}+c_{1, s}\right)-\bar{a}_{0, s}-h_{1, s}^{*}\right)^{2} \\
&+\sum_{s=2}^{|S|-1} \sum_{j=2}^{n}\left(\left(x_{j}+c_{j, s}\right)-\left(x_{j-1}+c_{j-1, s}\right)-h_{j, s}^{*}\right)^{2} \\
& \text { s.t. } h_{\min } \leq\left(\delta_{j}+x_{j}\right)-\left(\delta_{j-1}+x_{j-1}\right), \quad \forall j \in\{2, \ldots, n\} \\
&\left(\delta_{j}+x_{j}\right)-\left(\delta_{j-1}+x_{j-1}\right) \leq h_{\max }, \quad \forall j \in\{2, \ldots, n\} \\
& h_{\min } \leq\left(\delta_{1}+x_{1}\right)-\bar{\delta}_{0} \\
&\left(\delta_{1}+x_{1}\right)-\bar{\delta}_{0} \leq h_{\max } \\
& a_{j, s^{\prime}}-a_{j-1, s^{\prime}} \geq h_{\min }^{\prime}, \quad \forall j \in\{1,2, \ldots, n\} \\
&\left(\delta_{j}+x_{j}\right) \leq \beta_{j}, \quad \forall j \in\{1,2, \ldots, n\} \\
&\left(\delta_{j}+x_{j}\right) \geq \pi_{j}, \quad \forall j \in\{1,2, \ldots, n\} \\
& c_{j, s}=\delta_{j}+\sum_{\phi=1}^{s-1} \tau_{j, \phi}+\sum_{\phi=2}^{s-1} k_{j, \phi}, \quad \forall j \in N_{m}, \\
& x_{j} \in \mathbb{R}, \quad \forall j \in\{1,2, \ldots, n\}
\end{align*}
$$

At this point we would like to note that our model $(Q)$ can be amended to modify the departure times of buses from any station by considering vehicle holding. In vehicle holding models, this is achieved by considering an additional decision variable $\tilde{x}_{j, s}$ that determines the holding time of any trip $j$ at any station $s \in\{2, \ldots,|S|-1\}$ that should be added to the respective dwell time $k_{j, s}$. This holding time should be always positive, $x_{i, j} \in \mathbb{R}_{+}$, and can only delay the completion of a trip that might result in schedule sliding and the delayed dispatching of future trips. In addition, specific attention should be given to maintain a safety distance among
trains when implementing holding by imposing a constraint to ensure a minimum required headway among all trips at all stations.

## A. Infeasibility and Soft Constraints

Program $(Q)$ can be succinctly written as:

$$
\begin{align*}
(Q): & \min _{x} f(x) \\
& \text { s.t. } x \in \mathcal{F}:=\{x \mid x \text { satisfy Eqs.(6)-(10), (12) }\} \tag{14}
\end{align*}
$$

where $\mathcal{F}$ is the feasible set. Note that the inequality constraints of Eqs.(6)-(8) cannot be always satisfied at the same time and some of them should be prioritized at the expense of others. Indeed, program $(Q)$ might not have a feasible solution for some values of the inequality constraints of Eqs.(6)-(8) yielding an empty feasibility set $\mathcal{F}$ (refer to Lemma A. 1 in the Appendix). To rectify this, we relax the inequality constraints of schedule sliding presented in Eq.(6). With this relaxation, they become soft constraints that may be violated under certain circumstances. As soft constraints, they are treated as penalty terms and they are added to the objective function (see [48]). In this way, program $(Q)$ that, under certain circumstances, has no feasible solution is transformed to program $(\bar{Q})$.

This approach ensures that the constraints of Eq.(6) are satisfied when possible, or violated as little as possible when there is otherwise no feasible solution. Their relative importance is weighted by introducing a very large number $M \in \mathbb{R}_{\geq 0}$ which ensures that the satisfaction of the schedule sliding constraints is prioritized:

$$
\begin{align*}
(\bar{Q}): & \min _{x} f(x)+\sum_{j \in N_{m}} M \max \left(\delta_{j}+x_{j}-\beta_{j}, 0\right) \\
& \text { s.t. } x \in \mathcal{F}:=\{x \mid x \text { satisfy Eqs.(7)-(10), (12) }\} \tag{15}
\end{align*}
$$

The penalty term $M \max \left(\delta_{j}+x_{j}-\beta_{j}, 0\right)$ ensures that the soft constraint $\delta_{j}+x_{j} \leq \beta_{j}$ is prioritized over $f(x)$. Indeed, if $\delta_{j}+x_{j} \leq \beta_{j}$ for some $x_{j}$, then $x_{j}$ does not add any penalty to the objective function since $M \max \left(\delta_{j}+x_{j}-\beta_{j}, 0\right)=0$. In reverse, when $\delta_{j}+x_{j}>\beta_{j}$ for some $x_{j}$, then the penalty term penalizes the objective function by a very large number $M \max \left(\delta_{j}+x_{j}-\beta_{j}\right)$ and directs the solution search towards another solution that reduces the value of $M \max \left(\delta_{j}+x_{j}-\right.$ $\left.\beta_{j}, 0\right)$.

## B. Properties of the Mathematical Program

Program ( $\bar{Q}$ ) is a nonlinear programming (NLP) problem. Additionally, our new objective is a non-smooth function because of the non-smooth term $\sum_{\underline{j} \in N_{m}} M \max \left(\delta_{j}+x_{j}-\beta_{j}, 0\right)$; hence, the objective function of $\bar{Q}$ is not differentiable at every point of its domain. This results in a non-linear, non-convex function that cannot be solved to global optimality with exact optimization methods. As a remedy, we propose a reformulation to cast the problem as an easier-to-solve quadratic program.

## V. Reformulation to a Quadratic Program and Exact Solution

The "max" term of $\sum_{j \in N_{m}} M \max \left(\delta_{j}+x_{j}-\beta_{j}, 0\right)$ makes the objective function of program $\bar{Q}$ non-smooth. As a remedy,
we convert the "max" penalty into a new set of slack variables $v_{j}, j \in N_{m}$ that, due to their bounds and the direction of optimization, will take the value $\sum_{j \in N_{m}} M \max \left(\delta_{j}+x_{j}-\beta_{j}, 0\right)$ at the solution. The reformulated program is:

$$
\begin{align*}
(\tilde{Q}): & \min _{x, \nu} f(x)+\sum_{j \in N_{m}} M v_{j} \\
\text { s.t. } & x \in \mathcal{F}:=\{x \mid x \text { satisfy Eqs.(7)-(10), (12) }\} \\
v_{j} & \geq 0, \quad \forall j \in N_{m} \\
v_{j} & \geq \delta_{j}+x_{j}-\beta_{j}, \quad \forall j \in N_{m} \tag{16}
\end{align*}
$$

which is reduced to a quadratic program ( QP ). As shown in Theorem 1, program $(\tilde{Q})$ is strictly convex and can be easily solved to global optimality since any locally optimal solution returned by a quadratic programming solver is also a globally optimal one.

Theorem 1: A local optimum of program ( $\tilde{Q})$ is also a globally optimal solution

Proof: A local minimizer of $\tilde{Q}$ is the global minimizer of $\tilde{Q}$ if the objective function is strictly convex and the feasible region is a convex set. The feasible region is defined by linear (in)equalities (affine functions) and is a polyhedron. Thus, it is also a convex set. Further, we prove that the objective function $f(x)+\sum_{j \in N_{m}} M v_{j}$ is strictly convex with respect to $x, v$.

Let $\tilde{f}(x, v):=f(x)+\sum_{j \in N_{m}} M v_{j}$. Then, the Hessian matrix of $\tilde{f}(x, v)$ is a matrix $\mathbf{H} \in \mathbb{R}^{2 n \times 2 n}$ with elements:

$$
\begin{align*}
& {\left[\begin{array}{llllll}
\frac{\partial^{2} \tilde{f}(x, \nu)}{\partial x_{1}^{2}} & \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{1} \partial x_{2}} & \cdots & \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{1} \partial x_{n}} & \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{1} \partial v_{1}} & \cdots
\end{array} \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{1} \partial v_{n}}\right]} \\
& \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{2} x_{1}} \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{2}} \ldots \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{2} \partial x_{n}} \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{2} \partial v_{1}} \ldots \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{2} \partial v_{n}} \\
& \mathbf{H}=\left[\begin{array}{cccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\vdots \\
\frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{n} \partial x_{1}} & \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{n} \partial x_{2}} & \ldots & \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{n}^{2}} & \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{n} \partial v_{1}} & \ldots
\end{array} \frac{\partial^{2} \tilde{f}(x, v)}{\partial x_{n} \partial v_{n}}\right) \tag{17}
\end{align*}
$$

The gradient of $\tilde{f}(x, v)$ is an $\mathbb{R}^{2 n}$ vector:

$$
\begin{align*}
\nabla \tilde{f}(x, v)= & \left(\sum_{s=2}^{|S|-1}\left(4 x_{1}-2 x_{2}+\rho_{1}\right),\right. \\
& \sum_{s=2}^{|S|-1}\left(4 x_{2}-2 x_{1}-2 x_{3}+\rho_{2}\right), \\
& \ldots, \sum_{s=2}^{|S|-1}\left(4 x_{n-1}-2 x_{n-1}-2 x_{n}+\rho_{n-1}\right), \\
& \sum_{s=2}^{|S|-1}\left(2 x_{n}-2 x_{n-1}+\rho_{n}\right), \underbrace{1, \ldots, 1}_{\mathrm{n}}) \tag{18}
\end{align*}
$$

where $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ are parameter values consisting of travel times, dwell times and target headway which do not vary with $x$ or $v$.


Fig. 2. Toy metro line.
To simplify the notation, let us set $\zeta:=|S|-2$ with $\zeta>0$. This yields the Hessian:

$$
\mathbf{H}=\left[\begin{array}{cccccccc}
4 \zeta & -2 \zeta & 0 & \ldots & 0 & 0 & \ldots & 0  \tag{19}\\
-2 \zeta & 4 \zeta & -2 \zeta & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 2 \zeta & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0
\end{array}\right]
$$

$\tilde{f}(x, v)$ is strictly convex if the Hessian matrix is positive definite. That is, $\mathbf{z}^{\top} \mathbf{H z}>0$ for any non-zero vector $\mathbf{z} \in \mathbb{R}^{2 n} \backslash 0$. $\mathbf{z}^{\top} \mathbf{H z}$ yields:

$$
\begin{aligned}
\mathbf{z}^{\top} \mathbf{H} \mathbf{z}= & {\left[\begin{array}{lllll}
z_{1} & z_{2} & \ldots & z_{n-1} & z_{n}
\end{array}\right] \mathbf{H}\left[\begin{array}{c}
z_{1} \\
z_{2} \\
\vdots \\
z_{n-1} \\
z_{n}
\end{array}\right] } \\
= & \zeta\left(4 z_{1}^{2}-2 z_{1} z_{2}-2 z_{1} z_{2}+4 z_{2}^{2}-2 z_{2} z_{3}-\ldots\right. \\
& \left.\quad-2 z_{n-2} z_{n-1}+4 z_{n-1}^{2}-2 z_{n-1} z_{n}-2 z_{n-1} z_{n}+2 z_{n}^{2}\right) \\
= & \zeta\left(4 z_{1}^{2}-4 z_{1} z_{2}+4 z_{2}^{2}-4 z_{2} z_{3}+4 z_{3}^{2}-\ldots\right. \\
& \left.\quad+4 z_{n-2}^{2}-4 z_{n-2} z_{n-1}+4 z_{n-1}^{2}-4 z_{n-1} z_{n}+2 z_{n}^{2}\right) \\
= & \zeta\left(2 z_{1}^{2}+\left(z_{1} \sqrt{2}-z_{2} \sqrt{2}\right)^{2}+\left(z_{2} \sqrt{2}-z_{3} \sqrt{2}\right)^{2}+\ldots\right. \\
& \left.+\left(z_{n-2} \sqrt{2}-z_{n-1} \sqrt{2}\right)^{2}+\left(z_{n-1} \sqrt{2}-z_{n} \sqrt{2}\right)^{2}\right)
\end{aligned}
$$

Hence, $\mathbf{z}^{\top} \mathbf{H z}>0$ for any $\mathbf{z} \in \mathbb{R}^{2 n} \backslash 0$ and thus $\tilde{f}(x, v)$ is strictly convex. This proves that a local optimum of the reformulated program $(\tilde{Q})$ is also its unique global minimizer.

## VI. Numerical Experiments

## A. Demonstration for a Toy Network

To demonstrate the application of our mathematical pro$\operatorname{gram}(\tilde{Q})$ for timetable recovery, we introduce a small-scale idealized scenario using a toy network. Trip 0 has already been dispatched at time $\bar{d}_{0}=0 \mathrm{sec}$ and has exhibited a travel time disturbance. Its arrival times at the four stops included in our toy network are $a_{0,2}=900 \mathrm{sec}$ and $a_{0,3}=1600 \mathrm{sec}$. Note that we only report the arrival times at the second and the third station because the service regularity in $f(x)$ is not measured at the first and last stations (Fig.2).

To proceed with the timetable recovery, we allow to modify the dispatching times of its three following trips (namely 1 , 2 and 3). The originally planned dispatching times of trips 1 , 2 and 3 are: $\delta_{1}=600 \mathrm{sec}, \delta_{2}=1200 \mathrm{sec}$ and $\delta_{3}=1800 \mathrm{sec}$.

TABLE II
Iterations Until Convergence and Computational Cost of Obtaining the Optimal Dispatching Times With Gurobi

| Iteration | $\tilde{f}(x, \nu)$ | Computational Time |
| :---: | :---: | :---: |
| 0 | $1.70 \mathrm{E}+09$ | 0 sec |
| 1 | $7.79 \mathrm{E}+07$ | 0 sec |
| 2 | $1.48 \mathrm{E}+07$ | 0 sec |
| 3 | $1.41 \mathrm{E}+05$ | 0 sec |
| 4 | $3.71 \mathrm{E}+04$ | 0 sec |
| 5 | $1.92 \mathrm{E}+04$ | 0 sec |
| 6 | $1.04 \mathrm{E}+04$ | 0 sec |
| 7 | $8.23 \mathrm{E}+03$ | 0 sec |
| 8 | $8.08 \mathrm{E}+03$ | 0 sec |
| 9 | $8.08 \mathrm{E}+03$ | 0 sec |
| 10 | $8.08 \mathrm{E}+03$ | 0 sec |
| Value of global minimum: | $8.08 \mathrm{E}+03$ |  |

The expected inter-station travel times of trips 1, 2 and 3 are:

$$
\begin{aligned}
& \left(\tau_{1,1}, \tau_{1,2}, \tau_{1,3}\right)=(900,720,800) \mathrm{sec} \\
& \left(\tau_{2,1}, \tau_{2,2}, \tau_{2,3}\right)=(920,700,800) \mathrm{sec} \\
& \left(\tau_{3,1}, \tau_{3,2}, \tau_{3,3}\right)=(880,640,800) \mathrm{sec}
\end{aligned}
$$

The target headway is 10 minutes, thus $h_{j, s}^{*}=600 \mathrm{sec}$, $\forall j \in\{1,2,3\}, \forall s \in\{2,3\}$. In addition, the minimum and maximum dispatching headways are $\left(h_{\min }, h_{\max }\right)=(300 \mathrm{sec}$, 900 sec ) and, given that Fig. 2 does not include turnbacks, $h_{\text {min }}^{\prime}=0$. The dwell times at metro stations are set to $k_{j, s}=$ $30 \sec \forall j \in\{1,2,3\}, \forall s \in\{2,3\}$. Due to vehicle circulation constraints, the earliest possible dispatching times of trips $1,2,3$ are $\left(\pi_{1}, \pi_{2}, \pi_{3}\right)=(600 \mathrm{sec}, 1220 \mathrm{sec}, 1820 \mathrm{sec})$ in order to ensure vehicle availability. Finally, to avoid schedule sliding, the latest dispatching times of our trips are $\left(\beta_{1}, \beta_{2}, \beta_{3}\right)=$ $(660,1260,1860) \mathrm{sec}$.

Our mathematical model ( $\tilde{Q}$ ) is programmed in Python 3.7 and the experimental tests are performed in a general-purpose computer with Intel Core i7-455 7700HQ CPU @ 2.80 GHz and 16 GB RAM. To solve our model to global optimality, we use Gurobi. To facilitate the reproduction of our methodology, our source code is publicly released at [49] and can be applied to other case studies. Starting from an initial solution guess, Gurobi converged to a globally optimal solution within 10 iterations in this demonstration (see Table II).

The globally optimal solution is:

$$
\begin{aligned}
x^{*} & =\left\{x_{1}=2.5, x_{2}=20, x_{3}=60\right\} \mathrm{sec} \\
v^{*} & =\left\{v_{1}=0, v_{2}=0, v_{3}=0\right\} \mathrm{sec}
\end{aligned}
$$

and the resulting vehicle trajectories when applying this rescheduling solution are presented in Fig.3. Note that the rescheduled operations result in even headways at the locations of the metro stations which are close to the target headway of 600 sec .

In Fig. 4 we show how this solution improves the squared headway deviations at stations 2 and 3 in relation to the target value. Fig. 4 indicates a potential improvement of up to $47 \%$ in terms of service regularity compared to the do-nothing case where rescheduling is not applied.

The average excessive passenger waiting time improvement considering random passenger arrivals at stations given the


Fig. 3. Train trajectories before and after rescheduling.


Fig. 4. Squared deviation between the actual and target headway at stations 2 and 3 when our rescheduling solution is applied and in its absence (donothing case).


Fig. 5. Excessive passenger waiting times at stations 2 and 3 when our rescheduling solution is applied and in its absence (do-nothing case).
high service frequency is provided in Fig.5. Fig. 5 shows the difference between the actual waiting time of passengers and the planned passenger waiting time of $h_{j, s}^{*} / 2=300 \mathrm{sec}$. As shown in Fig.5, the excessive passenger waiting time improvement is $20 \%$ at station 3 .
We finally note that if we would not have considered the schedule sliding constraints (that is, $\beta_{j}=+\infty, \forall j \in$ $\{1,2,3\}$ ), the globally optimal solution would have been:

$$
\begin{aligned}
x^{*} & =\left\{x_{1}=2.5, x_{2}=20, x_{3}=90\right\} \mathrm{sec} \\
v^{*} & =\left\{v_{1}=0, v_{2}=0, v_{3}=0\right\} \mathrm{sec}
\end{aligned}
$$

with a solution performance of $6.28 \mathrm{E}+03$. Hence, if we had additional resources (i.e., reserve trains) to perform the next trips when our dispatching time adjustments result in delays, service regularity would have been further improved by $22.3 \%$.

TABLE III
Solution Performance and Computational Costs When Solving $\operatorname{Problem}(Q)$ and Its Reformulated Version ( $\tilde{Q})$

|  | derived <br> solution | solution <br> performance | computation <br> time (sec) |
| ---: | ---: | ---: | ---: |
| solve $(\tilde{Q})$ | $x^{*}=\{0,20,20\}$ | $4.02 \mathrm{E}+06$ | 0.04 |
| solve $(Q)$ | $x^{*}=\{20,20,20\}$ | $6.01 \mathrm{E}+06$ | 2.21 |
| improvement |  | $33.1 \%$ | $98.2 \%$ |

Finally, to demonstrate how our mathematical model handles the case where schedule sliding cannot be avoided, let us consider the same scenario with $\left(\beta_{1}, \beta_{2}, \beta_{3}\right)=$ $(600,1200,1800)$ sec. Obviously, for such values of $\beta_{j}$ the schedule will slide because the earliest possible dispatching times of trips to ensure vehicle circulation are $\left(\pi_{1}, \pi_{2}, \pi_{3}\right)=$ $(600,1220,1820)$ sec. Hence, our program returns a globally optimal solution that slides the schedule as little as possible:

$$
\begin{aligned}
& x^{*}=\left\{x_{1}=0, x_{2}=20, x_{3}=20\right\} \mathrm{sec} \\
& v^{*}=\left\{v_{1}=0, v_{2}=20, v_{3}=20\right\} \mathrm{sec}
\end{aligned}
$$

with a performance of $4.02 \mathrm{E}+06$. Note that the schedule sliding is indicated by the positive values of $\nu_{2}, \nu_{3}$ which are always equal to zero when a feasible solution for $(Q)$ exists. Because of its infeasibility, program ( $Q$ ) cannot be always solved with an exact optimization solver. Therefore, we employ a heuristic to find an approximate solution of program $(Q)$ and we report the performances when solving programs $(Q)$ and $(\tilde{Q})$ for the aforementioned case in Table III. Note that program $(Q)$ is solved with the heuristic differential evolution method described in [50] because it cannot be solved by an exact solver.

## B. Case Study and Sensitivity Analysis

We apply our model to the case study of the red metro line in Washington D.C. The red line is a rapid transit line of the Washington Metro system, consisting of 27 stations in Montgomery County, Maryland, and Washington, D.C., in the United States. It is a primary line through downtown Washington and forms a long, narrow "U"-shaped, capped by its terminal stations at Shady Grove and Glenmont. Its configuration is presented in Fig.6.

Our data covers the period from 11 March 2018 to 29 March 2018 and includes the arrival time and departure time from each station along with the dwell time at stations, i.e. elapsed time between door opening and closing times. The dwell time exhibits a slight variation from the median as presented in Fig.7. Fig. 7 presents the observed dwell times from the 11th until the 29th of March, 2018 using the Tukey boxplot convention [51]. The upper and lower boundaries of the boxes indicate the upper and lower quartiles (i.e. 75th and 25th percentiles denoted as Q3 and Q1, respectively). The black lines vertical to the boxes (whiskers) show the maximum and minimal values that are not outliers. The whiskers are determined by plotting the lowest datum still within 1.5 of the interquartile range (IQR) Q3-Q1 of the lower quartile, and the highest datum still within 1.5 IQR .


Fig. 6. "U"-shaped Red metro line in Washington Metro.


Fig. 7. Tukey boxplot of observed dwell times at all stations from 11/3/2018 until 29/3/2018.

TABLE IV
Target Headways at Different Days of the Week and Peak/off-Peak Hours

|  | Weekdays | Saturday | Sunday |
| ---: | ---: | ---: | ---: |
| AM Rush (5am-9:30am) | 4 min | - | - |
| Midday (9:30am-3pm) | 6 min | 6 min | 8 min |
| PM Rush (3pm-7pm) | 4 min | 6 min | 8 min |
| Evening (7pm-9:30pm) | 10 min | 6 min | 8 min |
| Late Night (9:30pm-close) | 15 min | 15 min | 15 min |

From Fig. 7 one can note that the median dwell time at all stations is 18 s and the inter-quartile ranging between the 25 th and the 75 th percentile is only 6 sec . The coefficient of variation (CV) of the dwell time is 0.22 . Therefore, the red metro line is deemed suitable for the application of our model because of its relatively stable dwell times, which do not vary significantly for all stations and trips included in the dataset.

The target headway of the red metro line at each station varies for peak and off-peak periods and for weekdays and weekends. Table IV summarizes the expected headway which the operator strives to deliver in a regular fashion.

In our experiments, we focus on the PM rush hours of one weekday where the target headway at the metro stations is


Fig. 8. Actual trajectories of trains operating from 3 pm until 7 pm on the 11th of March, 2018.
set to 4 minutes. To investigate the improvement potential of our method, we compare the current regularity of services, extracted from the train movement observations, and the regularity when using our dispatching time modifications. Our day of interest is the 11 March 2018, and our time period of interest is $3 \mathrm{pm}-7 \mathrm{pm}$.

In addition, we perform a sensitivity analysis with regard to the number of trips considered, $\mathbf{N}_{m}$, i.e. the effect of the number of trips that we are allowed to modify their dispatching times after a disturbance occurred. On one hand, a limited number of dispatching time modifications is likely to be sufficient to smooth the operations after a disturbance. On the other hand, if we are allowed to modify the dispatching time of a single trip only (i.e., the trip that follows the train that is subject to a disturbance), the potential impact on the service regularity might be very limited. In our experiments, we use realistic travel times and dwell times as extracted from the operational data (see actual trajectories in Fig.8). Our assumption is that if we modify the dispatching time of a trip, its travel times between stations remain unchanged because trains do not operate in mixed traffic.

In our experiments, all trips that operate from 3 pm until 7 pm depart according to their actual departure times. Those dispatching times may be modified by our model to improve the service regularity. We examine the performance of our method when varying the number of rescheduled trips after a disturbance from a single trip $\left(\mathbf{N}_{m}=\{1\}\right)$ up to 12 trips $\left(\mathbf{N}_{m}=\{1,2, \ldots, 12\}\right)$. That is to say, we perform 12 different experiments to investigate the importance of considering fewer or more "upstream" trips when re-setting the dispatching times after a disturbance occurs. The results of this analysis are presented in Fig.9.

From Fig. 9 one can note that if after every disturbance we modify the dispatching time of the following trip only ( $\mathbf{N}_{m}=$ 1 ), the improvement in service regularity compared to the actual operations (do-nothing case) is $\approx 10.5 \%$. If we modify the dispatching times of more upstream trips, $\mathbf{N}_{m}$, our performance improvement in terms of regularity is monotonically increasing. If we re-set the dispatching times of 5 upstream trips, $\mathbf{N}_{m}=\{1,2,3,4,5\}$, the potential benefit rises to $\approx 30 \%$. After that, further regularity improvements are marginal.


Fig. 9. Improvement of the service regularity expressed by $f(x)$ between 3 pm and 7 pm on the 11th of March when applying our model after each disturbance to upstream trips $\mathbf{N}_{m}$, ranging from 1 to 12 .


Fig. 10. Dispatching time changes after the reschedulings and resulting train trajectories for trains operating from 3 pm until 7 pm .

The updated trajectories after applying the reschedulings in the time period 3pm-7pm are presented in Fig.10. Fig. 10 indicates also the performed dispatching time changes for every trip compared to the planned dispatching times indicated in Fig.8.

## C. Comparison With State-of-the-Art Disturbance Management Methods

In the previous sub-section we observed that we can improve significantly the regularity of metro services when rescheduling the 5 trips proceeding a disturbed train. In this sub-section, we compare the performance of our model when rescheduling a set of $\mathbf{N}_{m}=\{1,2,3,4,5\}$ trips after each disturbance against the performance of the most closely related method described in [22]. Similar to the approach adopted in this study, Krasemann [22] also re-set the dispatching times of trips following each disturbance, without allowing for additional extra vehicles or re-routing. Unlike the method we propose in this study, Krasemann [22] did not provide a model for solving the rescheduling problem to global optimality. Instead, she introduced a heuristic solution method without formulating the rescheduling problem as a mathematical program.

TABLE V
Improvement in Service Regularity Expressed by $f(x)$ Between 3pm and 7pm When Applying Different Disruption Management Methods

|  | performance $\left(\mathrm{sec}^{2}\right)$ | improvement compared <br> to the as-is performance |
| ---: | ---: | ---: |
| As-is (do-nothing) | $4.73 \mathrm{E}+09$ | - |
| Proposed approach | $3.32 \mathrm{E}+09$ | $29.8 \%$ |
| Krasemann [22] | $3.79 \mathrm{E}+09$ | $19.9 \%$ |

Similarly to our work, [22] defines a disturbance as the situation where the established timetable has become invalid because one train (or several) is deviating from its schedule (e.g. due to a signal malfunction that increases the travel time of a disturbed train at a particular section). Krasemann [22] extended the model formulation of [52] which divides a railway line into line sections and station sections. Line sections are discretized further into blocks, where each block can by occupied by no more than one vehicle at a time. Occupying a block is considered an event, and the trajectory of a train $j$ is a sequence of consecutive events (e.g., an event list $K_{j}$ ).

In [22], consecutive trains are required to be always separated by a minimum headway of 3 minutes. Then, a greedy algorithm iteratively searches for the best train events to execute next and builds up a tree of consecutive active or terminated events (tree nodes). The phases of the greedy algorithm in [22] are:

- Phase 1: activate the events that already started when a disturbance occurred;
- Phase 2: perform a depth-first search to quickly find a feasible solution by building up a first complete branch of the tree;
- Phase 3: improve the existing solution by backtracking to potential nodes.
The greedy algorithm of [22] can treat cases where multiple tracks connect two stations of a line. However, in the case study of our metro line this is not needed because there is only one track available for traversing from one station to another station. To compare the disturbance management method of [22] with our proposed approach, we apply them to the operated trips in our case study from 3pm until 7pm on the 11th of March, 2018. Each time a disturbance occurs, the dispatching times of the following trips are re-computed by employing the two aforementioned approaches and the results are summarized in Table V.
From Table V one can note that the greedy algorithm of [22] improves the service regularity by $\sim 20 \%$ compared to the actual (as-is) performance where no rescheduling is applied. Our rescheduling approach improves further the service regularity to $\sim 30 \%$. This additional improvement can be explained because our mathematical program converges to a globally optimal solution - unlike the greedy heuristic of [22]. This reaffirms the observation of [22] who noted that the greedy algorithm finds very fast a first feasible solution, but it is not always effective in branching and finding an improved solution.


## VII. Concluding Remarks

In this study, we proposed a timetable recovery model that modifies the dispatching times of the subsequent trips after a disturbance (e.g. an unexpected increase in trip's travel time). In pursuit of a model that can be solved exactly yet be applied in real-time, we studied the rescheduling problem and introduced a quadratic model reformulation with penalty terms. This reformulated model was then proved to be solved to global optimality.

With this new model, we investigated how many trips, $\mathbf{N}_{m}$, should we consider for modifying their dispatching times after a disturbance occurs. This is instrumental in the understanding of the practical use of the model because it might not be prudent to reschedule the dispatching times of all remaining daily trips each time a disturbance occurs. This investigation was performed for a case study using actual data from the red metro line in Washington D.C. Results from our experiments based on train movement data indicate that one can consider the dispatching time modification of up to 5 upstream trips to smoothen the headway of a metro line after a disturbance. The optimal number of trips to be subject to dispatching adjustments is arguably dependent on service headway and the severity of the initial disturbance. Additionally, we showed that our model can provide better results compared to a state-of-the-art heuristic algorithm because it converges to a globally optimal solution.

The proposed method has the following main limitations which can be potentially addressed in future research:

- it is suitable for mitigating the effects of mild disturbances to service regularity by modifying the dispatching times of upstream trips. In the case of severe disruptions, metro operators should consider more substantial changes in the planned service provision including potentially trip cancellation, short-turning and inserting reserve vehicles.
- it is designed for optimizing regularity which is adequate in the context of services that operate in high-frequencies (more than 5 trips per hour). In the case of low frequencies, the objective function of our problem should be revised to reflect punctuality-oriented metrics;
- it is suitable in the context where the dwell times at stations are relatively stable and do not vary significantly as a function of passenger demand. This makes our approach particularly suitable for automated public transport systems where the time allotted for doors' opening/closing is fixed.
In future research, some of the assumptions made in this study can be relaxed. In particular, the formulation may be extended to account for flow-dependent dwell times. Such an extension will make the method applicable also for bus services. In addition, more control measures, such as stopskipping, speed control and train holding at intermediate stations, can be considered in future research to improve further the recovery of services after a disturbance.
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## Appendix

Lemma A.1: For $\beta_{1}<h_{\text {min }}+\bar{\delta}_{0}, \mathcal{F}=\emptyset$.
Proof: Let assume that for $\beta_{1}<h_{\min }+\bar{\delta}_{0}, \mathcal{F} \neq \emptyset$. Then, $\neg \exists x^{0} \mid\left(x^{0}, a, h\right)$ satisfy Eq.(6)-(8). To satisfy constraint Eq.(8), $h_{\text {min }} \leq \delta_{1}+x_{1}^{0}-\bar{\delta}_{0} \Rightarrow \delta_{1}+x_{1}^{0} \geq h_{\text {min }}+\bar{\delta}_{0}$. In addition, to satisfy constraint Eq.(6), $\delta_{1}+x_{1}^{0} \leq \beta_{1}$. Thus, $\beta_{1}$ should be greater than or equal to $h_{\min }+\bar{\delta}_{0}$ and we reached a contradiction. This proves that $\mathcal{F}$ can be an empty set if the inequality constraints of Eq.(6)-(8) are binding (i.e., must be satisfied in all cases).
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