
 
 

Delft University of Technology

Friedkin-Johnsen Model With Diminishing Competition

Ballotta, Luca; Vekassy, Aron; Gil, Stephanie; Yemini, Michal

DOI
10.1109/LCSYS.2024.3510192
Publication date
2024
Document Version
Final published version
Published in
IEEE Control Systems Letters

Citation (APA)
Ballotta, L., Vekassy, A., Gil, S., & Yemini, M. (2024). Friedkin-Johnsen Model With Diminishing
Competition. IEEE Control Systems Letters, 8, 2679-2684. https://doi.org/10.1109/LCSYS.2024.3510192

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1109/LCSYS.2024.3510192
https://doi.org/10.1109/LCSYS.2024.3510192


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



IEEE CONTROL SYSTEMS LETTERS, VOL. 8, 2024 2679

Friedkin-Johnsen Model With
Diminishing Competition

Luca Ballotta , Áron Vékássy , Stephanie Gil , and Michal Yemini , Member, IEEE

Abstract—This letter studies the Friedkin-Johnsen (FJ)
model with diminishing competition, or stubbornness. The
original FJ model assumes that each agent assigns a con-
stant competition weight to its initial opinion. In contrast,
we investigate the effect of diminishing competition on
the convergence point and speed of the FJ dynamics. We
prove that, if the competition is uniform across agents and
vanishes asymptotically, the convergence point coincides
with the nominal consensus reached with no competition.
However, the diminishing competition slows down con-
vergence according to its own rate of decay. We study
this phenomenon analytically and provide upper and lower
bounds on the convergence rate. Further, if competition is
not uniform across agents, we show that the convergence
point may not coincide with the nominal consensus point.
Finally, we evaluate our analytical insights numerically.

Index Terms—Friedkin-Johnsen model, diminishing
competition, consensus, convergence, convergence rate.

I. INTRODUCTION

THE RECENT decades have witnessed a substantial inter-
twining between systems theory and opinion dynamics

over social networks. Parallel to the development of mathe-
matical models for the exchange and aggregation of opinions
among individuals, tools from systems theory have proven
useful to analytically understand their behavior. Among the
models aiming to explain social interactions, the “opinion
pooling” proposed by DeGroot [1] and the Friedkin-Johnsen
(FJ) model [2] have gained a great deal of attention in
the control community. The former relates to a significant
body of literature on distributed consensus, widely used in
distributed and multi-agent control problems and pioneered
by works such as [3], [4], [5]. Relevant works on the FJ
model analyze convergence with constant and time-varying
parameters [6], [7], [8], multidimensional extensions [7], [8],
interactions over random graphs [9], and mixed dynamics with
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one or two timescales [10], [11], [12]. However, because the
FJ model, similarly to other models of opinion dynamics,
captures prejudice and disagreement that are natural features of
human behavior, it has been underutilized in control problems,
which often consider coordination among cooperative agents.

Nonetheless, a few recent works propose tools of opin-
ion modeling for distributed control systems. In fact, the
primary motivation for this letter spawns from previous
works [13], [14], [15] that use the FJ model to enhance
resilience of consensus tasks to adversaries in multi-agent
systems [16]. In particular, the stubbornness parameter of
the FJ model is used in [13], [14] to introduce controlled
competition in the system, mitigating the influence of unknown
malicious agents. Additionally, along the lines of trust-based
resilient consensus enabled by the physical communication
channel in cyberphysical systems [17], the recent paper [15]
relaxes the model in [13] by letting the competition parameter
vanish, which allows the agents to reach a consensus whose
deviation from nominal depends on how fast they identify
adversaries in the system.

However, while [13], [15] focus on interactions between
“legitimate” and malicious agents, the nominal case with
no adversaries is overlooked, and in particular [15] does
not discuss the consensus reached in that scenario. In fact,
despite the rich literature on the FJ model, the case where
the competition parameter vanishes has not been studied. This
may indeed be unrealistic in social systems where individuals
do not reasonably forget their initial opinions. However, it
may be useful in an engineering setting where the behavior
is imposed by a system designer, such as to be robust to
adversaries as proposed in [13], [15] or to mitigate undesired
large oscillations of the agents’ states caused by the consensus
protocol, thus enhancing the safety or lifespan of physical
components via a simple algorithm with no constraints. We fill
this gap and systematically study the FJ model with vanishing
competition.

Contribution: The main contribution of this letter is three-
fold. First, we show that the FJ model with vanishing
competition reaches the same steady state of the “nominal”
consensus protocol (DeGroot model) that uses the same
weights. This not only broadens the scope of the existing
literature on the FJ model, but mostly reinforces the motivation
of using it for resilient coordination as done in [15] since,
with this result, the agents are guaranteed to reach the nominal
consensus if no adversary is present. Second, we quantify
how fast the trajectory approaches the steady state. Our results
reveal that the convergence rate is dominated by the slowest
between the nominal consensus dynamics and the vanishing
competition parameter. Finally, we prove a relevant negative
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result, i.e., convergence to the nominal consensus point may
not occur if the competition parameter, albeit vanishing,
is non-uniform across the agents. This demands attention
when deploying the protocol for multi-agent systems and in
particular may limit the performance of a fully decentralized
design.

II. SETUP

A. Notation and Mathematical Preliminaries
A matrix W is nonnegative (positive), denoted by W ≥ 0

(W > 0), if all its elements Wij are nonnegative (positive).
Additionally, a matrix W is (row-)stochastic if W ≥ 0 and
W1 = 1, where 1 is the vector of all ones. Matrix W is
primitive if there exists k ∈ N s.t. Wk > 0. The Perron
eigenvector v of stochastic primitive matrix W is the unique
stochastic vector satisfying W�v = v. The notation a �‖ b
means that vectors a ∈ R

n and b ∈ R
n are not parallel, or

equivalently that their cross product a × b �= 0.

B. System Model
We consider N agents equipped with scalar-valued states.

Vector-valued states do not change the results but make notation
heavy. We denote the state of agent i at time t by xi

t ∈ R, with
i ∈ V .= {1, . . . , N}, and the vector with all stacked states by
xt ∈ R

N . The agents exchange their state values through a fixed
communication network, modeled as a graph G = (V, E). Each
element (i, j) ∈ E indicates that agent j can transmit data to
agent i through a direct communication link.

Let Ni ∈ V denote the set of neighbors of agent i in the
communication network G, i.e., Ni

.= {j ∈ V : (i, j) ∈ E}. The
agents weight information coming from neighbors through the
nonnegative matrix W, such that Wij > 0 if and only if j ∈
Ni ∪ {i}. We assume that W is stochastic and primitive.

C. FJ Model With Uniform Time-Varying Competition
In this letter, we study the following protocol implemented

by each agent i ∈ V for t ≥ 0:

xi
t+1 = (

1 − λt

) ∑

j∈N i∪{i}
Wijx

j
t + λtx

i
0. (1)

The scalar time-varying parameter λt ∈ [0, 1] represents
competition or stubbornness of the agents. There are two
extreme cases for this model. When λt ≡ 0, then (1) reduces
to the consensus protocol or DeGroot model [1], [5] that leads
to the consensus limt→∞ xt = 1v�x0. Also, when λt ≡ λ > 0,
then (1) is the standard FJ model [2], which does not lead to
consensus except for trivial cases [6].

Our main motivation to study the protocol (1) stems from
previous works [13], [15] on resilient consensus, where the
nominal consensus protocol xt+1 = Wxt may be disrupted
by unknown agents [16], [17], [18]. The intuition behind
using (1) with constant λt ≡ λ in [13] is to prevent normal
agents be overly influenced by their neighbors without know-
ing if these are malicious, thus sacrificing consensus for a safe
trajectory. To recover a steady-state consensus, this paper [15]
uses (1) with a vanishing competition parameter λt and time-
varying weights Wij(t), whereby the normal agents detect
adversaries through exogenous physics-based information –
and tune weights accordingly – when λt becomes small.
However, the convergence in the nominal adversary-free case
was not investigated. Hence, in this letter our main focus is
twofold: 1) understanding the limit point of the dynamics (1)

and its relation to the two extreme cases of λt ≡ 0 and
λt ≡ 1; 2) quantifying the effect of the sequence {λt}t≥0 on
its convergence rate.

Before presenting our results, we introduce a few helpful
facts. First, in compact vector form, the update rule (1) reads

xt+1 = (
1 − λt

)
Wxt + λtx0. (FJ)

Additionally, for s, t ∈ R ∪ {∞}, we define the scalar

π s
t

.=
{∏s

k=t(1 − λk), s ≥ t
1, s < t (2)

with π∞
t

.= lims→∞ π s
t . Consequently, for an initial condition

x0, the state xt can be written as the linear transformation

xt =
(

Waut
t + W in

t

)
x0 (3)

where the two transition matrices associated with the
autonomous consensus dynamics and the input signal λtx0
respectively are derived as

Waut
t = π t−1

0 Wt (4)

W in
t =

t−1∑

k=0

π t−1
k+1Wt−1−kλk. (5)

The rest of this letter delves into the convergence of (FJ),
focusing on the comparison with the consensus protocol.

III. CONVERGENCE ANALYSIS

This section presents our main results on convergence
properties of the protocol (FJ). First, Section III-A establishes
that (FJ) converges to the same equilibrium reached by the
consensus protocol with matrix W. Then, Section III-B bounds
its convergence rate, i.e., how fast the steady state is approached,
highlighting the role of the competition parameter λt.

A. Convergence to Consensus
Here, we step up the intuition of effectively using compe-

tition for resilience by showing that protocol (FJ) makes the
agents ultimately agree on the nominal consensus value.

While it is intuitive that the autonomous dynamics-related
term Waut

t x0 in (3) reaches a consensus, the next nontrivial
results shows that also the input-related term in (3) achieves
a steady-state consensus if λt asymptotically vanishes.

Lemma 1: If limt→∞ λt = 0, then there exists y ∈ R
N such

that

lim
t→∞ W in

t = 1y�. (6)

Proof: See Appendix A.
Lemma 1 leads us to our first main result, which establishes

that the steady state reached through (FJ) is the nominal
consensus obtained through the consensus protocol. Notably,
this cannot be concluded from previous work [6] on time-
varying FJ model, where the competition parameter is not
allowed to vanish and consensus happens only in the trivial
case where the initial condition x0 is already a consensus.

Theorem 1 (Protocol (FJ) Achieves the Nominal Consensus):
Let v be the Perron eigenvector of W and xss

.= v�x0 ∈ R. If
x0 �‖ 1, then the following two statements are equivalent:

1) limt→∞ λt = 0;
2) limt→∞ xt = xss1.

Proof: See Appendix B.
In words, Theorem 1 states that the competition parameter

λt in (FJ) does not affect the steady state as long as it
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asymptotically vanishes. This not only recovers the intuition
that the consensus dynamics in (FJ) dominates when λt is
small, but also proves that the state xt approaches the same
consensus regardless of the specific sequence {λt}t≥0.

Nonetheless, the convergence speed of (FJ) heavily depends
on how fast the competition decays, which is addressed next.

B. Convergence Rate
We now assess how fast the protocol (FJ) converges. In

view of Theorem 1, we assume limt→∞ λt = 0. Intuitively,
if the competition parameter λt decays slowly, it slows down
convergence because the agents stick close to their initial
conditions for long time. Interpreting (FJ) as a (time-varying)
exponential moving-average filter, increasing λt reduces the
cutoff frequency and attenuates the high frequencies [19].

To estimate the convergence speed of (FJ), we proceed to
bound the function ρ(t) defined as

ρ(t)
.= sup

x0 �‖1
‖xt − xss1‖2

‖x0 − xss1‖2
. (7)

Requiring x0 �‖ 1 in (7), i.e., that x0 is not a consensus, is
not restrictive because if x0 = α1 for some α ∈ R, then the
protocol (FJ) generates the sequence xt ≡ α1, thus it yields
trivial instantaneous convergence which we preclude.

Because the input λtx0 is continually injected, standard con-
vergence tools for consensus cannot be used, preventing us to
establish geometric convergence based on norms of the weight
matrix. Moreover, standard results on the convergence speed of
the FJ model [6] and on time-varying consensus [20], [21] are
inadequate because they assume either zero or strictly positive
parameters, whereas λt goes to zero.

Towards presentation of the convergence speed results, let
σmax ∈ (0, 1) denote the second largest singular value of W,
recall that π t

s is defined in (2), and define

ρ̄(t)
.= π t−1

0

(
σ t

max + 1 − π∞
t

)

+
t−1∑

k=0

π t−1
k+1λk

(
σ t−1−k

max + 1 − π∞
t

)
+

∞∑

k=t

π∞
k+1λk. (8)

We first introduce an upper bound on the convergence rate.
Proposition 1: For every stochastic matrix W and x0 �‖ 1,

it holds
‖xt − xss1‖2

‖x0 − xss1‖2
≤ ρ̄(t) ∀ t ≥ 1. (9)

Proof: See Appendix C.
The bound ρ̄(t) depends not only on σ t

max but also on
all powers σ t−1−k

max of the dominant singular value, making
convergence slower. Also, it holds limt→∞ ρ̄(t) = 0 since

lim
t→∞ π∞

t = 1

lim
t→∞ λkσ

t−1−k
max = 0 ∀k = 0, . . . , t − 1. (10)

We next introduce a lower bound. Let us define

ρ(t)
.= π t−1

0 σ t
max +

t−1∑

k=0

π t−1
k+1λkσ

t−1−k
max . (11)

Proposition 2: For every stochastic matrix W, there exists
x0 such that

‖xt − xss1‖2

‖x0 − xss1‖2
≥ ρ(t) ∀ t ≥ 1. (12)

Proof: See Appendix D.

The lower bound ρ(t) has the same dependency on σmax,
and hence on the communication matrix W, of the upper bound
ρ̄(t), and goes to zero by the same argument in (10). Putting
together the two bounds readily yields our second main result.

Theorem 2 (Convergence Rate of (FJ)): For every stochas-
tic matrix W, the convergence rate defined in (7) is bounded as

ρ(t) ≤ ρ(t) ≤ ρ̄(t) ∀ t ≥ 1. (13)

Proof: It follows immediately by applying Propositions 1
and 2 to the definition of convergence rate in (7).

Theorem 2 quite precisely quantifies how fast the protocol
converges. The input λtx0 prevents geometric convergence in
general. In fact, both bounds ρ̄(t) in (8) and ρ(t) in (11) include
all powers of σmax up to the current time and specifically the
products π t−1

k+1λkσ
t−1−k
max , which embed the decay rate of λt

and quantify how slow (FJ) is compared to the exponential
convergence rate σ t

max of the consensus dynamics. The gap
ρ̄(t) − ρ(t) between upper and lower bounds does not depend
on σmax – and thus on W – but only on {λt}t≥0 and amounts to

π t−1
0 − π∞

0 +
t−1∑

k=0

(
π t−1

k+1 − π∞
k+1

)
λk +

∞∑

k=t

π∞
k+1λk. (14)

The quantity in (14) vanishes with t, showing that asymp-
totically the two bounds overlap, and also, for every t, it
is small if λt decays fast. However, while the rate ρ(t)
is precisely quantified in these two regimes, they represent
different behaviors. On the one hand, the convergence speed is
generally ruled by both W and λt for large t; on the other hand,
if λt decays very fast, both bounds ρ̄(t) and ρ(t) approach
the exponential rate σ t

max for every t, which is indeed intuitive
because (FJ) essentially reduces to the consensus dynamics.

Remark 1 (Slow Convergence for Resilience): Paper [15]
precisely leverages the slower convergence of (FJ) for
resilient consensus. Indeed, the normal agents can identify
the adversaries before deviating too much from the
initial condition, mitigating malicious messages erroneously
considered trustworthy.

Example 1: Consider the sequence λt = 1
t+1 . Because the

series of its partial sums diverges, the products π t
s “diverge to

zero”, i.e., π∞
s = 0 for finite s [22]. Hence, the autonomous

term Waut
t x0 vanishes and the steady state is reached through

only the input sequence. Also, we can explicitly compute π t
s =

s
t+1 and the two bounds on the convergence rate read

ρ̄(t) =
t−1∑

k=0

σ t−1−k
max + 1

t
ρ(t) =

t−1∑

k=0

σ t−1−k
max

t
. (15)

This reveals that ρ(t) ∈ O(1/t), namely the convergence rate
is dominated by the decay rate of the competition parameter.
This is a significant reduction in the convergence speed of the
nominal consensus protocol, where λt ≡ 0, that guarantees a
convergence rate of exponential order σ t

max.

C. Non-Uniform Competition: A Negative Result
While so far we have considered λt identical for all agents

in (1), the competition parameter of the standard FJ model
may differ across the agents. Dropping the uniform assumption
and considering the vector-valued parameter λt ∈ R

N with ith
element λi

t ∈ [0, 1] changes (FJ) to the more general form

xt+1 = diag
(
1 − λt

)
Wxt + diag

(
λt

)
x0. (16)

The following proposition shows that, under this modified
protocol, the analogous result of Theorem 1 does not hold.
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Fig. 1. Average logarithmic distance of 20 agents from the nominal
consensus value using the three different competition parameters λt
described in Section IV.

Proposition 3: If the agents run (16), then for any stochastic
matrix W and initial state x0 �‖ 1 there exists a sequence
{λt}t≥0 with limt→∞ λt = 0 such that limt→∞ xt �= xss1.

Proof: See Appendix E.
Proposition 3 highlights important limitations of the pro-

tocol (16) as compared to (FJ). For example, while the
consensus protocol can be implemented in a distributed way,
e.g., letting the agents independently set uniform or Metropolis
weights [21], the same does not hold for protocol (16) because
convergence to the nominal consensus is not guaranteed if the
agents use different competition parameters. Moreover, cen-
trally setting the same parameter λt for all agents is reasonable
in some cases, such as a team of robots programmed by a
company, but impractical in other cases, such as a large-scale
power plant managed by several independent stakeholders.
Therefore, a compelling direction of future research is to let
agents independently choose their competition parameters λi
with guarantees on the final consensus point.

IV. NUMERICAL RESULTS

To complement the theoretical results, we provide a sim-
ulation that illustrates the effect the different choices of
competition parameters have on the convergence of pro-
tocol (FJ). This is shown in 1. We simulated 20 agents
interconnected along an Erdos-Rényi random graph with p =
0.1. Their initial values xi

0 were chosen uniformly random
from [0, 5]. The cases labeled as “exponential” and “hyper-
bolic” were run according to (FJ) with λt = e−0.5t and λt =
(t + 1)−1, respectively. Meanwhile, in the case labeled as
“non-uniform” the agents followed (16) with the competition
parameters described in Appendix E with the choice t∗ = 100.
According to the theory, in the exponential and hyperbolic
cases the agents converge to the nominal consensus value,
albeit with different convergence rates, while in the non-
uniform case the process deviates.

V. CONCLUSION

We have studied an FJ model with time-varying competition
parameter λt, establishing convergence to the steady state
1v�x0 of the corresponding consensus protocol if and only if
λt vanishes. This equivalence fails if agents use heterogeneous
parameters λi

t. We have also derived bounds on the conver-
gence rate that quantify how the sequence {λt}t≥0 slows down
convergence. Numerical tests exemplify the theory results.

APPENDIX

PROOFS OF RESULTS
A. Proof of Lemma 1

We prove that

lim
t→∞ W in

t = 1v�
∞∑

k=0

π∞
k+1λk. (A.1)

The intuition behind this limit is that, for k → ∞, the
distance from consensus dynamics vanishes through λk → 0.
Importantly, the limit of the scalar coefficient in the RHS
of (A.1) exists finite and is positive for all decreasing
sequences {λt}t≥0, which we show as a by-product of the proof
in Appendix B. The statement above can be proven as

lim
t→∞

∥∥∥
∥∥

W in
t − 1v�

∞∑

k=0

π∞
k+1λk

∥∥∥
∥∥

= 0. (A.2)

Splitting the infinite summation and product in the limit so as
to take apart the summation from 0 to t and the product from
k + 1 to t, respectively, we rewrite (A.2) as

lim
t→∞

∥∥∥∥
∥

t∑

k=0

π t
k+1

(
Wt−k − 1v�π∞

t+1

)
λk

−1v�
∞∑

k=t+1

π∞
k+1λk

∥∥
∥∥∥∥

= 0. (A.3)

The triangle inequality and the Sandwich theorem yield the
following upper bound to the limit in the LHS of (A.3):

lim
t→∞

t∑

k=0

π t
k+1

∥
∥∥Wt−k − 1v�π∞

t+1

∥
∥∥λk

+
∥
∥∥1v�

∥
∥∥ lim

t→∞

∞∑

k=t+1

π∞
k+1λk. (A.4)

The second limit in (A.4) is zero because all addends vanish.
The sum of nonnegative terms in the first limit converges to
zero if and only if each term converges to zero. For all values
of t and k, it holds π t

k+1 ∈ (0, 1). Let

α(t, k)
.=

∥∥
∥Wt−k − 1v�π∞

t+1

∥∥
∥λk. (A.5)

We next compute the limit of α(t, k) as t → ∞. According
to the difference t − k, we consider two asymptotic cases.
limt→∞(t−k)=∞: It holds π∞

t+1 → 1 and

lim
t→∞ α(t, k) =

∥∥∥W∞ − 1v�
∥∥∥λk = 0 · λk = 0. (A.6)

limt→∞,k→∞(t−k)=α∈N: It holds π∞
t+1 → 1 and

lim
t→∞
k→∞

α(t, k) =
∥∥∥Wα − 1v�

∥∥∥ lim
k→∞ λk = κ · 0 = 0 (A.7)

where
∥∥Wα − 1v�∥∥ = κ ∈ R.

Because α(t, k) → 0 for all k ≤ t, the limit in (A.4) is zero,
which implies (A.3) and in turn the claim (6).

B. Proof of Theorem 1
1) implies 2): From (3) with (4)–(5), it follows

lim
t→∞ xt = lim

t→∞
(

Waut
t + W in

t

)
x0 =

(
1v�π∞

0 + lim
t→∞ W in

t

)
x0

= 1v�
(

π∞
0 +

∞∑

k=0

π∞
k+1λk

)

x0 (B.1)

where the last equality uses (A.1). We now prove that the
factor between brackets in the RHS of the last equality in (B.1)
is 1. This can be done by induction. We prove that

π t
0 +

t∑

k=0

π t
k+1λk = 1 ∀t ≥ 0. (B.2)
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Base step: For t = 0, it holds

π0
0 +

0∑

k=0

π0
k+1λk = 1 − λ0 + 1 · λ0 = 1. (B.3)

Induction step: Let the claim hold for t − 1. For t, it holds

π t
0 +

t∑

k=0

π t
k+1λk = (

1 − λt

)
π t−1

0 +
t−1∑

k=0

π t
k+1λk + 1 · λt

= (
1 − λt

)
(

π t−1
0 +

t−1∑

k=0

π t−1
k+1λk

)

+ λt

= (
1 − λt

) · 1 + λt = 1. (B.4)

From (B.1) and (B.2), it immediately follows that

lim
t→∞ xt = 1v�x0 = xss1. (B.5)

2) implies 1): We prove this direction by contradiction.
First, let λ

.= limt→∞ λt > 0. If limt→∞ xt = xss1, then it
holds xss1 = λx0+(1−λ)Wxss1 = λx0+(1−λ)xss1. If λ > 0,
this happens if and only if x0 = xss1, against the hypothesis
x0 �‖ 1. Second, let � limt→∞ λt, then xt → xss1 if and only
if λtx0 + (1 − λt)xt → xss1. The latter is true if, ∀ε > 0,
∃T s.t.

∥∥λtx0 + (1 − λt)xt − xss1
∥∥ < ε ∀t ≥ T . The triangle

inequality yields
∥∥λtx0 + (1 − λt)xt − xss1

∥∥ ≥ λt‖x0 − xt‖ −
‖xt − xss1‖. From 2), ∀ε′ > 0 ∃T ′ s.t. ‖xt − xss1‖ <
ε′ for all t ≥ T ′. Thus, for t ≥ max{T, T ′}, it holds
λt‖x0 − xt‖ − ‖xt − xss1‖ > λt‖x0 − xt‖ − ε′. Hence, it must
be λt‖x0 − xt‖ < ε′; ∀t ≥ max{T, T ′}, which holds true if and
only if xt → x0, against the hypothesis x0 �‖ 1.

C. Proof of Proposition 1
By definition, the mismatch between the state contribution

at time t and the final (asymptotic) value is

xt − xss1 =
(

Waut
t + W in

t

)
x0 −

(
Waut∞ + W in∞

)
x0 (C.1)

where, since W is stochastic and primitive and limt→∞ λt = 0,
from (4) and (A.1) the limits of Waut

t and W in
t are

Waut∞ = 1v�π∞
0 , W in∞ = 1v�

∞∑

k=0

π∞
k+1λk. (C.2)

Because (Waut
t + W in

t )1 = 1 ∀t ≥ 0, it holds

xt − xss1 =
(

Waut
t + W in

t − Waut∞ − W in∞
)
(x0 − xss1). (C.3)

The Schwartz and triangle inequalities respectively yield

‖xt − xss1‖2 ≤
∥∥∥Waut

t + W in
t − Waut∞ − W in∞

∥∥∥
2
‖x0 − xss1‖2(C.4)

∥
∥∥Waut

t + W in
t − Waut∞ − W in∞

∥
∥∥

2
≤ ∥

∥Waut
t − Waut∞

∥
∥

2

+
∥∥∥W in

t − W in∞
∥∥∥

2
. (C.5)

We first bound
∥∥Waut

t − Waut∞
∥∥

2. For t ≥ 1, we factor out the
common scalar factor π t−1

0 :

Waut
t − Waut∞ =

(
Wt − 1v�π∞

t

)
π t−1

0 . (C.6)

Using the triangle inequality, we bound the first factor as
∥∥
∥Wt − 1v�π∞

t

∥∥
∥

2
=

∥∥
∥Wt − 1v� + 1v� − 1v�π∞

t

∥∥
∥

2

≤
∥
∥∥Wt − 1v�

∥
∥∥

2
+

∥
∥∥1v� − 1v�π∞

t

∥
∥∥

2

= σ t
max + 1 − π∞

t , (C.7)

where
∥∥1v�∥∥

2 = 1 and we use the singular value decompo-
sition of W. Combining (C.6) with (C.7) yields

∥∥Waut
t − Waut∞

∥∥
2 ≤ π t−1

0

(
σ t

max + 1 − π∞
t

)
. (C.8)

We now bound
∥∥W in

t − W in∞
∥∥

2. Defining, for s ≤ t,

Ct
s

.= π t
s+1Wt−s − 1v�π∞

s+1, (C.9)

we use (C.2) and rewrite W in
t − W in∞ as

W in
t − W in∞ =

t−1∑

k=0

Ct−1
k λk − 1v�

∞∑

k=t

π∞
k+1λk. (C.10)

The induced norm of the first summation in (C.10) can be
upper bounded using the triangle inequality:

∥∥∥∥
∥

t−1∑

k=0

Ct−1
k λk

∥∥∥∥
∥

2

≤
t−1∑

k=0

∥∥∥Ct−1
k

∥∥∥
2
λk. (C.11)

For each element in the summation in (C.11), the same
argument used to bound

∥∥Waut
t − Waut∞

∥∥
2 applies, with the

difference that the products start from k + 1:
∥∥∥Ct−1

k

∥∥∥
2

=
∥∥∥Wt−1−k − 1v�π∞

t

∥∥∥
2
π t−1

k+1 (C.12)

and, analogously to (C.7), we derive
∥∥
∥Wt−1−k − 1v�π∞

t

∥∥
∥

2
≤ σ t−1−k

max + 1 − π∞
t (C.13)

∥∥∥Ct−1
k

∥∥∥
2

≤ π t−1
k+1

(
σ t−1−k

max + 1 − π∞
t

)
. (C.14)

For the second summation in (C.10), we readily obtain
∥∥∥∥∥
1v�

∞∑

k=t

π∞
k+1λk

∥∥∥∥∥
2

=
∞∑

k=t

π∞
k+1λk. (C.15)

Combining (C.10)–(C.15) yields

∥
∥∥W in

t − W in∞
∥
∥∥

2
≤

t−1∑

k=0

π t−1
k+1λk

(
σ t−1−k

max + 1 − π∞
t

)
(C.16)

+
∞∑

k=t

π∞
k+1λk. (C.17)

The assumption x0 �‖ 1 implies that ‖x0 − xss1‖ �= 0. Hence,
subbing (C.5), (C.8), and (C.16) into (C.4) yields ρ̄(t) in (8).

D. Proof of Proposition 2
Because (Waut

t + W in
t )1 = 1 ∀t ≥ 0, it holds

xt − xss1 =
(

Waut
t + W in

t

)
(x0 − xss1). (D.1)

Let u2 and v2 be the orthonormal singular vectors such that
Wv2 = σmaxu2. Let x0 be such that x0 = xss1 + v2. It holds

xt − xss1 =
(

Waut
t + W in

t

)
v2

= π t−1
0 Wtv2 +

t−1∑

k=0

π t−1
k+1λkWt−1−kv2

= π t−1
0 σ t

maxu2 +
t−1∑

k=0

π t−1
k+1σ

t−1−k
max u2 (D.2)

and we obtain the lower bound in (11) as

‖xt − xss1‖2

‖x0 − xss1‖2
=

∣∣∣∣∣
π t−1

0 σ t
max +

t−1∑

k=0

π t−1
k+1σ

t−1−k
max

∣∣∣∣∣
‖u2‖2

‖v2‖2
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= π t−1
0 σ t

max +
t−1∑

k=0

π t−1
k+1σ

t−1−k
max . (D.3)

E. Proof of Proposition 3
We construct a simple sequence {λt}t≥0 that satisfies the

claim. Without loss of generality, assume that x1
0, (i.e., the

initial state of the agent labeled as 1), is the (not necessarily
unique) largest element of x0. Let xt denote the state when the
agents are following the regular consensus dynamics, namely
Eq. (FJ) with λt ≡ 0, then since x0 �‖ 1 and W is primitive
there exists a time step t∗ such that x1

t < x1
0 ∀ t ≥ t∗. Let yt

denote the state trajectory obtained by using the protocol (16)
starting from y0 = x0 and with λt defined as follows:

λi
t =

{
1 if i = 1, t ≤ t∗,
0 otherwise. (E.1)

Then, it holds xi
t ≤ yi

t ∀ t, i and specifically x1
t∗ < y1

t∗ = x1
0.

For t > t∗, λt = 0 and the dynamic (16) with (E.1) simplifies
back to the consensus protocol. Then, we have that:

lim
t→∞ xt = 1v�xt∗ = 1v�x0 = xss1

lim
t→∞ yt = 1v�yt∗ . (E.2)

Since the Perron eigenvector v > 0, it holds limt→∞ xi
t <

limt→∞ yi
t for every i and thus limt→∞ yt �= xss1.
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