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Abstract

This thesis provides a fresh perspective on the (vertex) integrity of graphs, serving as a measure of
network robustness. The study begins by introducing fundamental concepts and methods for evalu-
ating the integrity of different graph families. An Integer Linear Programming (ILP) model, specifically
designed for assessing integrity, is then presented. By applying this model, integrity values are calcu-
lated for various graph families, and patterns within the results are identified. These patterns contribute
to establishing boundaries or determining exact values of integrity for the analyzed graph families.

The analyzed graph families encompassGlued Paths, generalized Theta graphs, (Double) Cone graphs,
Fan graph, Lollipop graphs, generalized Barbell graphs, (Dutch) Windmill graphs, Paley graphs, and
Kneser graphs. Additionally, two conjectures are formulated: one concerning a lower bound for the in-
tegrity of all Paley graphs, and another addressing the exact integrity values of specific Kneser graphs.

The ILP model proves to be a valuable tool for further exploration of graph family integrity, offering
opportunities for additional research and expanding our understanding of network robustness.
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Layman Abstract

This thesis explores how different networks, like those in transportation systems, social networks, and
computer networks, can maintain its functionality and integrity in the face of disruptions, failures, or
targeted attacks. It introduces a measure called (vertex) integrity to assess the strength and resilience
of networks.

To evaluate network integrity, a mathematical approach called Integer Linear Programming is used.
This method enables precise calculations and comparisons of network robustness. By applying this
approach to various types of networks, including Theta graphs, Paley graphs, Kneser graphs, and
more, the study uncovers valuable insights.

Through the analysis of integrity values, the study identifies patterns and limitations in network re-
silience. It sheds light on the specific characteristics and behaviors that contribute to a network’s ability
to recover from disruptions. These findings have practical implications for designing and optimizing
networks to be more robust and reliable.

The mathematical model employed in this research establishes a strong foundation for studying net-
work resilience. It enhances our understanding of network behavior and opens avenues for further
research in exploring different aspects of network strength. This knowledge advancement allows us to
develop strategies to enhance the resilience of real-world networks, ensuring their ability to withstand
unforeseen challenges and maintain effective operations.
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1
Introduction

In today’s world, networks play a vital part in our daily lives. From social connections to transporta-
tion systems, understanding the structures and dynamics of these networks is crucial. This is where
graph theory plays an important role, providing a powerful framework for studying, analyzing, and un-
derstanding the complex relations of networks. Its origin dates back to the 18th century when Swiss
mathematician Leonhard Euler introduced the concept of a graph via a paper in 1741. This first paper
on graph theory, about the Seven Bridges of Königsberg problem, laid the foundation of the field [14].

The city of Königsberg (now Kaliningrad, Russia) was located on both sides of the Pregel River, con-
sisting of two large islands connected to each other and the mainland by seven bridges, as shown in
Figure 1.1. The problem was whether it was possible to take a walk through the city crossing each
bridge exactly once. This type of walk is now referred to as an Eulerian Trail.

Figure 1.1: A view of Königsberg showing the seven bridges over the River Pregel [30].

Euler took an abstract approach to the problem, focusing only on which pairs of land masses are
connected to each other and the number of bridges connecting them. This abstraction allowed him to
focus on the essential connections rather than the physical layout of the city. Euler proved that it was
impossible to find such a path, and his proof laid the foundations of graph theory.

Euler’s solution to the Seven Bridges of Königsberg problem marked the birth of graph theory as a
mathematical discipline. It established the idea of representing real-world problems using abstract
graphs. It also laid the groundwork for the development of graph-related concepts, such as connectivity,
independence number, regularity, Hamiltonicity, and many other graph properties and algorithms.

Since Euler’s time, graph theory has evolved into a fundamental discipline with broad applications in
various fields, including computer science, social network analysis, logistics, and optimization. The
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2 1. Introduction

first graph problem posed by Euler remains an important historical milestone that paved the way for
the extensive study and application of graphs in modern mathematics and beyond.

1.1. Robustness of a Network
In addition to understanding the structure and dynamics of networks, assessing the robustness of
a network holds significant value. The robustness refers to the ability of a network to maintain its
functionality and integrity in the face of disruptions, failures, or targeted attacks. It is a vital consideration
in various domains, including transportation systems, communication networks, and social networks.

The early research on robustness can be traced back to the 1970s [16, 25]. One of the first measures
for the robustness of a graph is known as the vertex connectivity [15]. The vertex connectivity quantifies
the minimum number of nodes that need to be removed in order to disconnect the network into two or
more groups. In other words, it measures the resilience of a network against node failures.

The vertex connectivity of a graph is a fundamental measure in assessing its robustness and can pro-
vide insights into the network’s ability to withstand failures or targeted attacks on individual nodes. By
studying the vertex connectivity of a graph, researchers can identify critical nodes that, if compromised
or removed, could significantly impact the network’s functionality and integrity.

However, the vertex connectivity alone may not fully encompass the network’s robustness. The ver-
tex connectivity investigates the connectedness of the network after node deletion, but overlooks the
intrinsic structure of the remaining groups after this deletion. This is where vertex integrity becomes
evident.

To illustrate this point, consider two networks with identical vertex connectivity. Despite their identical
vertex connectivity, their levels of integrity can vary significantly. In Chapter 2 we will explore a com-
pelling example that clearly demonstrates this distinction. This example highlights the importance of
vertex integrity as it offers a more thorough evaluation of a network’s robustness, surpassing the sole
consideration of vertex connectivity.

The vertex integrity, commonly referred to as integrity, was originally introduced in the late 1980s by
Barefoot, Entringer, and Swart [6]. It considers two quantities: the number of deleted nodes and the
size of the largest remaining group after deletion [3].

Until now, we have primarily mentioned the practical applications of vertex integrity in transportation
systems. However, recently, vertex integrity has played a role in resolving one of the central open
problems on minimal codes, and strong blocking sets [2].

1.2. Overview
The goal of this thesis is to investigate the integrity of specific graph families. To achieve this, we will first
study the integrity of general graphs. Next, we aim to model certain properties of a graph, including the
integrity, through Integer Linear Programming (ILP). These ILP models will help us discover patterns
in the integrity of graph families, enabling us to establish boundaries or determine exact values of the
integrity for those graph families.

Firstly, in Chapter 2, we define several important concepts and properties that will be used throughout
the thesis. Then, in Chapter 3, we introduce various concepts related to the integrity of general graphs.
In Chapter 4, we define and explain our ILP models for calculating the values of specific graph proper-
ties. Combining these ILP models with the concepts from Chapter 3, we prove exact values or bounds
for the integrity of particular graph families in Chapter 5. Additionally, Chapter 6 delves into the open
problems encountered during our research. In conclusion, we provide suggestions for further research
opportunities in this thesis.



2
Preliminary

In this chapter, we will provide a brief overview of the graph theory concepts used in this thesis. For
further notation, refer to the book ‘Introduction to Graph Theory’ by West [32].

Firstly, we define a network, its structure, and its nodes in mathematical terms, using the definition of a
graph. In this thesis, we consider only undirected simple graphs.

Definition 2.1. A graph G = (V, E) consists of a set of vertices V and a set of edges E, where V is
non-empty and E is a subset of the set {{𝑢, 𝑣} ∶ 𝑢, 𝑣 ∈ 𝑉, 𝑢 ≠ 𝑣}, for convenience denoted by (ፕኼ), of
all two-element subsets of V. The set {𝑢, 𝑣} is commonly denoted by 𝑢𝑣. By this definition, 𝐺 is undi-
rected, since for each edge it holds that 𝑒 = {𝑢, 𝑣} = {𝑣, 𝑢}. 𝐺 is also simple, since there is at most
one edge between two vertices and none from and to the same vertex.

Remark 2.2. Let G = (V, E) be a graph. The order of G is the number of vertices, denoted by either 𝑛
or |𝑉|. Generally the order is denoted by 𝑛.
Graphs can be visualized by a graph drawing. When visualizing, we use filled circles for the vertices
and connect two circles by a line, or rather a curve, if there is an edge between the corresponding
vertices.

Example 2.3. Figure 2.1 depicts a graph drawing of the Petersen graph, a graph of order 10 with 15
edges, i.e. |𝐸| = 15

Figure 2.1: Graph drawing of the Petersen graph, a graph of order 10 with 15 edges, i.e. |ፄ|  ኻ

2.1. Basic Graph Properties
Besides the network and its structure, it is necessary to define notations pertaining to the properties of
a network in order to facilitate analysis. In our context, these notations are known as graph properties.

3



4 2. Preliminary

Graph properties encompass various categories, including measures of both local and global charac-
teristics. Local graph properties are specific to individual vertices or edges within a graph, capturing
their unique characteristics and features. Conversely, global graph properties encompass characteris-
tics that apply to the entire graph as a unified entity, considering its overall structure. These properties
offer a comprehensive understanding of the graph, capturing its holistic behavior.

Both local and global graph properties play a crucial role in comprehending the characteristics, behav-
ior, and functionality of a graph. They provide valuable insights into different facets of the network’s
structure and dynamics, enabling analysis and interpretation from diverse perspectives. By examining
these properties, we gain a deeper understanding of the network’s intricacies.

Consequently, we need to define notations to refer to subnetworks of the network. The following defi-
nitions concerning (sub)graphs will facilitate this.

Definition 2.4. For any graph G = (V, E), a subgraph of G is the graph H = (V’, E’) such that 𝑉ᖣ ⊆ 𝑉
and 𝐸ᖣ ⊆ 𝐸 ∩ (ፕ

ᖤ

ኼ ). The subgraph is induced if 𝐸ᖣ = 𝐸 ∩ (ፕ
ᖤ

ኼ ). A proper subgraph is a subgraph with
either 𝑉ᖣ ⊂ 𝑉 or 𝐸ᖣ ⊂ 𝐸 ∩ (ፕ

ᖤ

ኼ ).

Example 2.5. Figure 2.2 depicts a graph drawing of the Petersen graph, along with a proper induced
subgraph, the cycle 𝐶 of order 5.

(a) The Petersen graph. (b) The cycle ፂᎷ of order 5.

Figure 2.2: The Petersen graph, along with a proper induced subgraph, the cycle ፂᎷ of order 5.

Definition 2.6. Let G = (V, E) be a graph. For any 𝑆 ⊆ 𝑉, The graph 𝐺 − 𝑆 is the proper induced
subgraph H = (V’, E’) of G with 𝑉ᖣ = 𝑉 ⧵ 𝑆. For any 𝑣 ∈ 𝑉, 𝐺 − {𝑣} is commonly denoted by 𝐺 − 𝑣.
Another notation for 𝐺 − 𝑆 is 𝐺[𝑉ᖣ].

Example 2.7. Figure 2.2 depicts a graph drawing of the Petersen graph, along with the cycle 𝐶 of
order 5. Let 𝐺 be the Petersen graph and let 𝑆 be the 5 inner vertices of the Petersen graph, then
𝐺 − 𝑆 = 𝐶.

Now that we have the ability to mathematically describe a network and its subnetwork, it is essential to
establish some fundamental terminology that will allow us to describe the structure of the graph and its
(sub)parts.

Definition 2.8. In the graph 𝐺 = (𝑉, 𝐸) , two vertices 𝑢, 𝑣 ∈ 𝑉 are adjacent if 𝑢𝑣 ∈ 𝐸 and non-adjacent
if 𝑢𝑣 ∉ 𝐸. A set of pairwise non-adjacent vertices in a graph is called an independent set, also known
as a co-clique. Conversely, a set of pairwise adjacent vertices is called a clique.

Example 2.9. Figure 2.3 depicts a graph drawing of the Petersen graph, in which the yellow vertices
form an independent set and the blue vertices a clique.
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Figure 2.3: The Petersen graph, in which the yellow vertices form an independent set and the blue vertices a clique.

Definition 2.10. Let G = (V, E) be a graph and 𝑢, 𝑣 ∈ 𝑉. A path from u to v is the set of distinct vertices
𝑣ኺ, 𝑣ኻ, … , 𝑣፤ such that 𝑢 = 𝑣ኺ, 𝑣 = 𝑣፤, and 𝑣።𝑣።ዄኻ ∈ 𝐸 for all 0 ≤ 𝑖 ≤ 𝑘 − 1. A graph is called connected
if it either has only one vertex or there exists a path between any two distinct vertices.

Definition 2.11. Let G = (V, E) be a graph and 𝑢, 𝑣 ∈ 𝑉. The relation 𝑢 ∼ 𝑣, if u and v are connected
to each other by a path, is an equivalence relation of the vertices of G. The equivalence classes of this
relation are known as connected components of the graph.

Definition 2.12. Let G = (V, E) consist of components 𝐶ኻ, 𝐶ኼ, … , 𝐶፤ for some 𝑘 ∈ ℤጿኺ. hen the amount
of components in G, denoted by 𝑐(𝐺), is 𝑐(𝐺) = 𝑘.

We now have the ability to describe a network, its subnetworks, and its (sub)parts in mathematical
terms. Next, we need to define commonly used graph properties that will assist us in our analysis.

Definition 2.13. Let G = (V, E) consist of components 𝐶ኻ, 𝐶ኼ, … , 𝐶፤ for some 𝑘 ∈ ℤጿኺ. Then the largest
size of a (connected) component in G, denoted by 𝑚(𝐺), is the integer

𝑚(𝐺) ∶=max
ኺጾ።ጾ፤

|𝐶።|.

Example 2.14. Figure 2.4 depicts graph 𝐺, a graph with 2 components. The components have sizes
2 and 3. Hence, the largest size of a (connected) component in G is, 𝑚(𝐺) = 3.

Figure 2.4: Graph drawing of graph ፆ, a graph with two components. The components have sizes 2 and 3. Hence ፦(ፆ)  ኽ.

Definition 2.15. For any graph G, the independence number, denoted by 𝛼(𝐺), is the largest size of
an independent set in G.

Definition 2.16. For any graph G, the clique number, denoted by𝜔(𝐺), is the size of the largest clique
in G.

Remark 2.17. Determining the independence number is NP-hard [18] and the clique number is NP-
complete [23], making it computationally challenging problems for general graphs.

Example 2.18. Consider the Petersen graph, with its graph drawing depicted in Figure 2.3. The set
of yellow vertices represents the largest possible independent set in the graph. Similarly, the set of
blue vertices represents the largest possible clique in the graph. Therefore, we can conclude that
𝛼(Petersen graph) = 4 and 𝜔(Petersen graph) = 2.
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Definition 2.19. Let 𝐺 = (𝑉, 𝐸) and 𝑢 ∈ 𝑉. Then the set 𝑁ፆ(𝑢) = {𝑣 ∈ 𝑉 ∶ 𝑢𝑣 ∈ 𝐸}, is called the
neighbourhood of u. The size of this set is the degree of vertex 𝑢, denoted by degፆ(𝑢) = #𝑁ፆ(𝑢).
𝑁ፆ(𝑢) and degፆ(𝑢) are commonly denoted by 𝑁ፆ(𝑢) and degፆ(𝑢) respectively.

Definition 2.20. Let G = (V, E) be a graph. The minimum degree of G is the integer

𝛿(𝐺) ∶=min
፯∈ፕ

deg(𝑣).

Definition 2.21. Let G = (V, E) be a graph. The maximum degree of G is the integer

Δ(𝐺) ∶=max
፯∈ፕ

deg(𝑣).

Definition 2.22. Let G = (V, E) be a graph. For any set 𝑆 ⊆ 𝑉, the maximum degree of S in G is the
integer

Δ(𝐺, 𝑆) ∶=max
፬∈ፒ

degፆ(𝑠).

Example 2.23. Figure 2.5 depicts tree 𝑇 of order 12. The orange vertex has a degree of 3, the minimum
degree of the graph is 𝛿(𝑇) = 1 and the maximum degree of the graph is Δ(𝑇) = 3. Let the magenta
vertices form the set 𝑆. Then the maximum degree of 𝑆 in 𝑇 is Δ(𝑇, 𝑆) = 1.

Figure 2.5: Graph drawing of tree ፓ of order 12. The orange vertex has a degree of 3, ᎑(ፓ)  ኽኻ and ጂ(ፓ)  ኽ. Let the
magenta vertices form the set ፒ, then ጂ(ፓ, ፒ)  ኻ.

2.2. Spectral Graph Theory
An intriguing field within graph theory is spectral graph theory. This field utilizes algebraic methods
and concepts from linear algebra to investigate various properties of graphs. Spectral graph theory
focuses on the study of eigenvalues and eigenvectors of matrices associated with graphs, such as the
adjacency matrix or Laplacian matrix. By examining the spectrum of these matrices, spectral graph
theory provides insights into graph connectivity, graph coloring, graph clustering, and other structural
properties. The use of spectral techniques enables a deeper understanding of graphs and their under-
lying structures, leading to applications in diverse fields such as computer science, physics, and social
network analysis.

To begin, let us first establish the definition of an adjacency matrix.

Definition 2.24. The adjacency matrix of a graph 𝐺 = (𝑉, 𝐸) with 𝑛 vertices is a square matrix 𝐴 of
size 𝑛 × 𝑛. The vertices of the graph are numbered from 1 to 𝑛. Each element 𝐴።,፣ of the adjacency
matrix is set to 1 if the 𝑖-th and 𝑗-th vertices are adjacent, and 0 otherwise. Note that for undirected
graphs, the adjacency matrix is a real symmetric matrix.

Example 2.25. Consider the empty graph 𝐾፧ and the complete graph 𝐾፧. The adjacency matrix of
𝐾𝑛 is the empty matrix of size 𝑛 × 𝑛, where all elements 𝐴𝑖, 𝑗 are 0. The adjacency matrix of 𝐾፧ is the
matrix 𝐽፧−𝐼፧, where 𝐽፧ is the matrix of size 𝑛×𝑛 with all elements 𝐴𝑖, 𝑗 equal to 1, and 𝐼፧ is the identity
matrix of size 𝑛 × 𝑛.

With the definition of the adjacency matrix, we can delve into the field of spectral graph theory by defin-
ing the eigenvalues of a graph.
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Definition 2.26. For any graph𝐺 with 𝑛 vertices and adjacencymatrix𝐴, the eigenvalues of 𝐺 are equiv-
alent to the eigenvalues of the matrix 𝐴. The adjacency matrix 𝐴 is a real symmetric matrix, and accord-
ing to the real spectral theorem from linear algebra, it possesses real eigenvalues 𝜆ኻ ≥ 𝜆ኼ ≥ … ≥ 𝜆፧.
Furthermore, there exists an orthonormal basis in ℝ፧ consisting of eigenvectors of 𝐴.

The eigenvalues serve as powerful indicators of the spectral nature of graphs, allowing us to explore
their rich structural landscape.

Finally we use the definition of a spectrum to compact all the information into one expression.

Definition 2.27. For any graph 𝐺, the spectrum of 𝐺 is defined as the collection of its distinct eigen-
values with their corresponding multiplicities, denoted by (𝜇ኻ)፦Ꮃ , … , (𝜇፤)፦ᑜ .

Example 2.28. Consider the empty graph 𝐾፧, the complete graph 𝐾፧, and the Petersen graph. The
empty graph has spectrum (0)፧, the complete graph has spectrum (𝑛−1)ኻ, (−1)፧ዅኻ, and the Petersen
graph has spectrum (3)ኻ, (1), (−2)ኾ.

2.3. Basic Graph Structures

Now that we have established various concepts and properties for effective network analysis, it is
essential to define specific structures that networks can have. These structures exhibit unique charac-
teristics and play a significant role in shaping the behavior and properties of the network.

Definition 2.29. A graph is called d-regular, if all vertices in the graph have degree 𝑑. If all vertices in
a graph have the same degree, the graph is called regular.

Example 2.30. The cycle 𝐶፧ is an example of a 2-regular graph. Similarly, the Petersen graph is a
3-regular graph. Conversely, the path 𝑃፧ of order 𝑛 is not regular because it has two vertices with a
degree of 1, while the other vertices have a degree of 2.

Definition 2.31. [8] A strongly regular graph, denoted by srg(𝑛, 𝑑, 𝑎, 𝑏), is a 𝑑-regular graph with 𝑛
vertices that has the following 2 properties. Any two adjacent vertices have exactly 𝑎 common neigh-
bours and any two non-adjacent vertices have exactly 𝑏 common neighbours.

Example 2.32. The Petersen graph is a 𝑠𝑟𝑔(10, 3, 0, 1), the cycle 𝐶፧ is a 𝑠𝑟𝑔(𝑛, 2, 0, 1) and the complete
bipartite graph 𝐾፧,፧ is a 𝑠𝑟𝑔(2𝑛, 𝑛, 0, 𝑛).

As networks become more complex, describing them can be challenging. However, by recognizing
that a network consists of multiple known networks, the following definitions will assist us in describing
these complex networks in familiar terms.

Definition 2.33. [22] The union 𝐺 = 𝐺ኻ ∪ 𝐺ኼ of graphs 𝐺ኻ and 𝐺ኼ, with disjoint sets 𝑉ኻ and 𝑉ኼ and edge
sets 𝐸ኻ and 𝐸ኼ, is the graph the graph with 𝑉 = 𝑉ኻ ∪ 𝑉ኼ and 𝐸 = 𝐸ኻ ∪ 𝐸ኼ. The disjoint union of 𝑘 copies
of graph 𝐺 is commonly denoted by 𝑘𝐺, with the 𝑖-th copy denoted as 𝐺።.

Example 2.34. Figure 2.6 depicts the graph 𝐶∪𝐾ኾ, the graph union of the cycle 𝐶 of order 5 and the
complete graph 𝐾ኾ of order 4.
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Figure 2.6: Graph drawing of ፂᎷ ∪ ፊᎶ, the graph union of the cycle ፂᎷ of order 5 and the complete graph ፊᎶ of order 4.

Definition 2.35. [22] The join 𝐺 = 𝐺ኻ + 𝐺ኼ of graphs 𝐺ኻ and 𝐺ኼ, with disjoint sets 𝑉ኻ and 𝑉ኼ and edge
sets 𝐸ኻ and 𝐸ኼ, is the graph the graph union 𝐺ኻ ∪ 𝐺ኼ together with all the edges joining 𝑉ኻ and 𝑉ኼ.

Example 2.36. Figure 2.7 depicts the graph 𝑃ኾ + 𝑃ኽ, the graph join of the path 𝑃ኾ of order 4 and the
path 𝑃ኽ of order 3.

Figure 2.7: Graph drawing of ፏᎶ ዄ ፏᎵ, the graph join of the path ፏᎶ of order 4 and the path ፏᎵ of order 3.

2.4. Measures for the Robustness of a Network
Finally, we can mathematically define both measures, vertex connectivity and vertex integrity intro-
duced in Chapter 1, for assessing the robustness of the network in mathematical terms.

Definition 2.37. [15] Let G = (V, E) be a simple graph and let 𝛿(𝐺) denote the minimum degree of G.
The vertex connectivity of G, denoted by 𝜅(𝐺), is the minimum size of a vertex cut set, i.e., a set S ⊆
V such that G - S is disconnected or has only 1 vertex.

Proposition 2.38. [33] Let G = (V, E) be a simple graph and let 𝛿(𝐺) denote the minimum degree of
G. Then, we have

0 ≤ 𝜅(𝐺) ≤ 𝛿(𝐺).

High vertex connectivity in a graph implies that the graph can endure the removal of vertices without
losing its connectivity. Even if we delete 𝜅(𝐺) vertices, the graph remains connected, ensuring that
there is still a path between any two vertices.

Definition 2.39. [6] Let G = (V, E) be a simple connected graph. For any subgraph H, let 𝑚(H) denote
the largest size of a connected component in H. The integrity of G is the integer

𝜄(𝐺) ∶=min
ፒ⊆ፕ

{|𝑆| + 𝑚(𝐺 − 𝑆)} .

High vertex integrity in a graph implies that the graph can endure the removal of vertices without losing
its internal connectivity within the remaining groups. Even if some vertices are deleted, the remaining
vertices form connected groups, ensuring that there is still a path between any two vertices within each
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group. However, the graph as a whole may not remain connected if the removed vertices disconnect
the entire graph. On the contrary, low vertex integrity suggests that removing a few critical vertices can
cause the graph to break into disconnected components, with each component containing only a small
subset of vertices.

The integrity values for various graph families have already been established and were initially discov-
ered by Barefoot, Entringer, and Swart [5, 6]. In the following theorem, we present the integrity values
for several graph families.

Theorem 2.40. [3, 5, 6] The integrity of
(a) the complete graph 𝐾፧ is n;
(b) the null graph 𝐾፧ is 1;
(c) the star 𝐾ኻ,፧ is 2;
(d) the path 𝑃፧ is ⌈2√𝑛 + 1 ⌉ − 2;
(e) the cycle 𝐶፧ is ⌈2√𝑛 ⌉ − 1;
(f) the complete bipartite graph 𝐾፦,፧ is 1 +min{𝑚, 𝑛};

To compare the two measures, we consider two examples: the star and a path.

Example 2.41. Consider a train station network, where the vertices represent the train stations and the
edges represent the railroads between the stations. Let the network have a structure that is identical
to the star 𝐾ኻ,፧ዅኻ of order n, denoted by 𝑆፧. Figure 2.8 depicts a drawing of a star 𝐾ኻ, of order 6.

Figure 2.8: The star ፊᎳ,Ꮇ of order 6.

Then, we have 𝜅(𝑆፧) = 1 and 𝜄(𝑆፧) = 2. This implies that regardless of the amount of vertices, the
vertex connectivity is one and the vertex integrity is two. Both measures indicate a low level of ro-
bustness, as the removal of the center vertex disconnects the whole graph into components of size
one. Applying this result to the train station network, we find that if the center train station experiences
failure, the whole train station network will be shut down. Hence, the level of robustness in this train
station network is very low, indicating that constructing a network with a star structure would not be the
optimal choice in terms of robustness.

Example 2.42. Consider a train station network, where the vertices represent the train stations and
the edges represent the railroads between the stations. Let the network have the same structure as a
path of order n, denoted by 𝑃፧. Figure 2.9 depicts a drawing of the path 𝑃ዀ of order 6.

Figure 2.9: The path ፏᎸ of order 6.
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Then 𝜅(𝑃፧) = 1 and 𝜄(𝑃፧) = ⌈2√𝑛 + 1 ⌉−2. In this example there is a clear difference in the values of the
measures. According to the vertex connectivity the level of robustness of the system is very low, as the
removal of one vertex disconnects the graph. However, the integrity shows that even after removing a
‘small’ number of vertices the graph still has at least one relatively ‘large’ component, ensuring some
level of connectivity.

Upon careful analysis of the results obtained in Example 2.41 and 2.42, it becomes apparent that if
we solely rely on vertex connectivity, both networks would be evaluated as having equal robustness.
However, the integrity measure provides a more nuanced view, revealing that the network structured
as a path maintains a higher level of connectivity even after node deletions compared to the network
structured as a star. This observation highlights the significance of considering vertex integrity to gain
a deeper understanding of a network’s resilience, especially when comparing different network struc-
tures.



3
Integrity of a Graph

In this Chapter we focus on general concepts to determine bounds or exact values for the integrity.
These concepts will be applied in Chapter 5.

Firstly, we aim to find a lower bound for the integrity, as it is the most challenging thing to compute in a
minimization problem. To achieve this, we begin by seeking a lower bound for one of the terms in the
definition, specifically the size of the largest component of the subgraph 𝐺 − 𝑆.

Lemma 3.1. Let G = (V, E) be a simple graph with 𝑛 vertices. For any subgraph 𝐻, let 𝑐(𝐻) denote the
amount of components in 𝐻. Then, for any set S ⊆ V,

𝑚(𝐺 − 𝑆) ≥ 𝑛 − |𝑆|
𝑐(𝐺 − 𝑆) .

Proof. Let 𝑆 ⊆ 𝑉 be a set of vertices. Then 𝐺 − 𝑆 has 𝑐(𝐺 − 𝑆) components remaining. Then 1

component must have at least
𝑛 − |𝑆|
𝑐(𝐺 − 𝑆) vertices. To prove this, we use proof by contradiction. Thus

assume all components have less than
𝑛 − |𝑆|
𝑐(𝐺 − 𝑆) vertices and for 1 ≤ 𝑖 ≤ 𝑐(𝐺 − 𝑆) let 𝐶። be the set of

vertices that are in the 𝑖-th component. Then, we have

𝑉(𝐺 − 𝑆) ∶=
(ፆዅፒ)

∑
።ኻ

|𝐶።| <
(ፆዅፒ)

∑
።ኻ

𝑛 − |𝑆|
𝑐(𝐺 − 𝑆) = 𝑛 − |𝑆|.

This is a contradiction as there are 𝑛 − |𝑆| vertices in 𝐺 − 𝑆. Thus we have proven that there is a

component with at least
𝑛 − |𝑆|
𝑐(𝐺 − 𝑆) vertices.

Lemma 3.1 provides a lower bound for the largest size of a component in the subgraph 𝐺 − 𝑆, where
𝐺 is our original graph, and 𝑆 is a subset of vertices in graph 𝐺. When the graph breaks up into even
components, meaning that the sizes of the components are relatively balanced, the lower bound given
by the lemma is likely to be a tight bound. This implies that the actual largest size of a component in
𝐺 − 𝑆 is close to the lower bound provided by the lemma.
However, in cases where the graph breaks into one big component and many small components, the
lower bound may not be tight. This indicates that the actual largest size of the big component in 𝐺 − 𝑆
could be significantly larger than the lower bound given by the lemma. In such scenarios, the lower
bound does not accurately capture the size of the big component.

Substituting Lemma 3.1 into the definition of integrity, we obtain the following lower bound.

11
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Theorem 3.2. Let G = (V, E) be a simple connected graph with 𝑛 vertices. For any subgraph 𝐻, let
𝑐(𝐻) denote the amount of components in 𝐻. Then, for any set S ⊆ V,

𝜄(𝐺) ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
𝑐(𝐺 − 𝑆)} .

Proof. Substituting Lemma 3.1 in Definition 2.39 gives

𝜄(𝐺) ∶=min
ፒ⊆ፕ

{|𝑆| + 𝑚(𝐺 − 𝑆)} ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
𝑐(𝐺 − 𝑆)} .

Next, we seek to find an upper bound for the number of components in 𝐺 − 𝑆 to obtain a more refined
and improved lower bound for the integrity. By combining the lower bound for the largest component
size and the upper bound for the number of components, we can derive a more accurate estimate of
the integrity of the graph.

Lemma 3.3. Let G = (V, E) be a simple connected graph with 𝑛 vertices, and let degፆ(𝑣) denote the
degree of 𝑣 in G. For any subgraph 𝐻, let 𝑐(𝐻) denote the number of components in 𝐻. Then, for any
set 𝑆 ⊆ 𝑉,

𝑐(𝐺 − 𝑆) ≤ 1 +∑
፬∈ፒ

degፆ(𝑠) − |𝑆|.

Proof. Let 𝑆 ⊆ 𝑉 be a set of vertices. To proof this, we use strong induction on |𝑆|.
Base: Take |𝑆| = 0, then 𝑆 = ∅. As 𝐺 is connected, 𝐺 − 𝑆 is also connected and has at most 1 ≤
1 + ∑፬∈ፒ degፆ(𝑠) − |𝑆| components.
Induction Step: Assume the hypothesis holds for sets with size < |𝑆| and that |𝑆| > 0. Let 𝑆 = 𝑇 ∪ {𝑣}.
Then 𝐺−𝑇 has at most 1+∑፭∈ፓ degፆ(𝑡)−|𝑇| components remaining, since |𝑇| < |𝑆|. Now 𝑣 is either a
vertex cut or not. If 𝑣 is a vertex cut, there are at most degፆ(𝑣)−1 components more. If 𝑣 is not a vertex
cut, there are at most 0 components more. So in either case the are at most degፆ(𝑣) − 1 components
more. Hence for any 𝑆 ⊆ 𝑉, 𝐺 − 𝑆 has at most 1 + ∑፬∈ፒ degፆ(𝑠) − |𝑆| components remaining.

Example 3.4. This is an example for which the upper bound provided in Lemma 3.3 is strict. Let’s
consider the Star 𝐾ኻ,፧ with 𝑛 + 1 vertices, and let the center vertex form our set 𝑆 ⊆ 𝑉. Thus |𝑆| = 1.
Then, by Lemma 3.3,

𝑐(𝐾ኻ,፧ − 𝑆) ≤ 1 + 𝑛 − 1 = 𝑛,

and we know that this upper bound is strict as 𝑐(𝐾ኻ,፧ − 𝑆) = 𝑛.
Lemma 3.3 provides an upper bound for the number of components in the subgraph 𝐺−𝑆. When every
vertex 𝑣 in 𝑆 creates degፆ(𝑣) − 1 components, the upper bound is tight. This means that in scenarios
where each vertex in 𝑆 contributes exactly degፆ(𝑣) − 1 components to the subgraph, the upper bound
accurately reflects the actual number of components in 𝐺 − 𝑆. Consequently, the lemma is more likely
to be tight for vertices with small degrees.

Substituting Lemma 3.3 into the obtained lower bound for the largest size of a component and the in-
tegrity, we obtain the following lower bound for the largest size of a component in the subgraph 𝐺 − 𝑆
and the integrity.

Lemma 3.5. Let G = (V, E) be a simple connected graph with 𝑛 vertices and let degፆ(𝑣) denote the
degree of v in G. Then, for any set S ⊆ V,

𝑚(𝐺 − 𝑆) ≥ 𝑛 − |𝑆|
1 + ∑

፬∈ፒ
degፆ(𝑠) − |𝑆|

.



13

Proof. Substituting Lemma 3.3 in Lemma 3.1 gives

𝑚(𝐺 − 𝑆) ≥ 𝑛 − |𝑆|
𝑐(𝐺 − 𝑆) ≥

𝑛 − |𝑆|
1 + ∑

፬∈ፒ
degፆ(𝑠) − |𝑆|

.

Substituting Lemma 3.5 into the definition of integrity, we get the following lower bound.

Corollary 3.6. Let G = (V, E) be a simple connected graph with 𝑛 vertices, and let degፆ(𝑣) denote the
degree of v in G. Then,

𝜄(𝐺) ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
1 + ∑

፬∈ፒ
degፆ(𝑠) − |𝑆|

} .

Proof. Substituting Lemma 3.5 in Theorem 3.2 gives

𝜄(𝐺) ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
𝑐(𝐺 − 𝑆)} ≥min

ፒ⊆ፕ
{|𝑆| + 𝑛 − |𝑆|

1 + ∑
፬∈ፒ

degፆ(𝑠) − |𝑆|
} .

Now, in cases where the exact degrees of each vertex in 𝑆 are unknown, we seek to find a compact
term that captures this uncertainty. This leads us to the following lower bound for the integrity.

Corollary 3.7. Let G = (V, E) be a simple connected graph with 𝑛 vertices, let Δ(𝐺, 𝑆) denote the
maximum degree of S in G. Then,

𝜄(𝐺) ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
1 + (Δ(𝐺, 𝑆) − 1)|𝑆|} .

Proof. As ∑
፬∈ፒ

degፆ(𝑠) ≤ Δ(𝐺, 𝑆)|𝑆|, by Corollary 3.6, we obtain

𝜄(𝐺) ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
1 + ∑

፬∈ፒ
degፆ(𝑠) − |𝑆|

} ≥min
ፒ⊆ፕ

{|𝑆| + 𝑛 − |𝑆|
1 + (Δ(𝐺, 𝑆) − 1)|𝑆|} .

In connected graphs, the largest component size is equal to the number of vertices in the graph. By
utilizing this fact, along with the observation that the integrity is bounded above by the number of ver-
tices, we can arrive at the following equality for the integrity.

Theorem 3.8. [3] For any simple connected graph G = (V, E) with 𝑛 vertices,

𝜄(𝐺) = 1 +min
፯∈ፕ

𝜄(𝐺 − 𝑣).

Proof. From Definition 2.39, we have that

𝜄(𝐺) =min {𝑚(𝐺), 1 +min
፯∈ፕ

𝜄(𝐺 − 𝑣)} .

Since 𝐺 is connected, we have that 𝑚(𝐺) = 𝑛 and we know from this definition that 𝜄(𝐺 − 𝑣) ≤ 𝑛 − 1.
Hence we get that 1 + 𝜄(𝐺 − 𝑣) ≤ 𝑚(𝐺).
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By utilizing vertex connectivity, we can further extend the equality obtained in Theorem 3.8 to the fol-
lowing equality for the integrity.

Corollary 3.9. Let G = (V, E) be a simple graph, and let 𝜅(𝐺) denote the vertex connectivity of G. Then,
for any 0 ≤ 𝑘 ≤ 𝜅(𝐺),

𝜄(𝐺) = 𝑘 +min
ፒ⊆ፕ,
|ፒ|፤

𝜄(𝐺 − 𝑆).

Proof. We use strong induction on 𝑘.
Base: Take 𝑘 = 0, then

𝜄(𝐺) = 0 +min
ፒ⊆ፕ,
|ፒ|ኺ

𝜄(𝐺 − 𝑆) = 𝜄(𝐺).

Induction Step: Assume the hypothesis holds for 𝑘 − 1 and that 0 < 𝑘 <= 𝜅(𝐺). For 𝑘 − 1, we have

𝜄(𝐺) = (𝑘 − 1) + min
ፒ⊆ፕ,

|ፒ|(፤ዅኻ)

𝜄(𝐺 − 𝑆).

For any set 𝑆 ⊆ 𝑉 with |𝑆| = 𝑘 − 1, since |𝑆| < 𝜅(𝐺), 𝐺 − 𝑇 is connected. By Theorem 3.8, we get

𝜄(𝐺) = (𝑘 − 1) + min
ፒ⊆ፕ,

|ፒ|(፤ዅኻ)

{1 +min
፯∈ፕ

𝜄((𝐺 − 𝑆) − 𝑣)} = 𝑘 +min
ፒ⊆ፕ,
|ፒ|፤

𝜄(𝐺 − 𝑆).

For the purpose of case analysis, it is beneficial to split the integrity into two components: one where
the exact value is known, and the other where a bound can be established. In Chapter 5, the following
corollary will be utilized extensively.

Corollary 3.10. Let 𝐺 = (𝑉, 𝐸) be a simple connected graph. For any set 𝑆 ⊆ 𝑉, let 𝑆 denote the set
𝑉 ⧵ 𝑆. Then, for any non-empty set 𝑇 ⊆ 𝑉,

𝜄(𝐺) = 1 +min {min
፯∈ፓ

𝜄(𝐺 − 𝑣),min
፯∈ፓᑔ

min
ፒ⊆ፓᑔ⧵፯

{|𝑆| + 𝑚(𝐺 − 𝑣 − 𝑆)}} .

Proof. As 𝐺 is connected, by Theorem 3.8, we have

𝜄(𝐺) = 1 +min
፯⊆ፕ

𝜄(𝐺 − 𝑣).

Now, we can split the minimum into two cases: one where the vertex 𝑣 is in the set 𝑇, and another
where it is not. Thus, we have

min
፯⊆ፕ

𝜄(𝐺 − 𝑣) =min {min
፯⊆ፓ

𝜄(𝐺 − 𝑣),min
፯⊆ፓᑔ

𝜄(𝐺 − 𝑣)} .

The right inner minimum above can be expressed, by Definition 2.39, as

min
፯⊆ፓᑔ

𝜄(𝐺 − 𝑣) =min
፯⊆ፓᑔ

min
ፒ⊆ፕ⧵፯

{|𝑆| + 𝑚(𝐺 − 𝑣 − 𝑆)}

Expanding this form leads to cases: one where the set 𝑆 has a vertex from the set 𝑇, and another
where there is no such vertex. Therefore, we get

min
፯⊆ፓᑔ

𝜄(𝐺 − 𝑣) =min
፯⊆ፓᑔ

{min
ፒ⊆ፕ⧵፯
ፒ∩ፓ∅

{|𝑆| + 𝑚(𝐺 − 𝑣 − 𝑆)}, min
ፒ⊆ፕ⧵፯
ፒ∩ፓጽ∅

{|𝑆| + 𝑚(𝐺 − 𝑣 − 𝑆)}}
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Focusing only on the right inner minimum above, by Definition 2.39, we obtain

min
፯⊆ፓᑔ

min
ፒ⊆ፕ⧵፯
ፒ∩ፓጽ∅

{|𝑆| + 𝑚(𝐺 − 𝑣 − 𝑆)} =min
፯⊆ፓᑔ

min
ፒ⊆ፕ⧵፯
፭∈ፒ∩ፓ

{|𝑆| + 𝑚(𝐺 − 𝑣 − 𝑆)}

=min
፯⊆ፓᑔ

min
ፒ⊆ፕ⧵፯
፭∈ፒ∩ፓ

{|𝑆| + 𝑚(𝐺 − 𝑡 − ((𝑆 ⧵ 𝑡) ∪ 𝑣))}

=min
፭⊆ፓ

min
ፒ⊆ፕ⧵፭
ፒ∩ፓᑔጽ∅

{|𝑆| + 𝑚(𝐺 − 𝑡 − 𝑆)}

≥min
፭⊆ፓ

min
ፒ⊆ፕ⧵፭

{|𝑆| + 𝑚(𝐺 − 𝑡 − 𝑆)}

=min
፯⊆ፓ

𝜄(𝐺 − 𝑣)

Combining these results, we conclude that

𝜄(𝐺) = 1 +min
፯⊆ፕ

𝜄(𝐺 − 𝑣).

Now, let’s investigate the connection between the integrity of a graph and its subgraph. As stated in
Theorem 3.8, this equality suggests the existence of a subgraph within the original graph that has a
lower integrity value.

Corollary 3.11. Let G = (V, E) be a simple connected graph with 𝑛 > 1 vertices. Then there exists a
subgraph 𝐻 with 𝑛 − 1 vertices, such that

𝜄(𝐻) < 𝜄(𝐺).

Proof. As 𝐺 is connected, by Corollary 3.9, we obtain

𝜄(𝐺) = 1 +min
ፒ⊆ፕ,
|ፒ|ኻ

𝜄(𝐺 − 𝑆) >min
ፒ⊆ፕ,
|ፒ|ኻ

𝜄(𝐺 − 𝑆)

This implies that there exists a vertex 𝑣 ∈ 𝑉, such that

𝜄(𝐺 − 𝑣) =min
ፒ⊆ፕ,
|ፒ|ኻ

𝜄(𝐺 − 𝑆).

Now let 𝐻 = 𝐺 − 𝑣, then 𝐻 is a proper subgraph with 𝑛 − 1 vertices and 𝜄(𝐻) < 𝜄(𝐺).

Moreover, the definition of integrity gives rise to the following inequality.

Theorem 3.12. [3] Let G be a simple graph. Then, for any subgraph 𝐻,

𝜄(𝐻) ≤ 𝜄(𝐺).

Proof. Let 𝐺 = (𝑉, 𝐸). For any subgraph 𝐻 = (𝑉ᖣ, 𝐸ᖣ), we have

𝑚(𝐻 − 𝑆) ≤ 𝑚(𝐺 − 𝑆).

By Definition 2.39, we get

𝜄(𝐻) =min
ፒ⊆ፕᖤ

{|𝑆| + 𝑚(𝐻 − 𝑆)} ≤min
ፒ⊆ፕᖤ

{|𝑆| + 𝑚(𝐺 − 𝑆)} ≤min
ፒ⊆ፕ

{|𝑆| + 𝑚(𝐺 − 𝑆)} = 𝜄(𝐺).

By utilizing the clique number, we can establish the following equality for the integrity.
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Proposition 3.13. For every graph G = (V, E), let 𝜔(𝐺) denote the clique number of G. Then, for any
0 ≤ 𝑘 ≤ 𝜔(𝐺),

𝜄(𝐺) = min
ፒ⊆ፕ

፦(ፆዅፒ)ጿ፤
{|𝑆| + 𝑚(𝐺 − 𝑆)} .

Proof. As 0 ≤ 𝑘 ≤ 𝜔(𝐺), there exists a clique of size 𝑘. Let the vertices in this clique form the set 𝐶.
Then, for any set 𝑇 ⊆ 𝑉 ⧵ 𝐶, we have 𝑚(𝐺 − 𝑇) ≥ 𝑘. To lower the 𝑚(𝐺 − 𝑇) by an integer 𝑥, we need
to at least remove 𝑥 vertices from this clique. Let 𝑈 ⊆ 𝐶. This implies that 𝑚(𝐺 − (𝑇 ∪ 𝑈)) ≥ 𝑘 − |𝑈|.
Thus, |𝑇 ∪ 𝑈| + 𝑚(𝐺 − (𝑇 ∪ 𝑈)) ≥ |𝑇| + 𝑘. Note that, |𝑇| + 𝑚(𝐺 − 𝑇) ≥ |𝑇| + 𝑘. Hence,

𝜄(𝐺) = min
ፒ⊆ፕ

፦(ፆዅፒ)ጿ፤
{|𝑆| + 𝑚(𝐺 − 𝑆)} .

Proposition 3.13 will be highly valuable in Chapter 5. This proposition enables a reduction in the search
space, allowing us to explore fewer possibilities for the set 𝑆. As a result, it enhances our ability to
establish lower bounds for the integrity.

By utilizing the independence number, we can establish the following upper bounds for the integrity.

Proposition 3.14. For any simple graph 𝐺 = (𝑉, 𝐸) with 𝑛 vertices, let 𝛼(𝐺) denote the independence
number of G. Then,

𝜄(𝐺) ≤ 𝑛 − 𝛼(𝐺) + 1.

Proof. Let 𝑇 be an independent set in G of size 𝛼(𝐺), and let 𝑆 = 𝑉 ⧵ 𝑇. As 𝑇 is an independent set,
we have 𝑚(𝐺 − 𝑆) = 1. As |𝑆| = 𝑛 − 𝛼(𝐺), by Definition 2.39, we obtain

𝜄(𝐺) ≤ |𝑆| + 𝑚(𝐺 − 𝑆) = 𝑛 − 𝛼(𝐺) + 1.

Remark 3.15. Some cases for which this bound is strict are the complete graph 𝐾፧, the empty graph
𝐾፧, the complete bipartite graph 𝐾፦,፧, and the star 𝐾ኻ,፧.

The upper bound presented in Proposition 3.14 is particularly interesting because it applies to any
graph. It raises the intriguing question of which graphs satisfy this bound strictly.

3.1. Graph Unions
For graph unions, the most relevant aspect for this thesis is the integrity of the union of copies of the
same graph.

Now redefine the integrity measure to specifically focus on determining the integrity of copies of the
same graph. This will simplify the process of finding the value for the integrity in such cases.

Theorem 3.16. Let H = (V, E) be a simple connected graph. Then, for any 𝑘 ≥ 1,

𝜄(𝑘𝐻) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝐻 − 𝑆)} .

Proof. Let 𝑘𝐻 = (V’, E’), where 𝐻 has 𝑛 vertices. All connected components have exactly 𝑛 vertices,
thus 𝑚(𝑘𝐻) = 𝑛. To lower 𝑚(𝑘𝐻), a vertex must be removed from all components. To minimize the
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amount of removed vertices, we will remove exactly 𝑥 vertices in each component 𝐻።. Thus |𝑆| = 𝑘𝑥,
with 0 ≤ 𝑥 ≤ 𝑛. Let 𝑆። = {𝑣 ∈ 𝑆 ∶ 𝑣 ∈ 𝐻።}. As |𝑆።| = 𝑥, by Definition 2.39, we have

𝜄(𝑘𝐻) ∶=min
ፒ⊆ፕᖤ

{|𝑆| + 𝑚(𝑘𝐻 − 𝑆)}

=min
ፒ⊆ፕᖤ

{|𝑆| +max
ኻጾ።ጾ፤

𝑚(𝐻። − 𝑆።)}

=min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝐻 − 𝑆)} .

Consider the case where the number of graph copies exceeds the number of vertices in the largest
connected component, we can arrive at the following equality.

Corollary 3.17. [3] Let H be a simple graph. Then, for any 𝑘 ≥ 1 such that 𝑚(𝐻) < 𝑘,

𝜄(𝑘𝐻) = 𝑚(𝐻).

Proof. As 𝑚(𝐻 − 𝑆) ≤ 𝑚(𝐻) < 𝑘, by Theorem 3.16, we have

𝜄(𝑘𝐻) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝐻 − 𝑆)} <min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑘} = 𝑘.

As 𝑘|𝑆| + 𝑚(𝐻 − 𝑆) < 𝑘, we get that |𝑆| = 0, thus 𝑆 has to be the empty set. Hence, 𝜄(𝑘𝐻) = 𝑚(𝐻).

The following results will be used to prove exact values and bounds for various graph families in Chap-
ter 5. First, we determine the value of the integrity for the union copies of paths.

Theorem 3.18. Let 𝑘𝑃፥ be a disjoint union of 𝑘 copies of the path 𝑃፥, and let 𝑥 =max {0, ዅ፤ዄ√፤(፥ዄኻ)፤ }.
Then,

𝜄(𝑘𝑃፥) =min {𝑘⌈𝑥⌉ + ⌈ 𝑙 − ⌈𝑥⌉⌈𝑥⌉ + 1⌉ , 𝑘⌊𝑥⌋ + ⌈
𝑙 − ⌊𝑥⌋
⌊𝑥⌋ + 1⌉} .

Proof. Let 𝑃፥ = (𝑉, 𝐸) and 𝑆 ⊆ 𝑉. As Δ(𝑃፥) = 2, ∑፬∈ፒ degፏᑝ(𝑠) ≤ 2|𝑆|. By Lemma 3.5, we get

𝑚(𝑃፥ − 𝑆) ≥
𝑙 − |𝑆|
1 + |𝑆| .

By Theorem 3.16, we obtain

𝜄(𝑘𝑃፥) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝑃፥ − 𝑆)}

≥ min
ኺጾ፱ጾ፥

{𝑘𝑥 + 𝑙 − 𝑥
𝑥 + 1}

=min {𝑘⌈𝑥⌉ + ⌈ 𝑙 − ⌈𝑥⌉⌈𝑥⌉ + 1⌉ , 𝑘⌊𝑥⌋ + ⌈
𝑙 − ⌊𝑥⌋
⌊𝑥⌋ + 1⌉} ,

with 𝑥 =max {0, ዅ፤ዄ√፤(፥ዄኻ)፤ }.

For the upper bound, let 𝑆, 𝑇 ⊆ 𝑉 such that |𝑆| = ⌈𝑥⌉, |𝑇| = ⌊𝑥⌋, and 𝑚(𝑃፥ − 𝑆) and 𝑚(𝑃፥ − 𝑇) are
minimized. Then, we have

𝑚(𝑃፥ − 𝑆) = ⌈
𝑙 − ⌈𝑥⌉
⌈𝑥⌉ + 1⌉ ∧ 𝑚(𝑃፥ − 𝑇) = ⌈

𝑙 − ⌊𝑥⌋
⌊𝑥⌋ + 1⌉
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Then, by Theorem 3.16 we obtain

𝜄(𝑘𝑃፥) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝑃፥ − 𝑆)} ≤min {𝑘⌈𝑥⌉ + ⌈ 𝑙 − ⌈𝑥⌉⌈𝑥⌉ + 1⌉ , 𝑘⌊𝑥⌋ + ⌈
𝑙 − ⌊𝑥⌋
⌊𝑥⌋ + 1⌉} .

Second, we explore the value of the integrity for the union copies cycles.

Theorem 3.19. Let 𝑘𝐶፥ be a disjoint union of 𝑘 copies of the cycle 𝐶፥, and let 𝑥 =max{1,√ ፥
፤ }. Then,

𝜄(𝑘𝐶፥) =min {𝑙, 𝑘⌈𝑥⌉ + ⌈ 𝑙 − ⌈𝑥⌉⌈𝑥⌉ ⌉ , 𝑘⌊𝑥⌋ + ⌈ 𝑙 − ⌊𝑥⌋⌊𝑥⌋ ⌉} .

Proof. Let 𝐶፥ = (𝑉, 𝐸) and 𝑆 ⊆ 𝑉. Let |𝑆| ≥ 1 and 𝑣 ∈ 𝑆. As 𝐶፥ − 𝑣 = 𝑃፥ዅኻ and Δ(𝑃፥ዅኻ) = 2,
∑፬∈ፒ degፏᑝᎽᎳ(𝑠) ≤ 2|𝑆|. By Lemma 3.3, we get

𝑐(𝐶፥ − 𝑆) = 𝑐(𝐶፥ − 𝑣 − (𝑆 ⧵ 𝑣)) = 𝑐(𝑃፥ዅኻ − (𝑆 ⧵ 𝑣)) ≤ 1 + |𝑆 ⧵ 𝑣| = |𝑆|.

By Lemma 3.1, we obtain

𝑚(𝐶፥ − 𝑆) ≥
𝑛 − |𝑆|
|𝑆| .

By Theorem 3.16, we get

𝜄(𝑘𝐶፥) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝐶፥ − 𝑆)}

≥min {𝑙,min
ኻጾ፱ጾ፥

{𝑘𝑥 + 𝑙 − 𝑥𝑥 }}

=min {𝑙, 𝑘⌈𝑥⌉ + ⌈ 𝑙 − ⌈𝑥⌉⌈𝑥⌉ ⌉ , 𝑘⌊𝑥⌋ + ⌈ 𝑙 − ⌊𝑥⌋⌊𝑥⌋ ⌉} ,

with 𝑥 =max{1,√ ፥
፤ }.

For the upper bound, let 𝑆, 𝑇 ⊆ 𝑉 such that |𝑆| = ⌈𝑥⌉, |𝑇| = ⌊𝑥⌋, and 𝑚(𝐶፥ − 𝑆) and 𝑚(𝐶፥ − 𝑇) are
minimized. Then, we have

𝑚(𝐶፥ − ∅) = 𝑙 ∧ 𝑚(𝐶፥ − 𝑆) = ⌈
𝑙 − ⌈𝑥⌉
⌈𝑥⌉ ⌉ ∧ 𝑚(𝐶፥ − 𝑇) = ⌈

𝑙 − ⌊𝑥⌋
⌊𝑥⌋ ⌉

Then, by Theorem 3.16 we obtain

𝜄(𝑘𝐶፥) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝐶፥ − 𝑆)} ≤min {𝑙, 𝑘⌈𝑥⌉ + ⌈ 𝑙 − ⌈𝑥⌉⌈𝑥⌉ ⌉ , 𝑘⌊𝑥⌋ + ⌈ 𝑙 − ⌊𝑥⌋⌊𝑥⌋ ⌉} .

Lastly, apart from the union of copies of paths and cycles, it is crucial to consider the union of copies
of the complete graph.

Theorem 3.20. Let 𝑘𝐾፧ be a disjoint union of 𝑘 copies of the complete graph 𝐾፧. Then,

𝜄(𝑘𝐾፥) = 𝑛.

Proof. By Theorem 3.16, we get

𝜄(𝑘𝐾፧) =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑚(𝐾፧ − 𝑆)} =min
ፒ⊆ፕ

{𝑘|𝑆| + 𝑛 − |𝑆|} = 𝑛.
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3.2. Graph Joins
For the graph join, we find that we can evaluate the integrity based on the integrity values of its con-
stituent parts. This property allows us to determine the resilience of the resulting graph by considering
the integrity of the graphs being joined together. Moreover, this property is extendable to cases involv-
ingmore than two graph joins, providing a convenient approach for evaluating the integrity of large-scale
network structures.

Theorem 3.21. [3] For any simple graphs 𝐺 and 𝐻,

𝜄(𝐺 + 𝐻) =min {𝜄(𝐺) + |𝐻|, 𝜄(𝐻) + |𝐺|} .

Similar to Section 3.1, the following results are also useful in proving exact values and bounds for var-
ious graph families in Chapter 5. First, we determine the value of the integrity for graphs joined with
the complete graph.

Corollary 3.22. [3] For any simple graph H,

𝜄(𝐾፧ + 𝐻) = 𝑛 + 𝜄(𝐻).

Proof. By Theorem 2.40, 𝜄(𝐾፧) = |𝐾፧| = 𝑛. As |𝐾፧| = 𝑛, by Theorem 3.21, we have

𝜄(𝐾፧ + 𝐻) =min {𝜄(𝐾፧) + |𝐻|, 𝜄(𝐻) + |𝐾፧|} = 𝑛 + 𝜄(𝐻).

Lastly, apart from graphs joined with the complete graph, graphs joined with the empty graph are also
crucial to consider.

Corollary 3.23. For any simple graph H,

𝜄(𝐾፧ + 𝐻) =min {1 + |𝐻|, 𝑛 + 𝜄(𝐻)} .

Proof. By Theorem 2.40, 𝜄(𝐾፧) = 1. As |𝐾፧| = 𝑛, by Theorem 3.21, we get

𝜄(𝐾፧ + 𝐻) =min {𝜄(𝐾፧) + |𝐻|, 𝜄(𝐻) + |𝐾፧|} =min {1 + |𝐻|, 𝑛 + 𝜄(𝐻)} .

3.3. Spectral Bounds
Alon et al. [2] introduced a graph property that exhibits similarities with the independence number and
provides bounds for the integrity measure. This property can be bounded using spectral graph theory,
which offers new approaches and techniques for studying the integrity of graphs.

Definition 3.24. [2] For graph 𝐺, let 𝑧(𝐺) denote the largest integer 𝑧 such that there are two disjoint
sets of vertices in 𝐺, each of size 𝑧, with no edge between them.

Proposition 3.25. [2] For every graph G on n vertices,

𝑛 − 2𝑧(𝐺) ≤ 𝜄(𝐺) ≤ 𝑛 − 𝑧(𝐺).

Proof. Let 𝐺 = (𝑉, 𝐸) be a graph. For the upper bound, let 𝐴, 𝐵 ⊆ 𝑉 be two disjoint sets of size 𝑧 with
no edge between then. Let 𝑆 = 𝑉 ⧵ (𝐴 ∪ 𝐵). Then 𝐺 − 𝑆 consists only of vertices from 𝐴 and 𝐵. As
there is no edge between 𝐴 and 𝐵, the connected components in 𝐺 − 𝑆 are either vertices contained
only in 𝐴 or 𝐵. Hence the size of a component is at most 𝑧. Therefore, we have

𝜄(𝐺) ≤ |𝑆| + 𝑚(𝐺 − 𝑆) = |𝑆| + 𝑧 = (𝑛 − 2𝑧) + 𝑧 = 𝑛 − 𝑧.
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For the lower bound, let 𝑧 = 𝑧(𝐺) and let 𝑆 ⊆ 𝑉 be of size 𝜁 such that the largest size of a connected
component in 𝐺 − 𝑆 is 𝜂 = 𝑚(𝐺 − 𝑆). Choose 𝜁 and 𝜂 such that 𝜄(𝐺) = 𝜁 + 𝜂. Let 𝐺 − 𝑆 consist of
the connected components 𝐶ኻ, 𝐶ኼ, … , 𝐶፥ with sizes 𝜂 = 𝑐ኻ ≥ 𝑐ኼ ≥ … ≥ 𝑐፥ and 𝑙 ∈ ℤጿኺ. Note that, since
𝑛 − 𝜁 = ∑፥።ኻ 𝑐። and 𝜂 = 𝑐ኻ, we have 𝑛 − 𝜄(𝐺) = (𝑛 − 𝜁) − 𝜂 = ∑፥።ኼ 𝑐።. To prove the lower bound it
suffices to show that ∑፥።ኼ 𝑐። ≤ 2𝑧. Also note that there are no edges between 𝐶። and 𝐶፣ for any 𝑖 ≠ 𝑗.
We have two cases to prove this 2𝑧 upper bound. Case 1 is when 𝑐ኻ ≥ 𝑧 + 1. Then by the maximality
of 𝑧 the size of 𝐶ኼ ∪ … ∪ 𝐶፥ is at most 𝑧 and the upper bound holds. Case 2 is when 𝑐ኻ ≤ 𝑧. For the
sake of contradiction, we assume that ∑፥።ኼ 𝑐። ≥ 2𝑧 + 1. Let 2 ≤ 𝑘 ≤ 𝑙 be the largest index for which
𝑐፤+…+𝑐፥ ≥ 𝑧+1. As 𝑘 is the largest index, we have 𝑐፤+…+𝑐፥ዅኻ ≤ 𝑧. This implies that 𝑐፤+…+𝑐፥ ≤ 𝑧+𝑐፥.
Since 𝑐፥ ≤ 𝑐ኻ, it follows that 𝑐፤+…+𝑐፥ ≤ 𝑧+𝑐ኻ. Therefore 𝑐ኼ+⋯+𝑐፤ዅኻ ≥ 2𝑧+1−(𝑧+𝑐ኻ) = 𝑧+1−𝑐ኻ.
Let 𝑋 = 𝐶ኻ ∪…∪𝐶፤ዅኻ and 𝑌 = 𝐶፤ ∪…∪𝐶፥. Then both 𝑋 and 𝑌 have a size of at least 𝑧 + 1, which is a
contradiction since they have no edge between them.

Proposition 3.26. [2] For any d-regular graph 𝐺 with n vertices and eigenvalue 𝜆,

𝑧(𝐺) ≤ 𝜆𝑛
𝑑 + 𝜆 .

Utilizing the bound from Proposition 3.25, we can find the following lower bound for the integrity.

Theorem 3.27. [2] For any d-regular graph 𝐺 with n vertices and eigenvalue 𝜆,

𝜄(𝐺) ≥ 𝑛𝑑 − 𝜆𝑑 + 𝜆 .

By utilizing the known eigenvalues of strongly regular graphs and combining them with the lower bound
presented in Theorem 3.27, we obtain the following lower bound.

Lemma 3.28. [32] Let 𝐺 be a srg(𝑛, 𝑑, 𝑎, 𝑏) graph, with 𝑏 ≠ 0, and let 𝐷 = (𝑎 − 𝑏)ኼ + 4(𝑑 − 𝑏) > 0.
Then 𝐺 has three distinct eigenvalues 𝑑 > 𝜆ኻ > 𝜆ኼ, where

𝜆ኻ,ኼ =
1
2 ((𝑎 − 𝑏) ± √𝐷) .

Corollary 3.29. Let 𝐺 be a srg(𝑛, 𝑑, 𝑎, 𝑏) graph, with 𝑏 ≠ 0, and let 𝐷 = (𝑎−𝑏)ኼ+4(𝑑 −𝑏) > 0. Then,

𝜄(𝐺) ≥ 𝑛𝑏 − 𝑎 + 2𝑑 − √𝐷
𝑎 − 𝑏 + 2𝑑 + √𝐷

.

Proof. By Theorem 3.27 and Lemma 3.28, we get

𝜄(𝑃(𝑞)) ≥ 𝑛𝑑 − 𝜆𝑑 + 𝜆 = 𝑛
𝑏 − 𝑎 + 2𝑑 − √𝐷
𝑎 − 𝑏 + 2𝑑 + √𝐷

.



4
Integer Linear Programming

In this chapter, we introduce our developed Integer Linear Programming (ILP) models. These models
are tailored to tackle the computational challenge of efficiently determining the properties’ values com-
pared to exhaustive input evaluation. Leveraging the capabilities of ILP, our objective is to expedite
the property evaluation process and establish a reliable method for calculating accurate values.

4.1. Largest size of a Connected Component
Firstly, we examined one of the properties used in the definition of integrity: the largest size of a con-
nected component. This initial model was crucial to access the feasibility of constructing a model for
integrity.

Problem definition: The problem is to determine the largest size of a connected component, denoted
by 𝑚(𝐺).
Input: Let 𝐺 = (𝑉, 𝐸) be an undirected graph. Let 𝐶። denote the 𝑖-th component in G.
Variable definition: Let

𝑐።፯ = {
1 if 𝑣 ∈ 𝐶።
0 otherwise 1 ≤ 𝑖 ≤ 𝑛.

Model: Let

min 𝑀,

s.t. ∑
፯∈ፕ

𝑐።፯ ≤ 𝑀 1 ≤ 𝑖 ≤ 𝑛, (4.1)

፧

∑
።ኻ
𝑐።፯ = 1 𝑣 ∈ 𝑉, (4.2)

𝑐።፮ = 𝑐።፯ 𝑢𝑣 ∈ 𝐸, 1 ≤ 𝑖 ≤ 𝑛, (4.3)
𝑐።፯ ∈ {0, 1} 𝑣 ∈ 𝑉, 1 ≤ 𝑖 ≤ 𝑛,
𝑀 ∈ ℤጿኺ.

Model description: The goal is to minimize𝑀, where Constraint (4.1) ensures that𝑀 is bigger than the
size of each component. There are at most 𝑛 components, as each vertex can be in its own component.
Constraint (4.2) forces that each vertex can only be in exactly 1 component. Finally, Constraint (4.3)
forces that if two vertices are adjacent then they should be in the same component.

21
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4.2. Vertex Integrity of a Graph
Having confirmed the feasibility of constructing an ILP for the largest size of a connected component,
we proceed to explore the integrity parameter.

Problem definition: The problem is to determine the vertex integrity of a Graph, denoted by 𝜄(𝐺).
Input: Let 𝐺 = (𝑉, 𝐸) be an undirected graph and 𝑆 ⊆ 𝑉 be a set of vertices. Let 𝐶። denote the 𝑖-th
component in G.

Variable definition: Let

𝑠፯ = {
1 if 𝑣 ∈ 𝑆
0 otherwise

𝑐።፯ = {
1 if 𝑣 ∈ 𝐶።
0 otherwise 1 ≤ 𝑖 ≤ 𝑛.

Model: Let

min ∑
፯∈ፕ

𝑠፯ +𝑀,

s.t. ∑
፯∈ፕ

𝑐።፯ ≤ 𝑀 1 ≤ 𝑖 ≤ 𝑛, (4.4)

፧

∑
።ኻ
𝑐።፯ = 1 − 𝑠፯ 𝑣 ∈ 𝑉, (4.5)

𝑐።፮ − 𝑐።፯ ≤ 𝑠፮ + 𝑠፯ 𝑢𝑣 ∈ 𝐸, 1 ≤ 𝑖 ≤ 𝑛, (4.6)
𝑐።፯ − 𝑐።፮ ≤ 𝑠፮ + 𝑠፯ 𝑢𝑣 ∈ 𝐸, 1 ≤ 𝑖 ≤ 𝑛, (4.7)
𝑠፯ , 𝑐።፯ ∈ {0, 1} 𝑣 ∈ 𝑉, 1 ≤ 𝑖 ≤ 𝑛,
𝑀 ∈ ℤጿኺ.

Model description: The goal is to minimize the size of 𝑆 plus 𝑀, where Constraint (4.4) ensures that
𝑀 is bigger than the size of each component. There are at most 𝑛 components, as each vertex can
be in its own component. Constraint (4.5) forces that each vertex can only be in exactly 1 component
or 0 components if the vertex is in 𝑆. Finally, Constraints (4.6) and (4.7) force that if two vertices are
adjacent and both are not in 𝑆 then they should be in the same component.

4.2.1. Additional Constraints

We implemented the ILP-model for the integrity in Python [31] with the Gurobi software [21] (see Ap-
pendix B for the code). In order to enhance the model, we attempted to add additional constraints.

Initially, we explored removing the symmetry of the constraints by adding the requirement that the size
of the first component should be larger than the second component, and so on. This resulted in the
following constraint

∑
፯∈ፕ

𝑐።፯ ≥∑
፯∈ፕ

𝑐።ዄኻ፯ 1 ≤ 𝑖 ≤ 𝑛 − 1. (4.8)

However, after testing, we observed that Constraint (4.8) led to a noticeable increase in solving time
without providing any significant improvement. Therefore, we decided to exclude this constraint from
the model.
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Example 4.1. Consider the Paley graph with 41 vertices, where the integrity is 37. When computing
the integrity without the inclusion of Constraint (4.8), the computation time is 31.26 seconds (98.60
work units). However, when this constraint is included, the computation time increases significantly to
156.85 seconds (581.85 work units).

Furthermore, we explored the possibility of limiting the size of 𝑆 and the largest size of a connected
component 𝑀. This led to the following two constraints, where 𝑋 and 𝑌 are chosen values,

𝑀 ≤ 𝑌 (4.9)

∑
፯∈ፕ

𝑠፯ ≥ 𝑋. (4.10)

These constraints were added to graphs where we knew the desired size of 𝑆 or the desired value of
𝑀. However, Constraint (4.9) did not improve the solving time. On the other hand, Constraint (4.10)
improved the solving time in some cases. Specifically, when 𝑋 was equal to or larger than the desired
size of 𝑆 that would provide the correct value for the integrity, it improved the solving time. However,
in cases where the size of 𝑋 was considerably smaller than the desired size of 𝑆, the addition of this
constraint led to a noticeable increase in the solving time compared to not including it.

Example 4.2. Consider the Paley graph with 49 vertices, where the integrity is 49 and the desired size
of set 𝑆 is 42. When computing the integrity without the inclusion of Constraint (4.10), the computation
time is 79.54 seconds (215.79 work units). However, when applying the constraint with 𝑌 = 42, the
computation time significantly decreases to only 2.47 seconds (5.01 work units). On the other hand,
when Constraint (4.10) is used with 𝑌 = 32, the solving time is increased to 623.62 seconds (2809.75
work units).

4.3. Largest size of an empty balanced bipartite subgraph
Problem definition: The problem is to determine the value of 𝑧(𝐺) (see Definition 3.24).
Input: Let 𝐺 = (𝑉, 𝐸) be an undirected graph and 𝐴, 𝐵 ⊆ 𝑉 be two sets of vertices.

Variable definition: Let

𝑎፯ = {
1 if 𝑣 ∈ 𝐴
0 otherwise

𝑏፯ = {
1 if 𝑣 ∈ 𝐵
0 otherwise .

Model: Let

max 𝑧,

s.t. ∑
፯∈ፕ

𝑎፯ = 𝑧, (4.11)

∑
፯∈ፕ

𝑏፯ = 𝑧, (4.12)

𝑎፮ + 𝑏፯ ≤ 1 𝑢𝑣 ∈ 𝐸, (4.13)
𝑎፯ + 𝑏፮ ≤ 1 𝑢𝑣 ∈ 𝐸, (4.14)
𝑎፯ , 𝑏፯ ∈ {0, 1} 𝑣 ∈ 𝑉,
𝑧 ∈ ℤጿኺ.

Model description: The goal is to maximize 𝑧, subject to Constraints (4.11) and (4.11), which ensure
that the sizes of 𝐴 and 𝐵 are both equal to 𝑧. Finally, Constraints (4.13) and (4.14) force that no edges
are between vertices in set 𝐴 and 𝐵.
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4.4. Computational Complexity
A fundamental aspect of this study is the computational complexity of determining whether the integrity
of a graph is smaller or equal to 𝑝, given the graph 𝐺 and an integer 𝑝. Drange et al. [13] provide a
comprehensive overview of the computational complexity of this problem and related aspects. Clark et
al. [12] have established the problem as NP-complete, indicating that finding an exact solution using a
polynomial-time algorithm is currently infeasible. As the size of the graph increases, the computational
resources required to compute the integrity grow exponentially. Consequently, for larger graphs, the
precise calculation of integrity becomes impractical. To address the computational challenge posed
by the NP-completeness of the integrity problem, alternative approaches are necessary to find efficient
solutions. One such approach is the use of the ILP (Integer Linear Programming) model. By formulating
the problem as an ILP, we can take advantage of the efficient algorithms and techniques developed
for solving linear programming problems. The ILP model offers a more structured and systematic
approach to approximate the integrity values in a more efficient manner compared to the brute force
method. However, it is important to note that even with the utilization of the ILP model, the problem
remains NP-complete. Nonetheless, the ILP model provides a valuable tool for tackling the integrity
problem and facilitating more manageable computations.

However, there are certain graph families where the problem is not NP-complete, as mentioned by
Bagga et al. [3], and implied by the results from Kratsch et al. [24].

Furthermore, the concept of vertex integrity has been expanded by incorporating a weight function
that assigns weights to individual vertices. Drange et al. [13] have investigated the computational
complexity of determining the existence of a subset 𝑋 of vertices satisfying the condition that the weight
of 𝑋, combined with the weight of the heaviest component in 𝐺−𝑋, is at most 𝑝. This problem takes as
inputs a graph 𝐺 with 𝑛 vertices, a weight function 𝜔 ∶ 𝑉(𝐺) → ℕ, and an integer 𝑝. The study revealed
that this problem is only NP-complete for co-bipartite graphs, even when each vertex has a weight of
1.



5
Integrity of Families of Graphs

In this chapter, we apply the concepts described in Chapter 3 to explore the integrity of various graph
families. To determine the most suitable concepts to use, we employ the ILP-model for the integrity,
as described in Chapter 4. Using this model, we are able to compute the integrity values for several
graph families. Through the analysis of these values, we have identified patterns that provide insights
into which concepts should be employed to establish exact values or bounds for the integrity.

5.1. Glued Paths
Definition 5.1. [27] A Glued Path, denoted by 𝐺𝑃፤,፥ and depicted in Figure 5.1, consists of a vertex u
with 𝑘 > 2 internally disjoint paths of length 𝑙 − 1, denoted by 𝑃።፥ዅኻ, joined at u. The vertex 𝑢 is called
the root vertex.

𝑢

𝑃ኻ፥ዅኻ
𝑃ኼ፥ዅኻ

𝑃፤፥ዅኻ

Figure 5.1: General form of a Glued Path.

Theorem 5.2. Let 𝐺𝑃፤,፥ be a Glued Path, and let 𝑥 =max{0, ዅ፤ዄ√፤፥፤ }. Then,

𝜄(𝐺𝑃፤,፥) = 1 +min {𝑘⌈𝑥⌉ + ⌈ 𝑙 − 1 − ⌈𝑥⌉⌈𝑥⌉ + 1 ⌉ , 𝑘⌊𝑥⌋ + ⌈ 𝑙 − 1 − ⌊𝑥⌋⌊𝑥⌋ + 1 ⌉} .

Proof. Let 𝐺𝑃፤,፥ = (𝑉, 𝐸), with 𝑢 as the root vertex, and let 𝑇 = {𝑢}. As 𝐺𝑃፤,፥ is connected, by Corol-
lary 3.10, we get

𝜄(𝐺𝑃፤,፥) = 1 +min {min
፯∈ፓ

𝜄(𝐺𝑃፤,፥ − 𝑣),min
፯∈ፓᑔ

min
ፒ⊆ፓᑔ⧵፯

{|𝑆| + 𝑚(𝐺𝑃፤,፥ − 𝑣 − 𝑆)}}

= 1 +min{min
፯∈ፓ

𝜄(𝐺𝑃፤,፥ − 𝑣),−1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + 𝑚(𝐺𝑃፤,፥ − 𝑆)}} .

25
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As for any 𝑡 ∈ 𝑇, 𝐺𝑃፤,፥ − 𝑡 ≅ 𝑘𝑃፥ዅኻ, we have

𝜄(𝑘𝑃፥ዅኻ) =min
፯∈ፓ

𝜄(𝐺𝑃፤,፥ − 𝑣).

For any 𝑆 ⊆ 𝑇, Δ(𝐺𝑃፤,፥ , 𝑆) ≤ 2. By Corollary 3.7 and Theorem 3.18, we obtain

−1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + 𝑚(𝐺𝑃፤,፥ − 𝑆)} ≥ −1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + |𝑉| − |𝑆||𝑆| + 1 }

≥ ⌈2√|𝑉| + 1 ⌉ − 3

= ⌈2√𝑘(𝑙 − 1) + 2 ⌉ − 3
≥ 𝜄(𝑘𝑃፥ዅኻ).

Hence we obtain

𝜄(𝐺𝑃፤,፥) = 1 + 𝜄(𝑘𝑃፥ዅኻ).

5.2. Generalized Theta Graphs
Definition 5.3. [28] A Theta graph, consists of a pair of vertices u, v with 3 internally disjoint paths
joining u to v.

Definition 5.4. [28] A generalized Theta graph, denoted by Θ፤,፥ and depicted in Figure 5.2, consists
of a pair of vertices u, v with 𝑘 > 2 internally disjoint paths of length 𝑙 − 2, denoted by 𝑃።፥ዅኼ, joining u to
v. The vertices u and v are called the root vertices.

𝑢

𝑃ኻ፥ዅኼ
𝑃ኼ፥ዅኼ

𝑃፤፥ዅኼ

𝑣

Figure 5.2: General form of a Theta graph.

Theorem 5.5. Let Θ፤,፥ be a generalized Theta graph, and let 𝑥 =max {0, ዅ፤ዄ√፤(፥ዅኻ)፤ }. Then,

𝜄(Θ፤,፥) = 2 +min {𝑘⌈𝑥⌉ + ⌈ 𝑙 − 2 − ⌈𝑥⌉⌈𝑥⌉ + 1 ⌉ , 𝑘⌊𝑥⌋ + ⌈ 𝑙 − 2 − ⌊𝑥⌋⌊𝑥⌋ + 1 ⌉} .

Proof. Let Θ፤,፥ = (𝑉, 𝐸), with 𝑢 and 𝑣 as the root vertices, and let 𝑇 = {𝑢, 𝑣}. As Θ፤,፥ is connected, by
Corollary 3.10, we get

𝜄(Θ፤,፥) = 1 +min {min
፯∈ፓ

𝜄(Θ፤,፥ − 𝑣),min
፯∈ፓᑔ

min
ፒ⊆ፓᑔ⧵፯

{|𝑆| + 𝑚(Θ፤,፥ − 𝑣 − 𝑆)}}

= 1 +min{min
፯∈ፓ

𝜄(Θ፤,፥ − 𝑣),−1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + 𝑚(Θ፤,፥ − 𝑆)}} .
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As for any 𝑡 ∈ 𝑇, Θ፤,፥ − 𝑡 ≅ 𝐺𝑃፤,፥, we have

𝜄(𝐺𝑃፤,፥) =min
፯∈ፓ

𝜄(Θ፤,፥ − 𝑣).

For any 𝑆 ⊆ 𝑇, Δ(Θ፤,፥ , 𝑆) ≤ 2. By Corollary 3.7 and Theorem 3.18, we obtain

−1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + 𝑚(Θ፤,፥ − 𝑆)} ≥ −1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + |𝑉| − |𝑆||𝑆| + 1 }

≥ ⌈2√|𝑉| + 1 ⌉ − 3

= ⌈2√𝑘(𝑙 − 2) + 3 ⌉ − 3
≥ 𝜄(𝐺𝑃፤,፥ዅኻ).

Hence we obtain

𝜄(Θ፤,፥) = 1 + 𝜄(𝐺𝑃፤,፥ዅኻ).

5.3. (Double) Cone Graphs
Definition 5.6. The Double Cone graph, denoted by 𝐾ኻ + 2𝐶፧, is a graph obtained by joining two
disjoint cycles 𝐶፧ of order n with a single point 𝐾ኻ. Figure 5.3 depicts the Double Cone graph 𝐾ኻ +𝐶ዀ.

Figure 5.3: Graph drawing of the Double Cone graph ፊᎳ ዄ ኼፂᎸ, the graph join of the complete graph ፊᎳ and two disjoint copies
of the cycle ፂᎸ.

Theorem 5.7. Let 𝐾ኻ + 2𝐶፧ be a Double Cone graph, and let 𝑥 =max{1,√፧
ኼ }. Then,

𝜄(𝐾ኻ + 2𝐶፧) = 1 +min {𝑛, 2⌈𝑥⌉ + ⌈𝑛 − ⌈𝑥⌉⌈𝑥⌉ ⌉ , 2⌊𝑥⌋ + ⌈𝑛 − ⌊𝑥⌋⌊𝑥⌋ ⌉} .

Proof. By Corollary 3.22 and Theorem 3.19, we have

𝜄(𝐾ኻ + 2𝐶፧) = 1 + 𝜄(2𝐶፧).

Definition 5.8. [10] The Cone graph, denoted by 𝐾፧+𝐶፦ and also known as the generalized Wheel
graph, is a graph obtained by joining a cycle 𝐶፦ of order m with the empty graph 𝐾፧ of order n. Fig-
ure 5.4 depicts the Cone graph 𝐾ኽ + 𝐶ኽ.
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Figure 5.4: Graph drawing of the Cone graph ፊᎵ ዄ ፂᎵ, the graph join of the empty graph ፊᎵ and the cycle ፂᎵ.

Theorem 5.9. Let 𝐾፧ + 𝐶፦ be a Cone graph. Then,

𝜄(𝐾፧ + 𝐶፦) =min {1 + 𝑚, ⌈2√𝑚⌉ + 𝑛 − 1} .

Proof. By Corollary 3.23 and Theorem 2.40, we get

𝜄(𝐾፧ + 𝐶፦) =min {1 + 𝑚, 𝑛 + 𝜄(𝐶፦)} .

5.4. Fan Graphs
Definition 5.10. The Fan graph, denoted by 𝐹፧,፦, is a graph obtained by joining the path 𝑃፦ of order
m with the empty graph 𝐾፧ of order n. Therefore 𝐹፧,፦ ≅ 𝐾፧+𝑃፦. Figure 5.5 depicts the Fan graph 𝐹ኽ,ኾ.

Figure 5.5: Graph drawing of the Fan graph ፅᎵ,Ꮆ, the graph join of the empty graph ፊᎵ and the path ፏᎶ.

Theorem 5.11. Let 𝐹፧,፦ be a Fan graph. Then,

𝜄(𝐹፧,፦) =min {1 + 𝑚, ⌈2√𝑚 + 1⌉ + 𝑛 − 2} .

Proof. By Corollary 3.23 and Theorem 2.40, we obtain

𝜄(𝐹፧,፦) = 𝜄(𝐾፧ + 𝑃፦) =min {1 + 𝑚, 𝑛 + 𝜄(𝑃፦)} .

5.5. Lollipop Graphs
Definition 5.12. [11, 29] A bridge of a connected graph is a graph edge whose removal disconnects
the graph. [22] More generally, a bridge is an edge of a not-necessarily-connected graph G whose
removal increases the number of components of G.
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Definition 5.13. [19] The Lollipop graph, denoted by 𝐿፥፧ and with 𝑛 > 2, is a graph connecting the
complete graph 𝐾፧ and the path 𝑃፥ by a bridge. Figure 5.6 depicts the Lollipop graph 𝐿ኽ.

Figure 5.6: Graph drawing of the Lollipop graph ፋᎵᎷ, the graph connecting the complete graph ፊᎷ and the path ፏᎵ by a bridge.

Theorem 5.14. Let 𝐿፥፧ be a Lollipop graph and let 𝑘 =max {0, ⌊√𝑙 + 𝑛⌋ − 𝑛}. Then,

𝜄(𝐿፥፧) = ⌊
𝑙 − 𝑘
𝑛 + 𝑘 ⌋ + 𝑛 + 𝑘.

Proof. Let 𝐿፥፧ = (𝑉, 𝐸). As 𝐾፧ is a subgraph of 𝐿፥፧, 𝜔(𝐿፥፧) ≥ 𝑛. By Proposition 3.13, we have

𝜄(𝐿፥፧) = min
ፒ⊆ፕ

፦(ፋᑝᑟዅፒ)ጿ፧ዅኻ

{|𝑆| + 𝑚(𝐿፥፧ − 𝑆)} .

Let 𝑆 ⊆ 𝑉, and let 0 ≤ 𝑘 ≤ 𝑙 + 1. Label the vertex in 𝐾፧ connected to the bridge as 0, and label the
vertices along the path 𝑃፥ starting from this vertex as 1, 2, … , 𝑙, where the 𝑖-th vertex is adjacent to the
(𝑖 + 1)-th vertex for all 𝑖 = 0,… , 𝑙 − 1.
We will remove the 𝑘-th vertex, so the 𝑘-th vertex is in 𝑆. If 𝑚(𝐿፥፧ − 𝑆) = (𝑛 − 1) + 𝑘, we have

|𝑆| ≥ ⌊ 𝑙 − 𝑘
(𝑛 − 1) + 𝑘 + 1⌋ + 1 = ⌊

𝑙 − 𝑘
𝑛 + 𝑘 ⌋ + 1.

By Proposition 3.13, we obtain

𝜄(𝐿፥፧) = min
ፒ⊆ፕ

፦(ፋᑝᑟዅፒ)ጿ፧ዅኻ

{|𝑆| + 𝑚(𝐿፥፧ − 𝑆)}

≥ min
ኺጾ፤ጾ፥

{⌊ 𝑙 − 𝑘𝑛 + 𝑘 ⌋ + 1 + (𝑛 − 1) + 𝑘}

= ⌊ 𝑙 − 𝑘𝑛 + 𝑘 ⌋ + 𝑛 + 𝑘,

with 𝑘 =max {0, ⌊√𝑙 + 𝑛⌋ − 𝑛}.

For the upper bound, let 𝑆 ⊆ 𝑉 such that𝑚(𝐿፥፧−𝑆) = (𝑛−1)+𝑘, and the size of 𝑆 is minimized. Then,
we have

|𝑆| = ⌊ 𝑙 − 𝑘𝑛 + 𝑘 ⌋ + 1

Then, by Proposition 3.13 we get

𝜄(𝐿፥፧) = min
ፒ⊆ፕ

፦(ፋᑝᑟዅፒ)ጿ፧ዅኻ

{|𝑆| + 𝑚(𝐿፥፧ − 𝑆)} ≤ ⌊
𝑙 − 𝑘
𝑛 + 𝑘 ⌋ + 𝑛 + 𝑘.
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5.6. Generalized Barbell Graphs
Definition 5.15. [19] The Barbell graph, denoted by 𝐵፧ and with 𝑛 > 2, is a graph connecting two
copies of a complete graph 𝐾፧ by a bridge.

Definition 5.16. The generalized Barbell graph, denoted by 𝐵፥፧ and with 𝑛 > 2, is a graph connecting
the path 𝑃፥ and on both sides a complete graphs 𝐾፧ by bridges. If the length of the path is 0, we have
𝐵ኺ፧ ≅ 𝐵፧. Figure 5.7 depicts the Barbell graph 𝐵ኾዀ .

Figure 5.7: Graph drawing of the Barbell graph ፁᎶᎸ , the graph connecting the path ፏᎶ and on both sides a complete graphs ፊᎸ
by bridges.

Theorem 5.17. Let 𝐵፥፧ be a generalized Barbell graph and let 𝑘 =max {0, ⌊√𝑙 + 2𝑛⌋ − 𝑛}. Then,

𝜄(𝐵፥፧) = ⌊
𝑙 − 2𝑘
𝑛 + 𝑘 ⌋ + 𝑛 + 𝑘 + 1.

Proof. Let 𝐵፥፧ = (𝑉, 𝐸). As 𝐾፧ is a subgraph of 𝐵፥፧, 𝜔(𝐵፥፧) ≥ 𝑛. By Proposition 3.13, we have

𝜄(𝐵፥፧) = min
ፒ⊆ፕ

፦(ፁᑝᑟዅፒ)ጿ፧ዅኻ

{|𝑆| + 𝑚(𝐵፥፧ − 𝑆)} .

Let 𝑆 ⊆ 𝑉, and let 0 ≤ 𝑘 ≤ 𝑙 + 1. Label the vertex in one of the 𝐾፧ connected to one of the bridges
as 0, and label the vertices along the path 𝑃፥ starting from this vertex as 1, 2, … , 𝑙 + 1, where the 𝑖-th
vertex is adjacent to the (𝑖 + 1)th vertex for all 𝑖 = 0,… , 𝑙. Note that the (𝑙 + 2)-th vertex is in the other
𝐾፧ connected to the other bridge.
We will remove the 𝑘-th and the (𝑙 + 1 − 𝑘)-th vertex, so the 𝑘-th and (𝑙 + 1 − 𝑘)-th vertices are in 𝑆. If
𝑚(𝐵፥፧ − 𝑆) = (𝑛 − 1) + 𝑘, we have

|𝑆| ≥ ⌊ 𝑙 − 2𝑘
(𝑛 − 1) + 𝑘 + 1⌋ + 2 = ⌊

𝑙 − 2𝑘
𝑛 + 𝑘 ⌋ + 2.

By Proposition 3.13, we obtain

𝜄(𝐵፥፧) = min
ፒ⊆ፕ

፦(ፁᑝᑟዅፒ)ጿ፧ዅኻ

{|𝑆| + 𝑚(𝐵፥፧ − 𝑆)}

≥ min
ኺጾ፤ጾ፥ዄኻ

{⌊ 𝑙 − 2𝑘𝑛 + 𝑘 ⌋ + 2 + (𝑛 − 1) + 𝑘}

= ⌊𝑙 − 2𝑘𝑛 + 𝑘 ⌋ + 𝑛 + 𝑘 + 1,

with 𝑘 =max {0, ⌊√𝑙 + 2𝑛⌋ − 𝑛}.

For the upper bound, let 𝑆 ⊆ 𝑉 such that𝑚(𝐵፥፧−𝑆) = (𝑛−1)+𝑘, and the size of 𝑆 is minimized. Then,
we have

|𝑆| = ⌊ 𝑙 − 2𝑘𝑛 + 𝑘 ⌋ + 1
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Then, by Proposition 3.13 we get

𝜄(𝐵፥፧) = min
ፒ⊆ፕ

፦(ፁᑝᑟዅፒ)ጿ፧ዅኻ

{|𝑆| + 𝑚(𝐵፥፧ − 𝑆)} ≤ ⌊
𝑙 − 2𝑘
𝑛 + 𝑘 ⌋ + 𝑛 + 𝑘 + 1.

5.7. (Dutch) Windmill Graphs
Definition 5.18. [17] The Dutch Windmill graph, denoted by 𝐷፦ኽ and also known as the Friendship
Graph, is a graph obtained by taking m copies of the cycle 𝐶ኽ with a vertex 𝑢 in common, where 𝑢 is
called the root vertex. This definition can be extended to 𝐷፦፧ , consisting of 𝑚 copies of 𝐶፧. Figure 5.8
depicts the Dutch Windmill graph 𝐷ኽኾ.

Figure 5.8: Graph drawing of the Dutch Windmill graph ፃᎵᎶ , the graph graph obtained by taking 3 copies of the cycle ፂᎶ with a
vertex in common.

Theorem 5.19. Let 𝐷፦፧ be a Dutch Windmill graph, and let 𝑥 =max{0, ዅ፦ዄ√፦፧፦ }. Then,

𝜄(𝐷፦፧ ) = 1 +min {𝑚⌈𝑥⌉ + ⌈𝑛 − 1 − ⌈𝑥⌉⌈𝑥⌉ + 1 ⌉ ,𝑚⌊𝑥⌋ + ⌈𝑛 − 1 − ⌊𝑥⌋⌊𝑥⌋ + 1 ⌉} .

Proof. Let 𝐷፦፧ = (𝑉, 𝐸), with 𝑢 and 𝑣 as the root vertices, and let 𝑇 = {𝑢, 𝑣}. As 𝐷፦፧ is connected, by
Corollary 3.10, we get

𝜄(𝐷፦፧ ) = 1 +min {min
፯∈ፓ

𝜄(𝐷፦፧ − 𝑣),min
፯∈ፓᑔ

min
ፒ⊆ፓᑔ⧵፯

{|𝑆| + 𝑚(𝐷፦፧ − 𝑣 − 𝑆)}}

= 1 +min{min
፯∈ፓ

𝜄(𝐷፦፧ − 𝑣),−1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + 𝑚(𝐷፦፧ − 𝑆)}} .

As for any 𝑡 ∈ 𝑇, 𝐷፦፧ − 𝑡 ≅ 𝑚𝑃፧ዅኻ, we have
𝜄(𝑚𝑃፧ዅኻ) =min

፯∈ፓ
𝜄(𝐷፦፧ − 𝑣).

For any 𝑆 ⊆ 𝑇, Δ(𝐷፦፧ , 𝑆) ≤ 2. By Corollary 3.7 and Theorem 3.18, we obtain

−1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + 𝑚(𝐷፦፧ − 𝑆)} ≥ −1 +min
ፒ⊆ፓᑔ
|ፒ|ጿኻ

{|𝑆| + |𝑉| − |𝑆||𝑆| + 1 }

≥ ⌈2√|𝑉| + 1 ⌉ − 3

= ⌈2√𝑚(𝑛 − 1) + 2 ⌉ − 3
≥ 𝜄(𝑚𝑃፧ዅኻ).
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Hence we obtain

𝜄(𝐷፦፧ ) = 1 + 𝜄(𝑚𝑃፧ዅኻ).

Definition 5.20. [17] The Windmill graph, denoted by 𝑊፦
፧ , is a graph obtained by taking m copies

of the complete graph 𝐾፧ with a vertex 𝑢 in common, where 𝑢 is called the root vertex. Therefore
𝑊፦
፧ ≅ 𝐾ኻ +𝑚𝐾፧ዅኻ. Figure 5.9 depicts the Windmill graph𝑊ኾ

 .

Figure 5.9: Graph drawing of the Windmill graphፖᎶ
Ꮇ, the graph graph obtained by taking 4 copies of the complete graph ፊᎷ

with a vertex in common.

Theorem 5.21. Let𝑊፦
፧ be a Windmill graph. Then,

𝜄(𝑊፦
፧ ) = 𝑛

Proof. By Corollary 3.22 and Theorem 3.20, we have

𝜄(𝑊፦
፧ ) = 𝜄(𝐾ኻ +𝑚𝐾፧ዅኻ) = 1 + 𝜄(𝑚𝐾፧ዅኻ) = 1 + (𝑛 − 1) = 𝑛.

5.8. Paley Graphs
Definition 5.22. The Paley graph, denoted by 𝑃(𝑞) with 𝑞 as a prime power, is a graph on 𝑞 vertices.
In this graph, two vertices are adjacent if and only if their difference is a square in the finite field GF(𝑞).
Figure 5.10 depicts the Paley graph 𝑃(13).

Figure 5.10: Graph drawing of the Paley graph ፏ(ኻኽ) with 13 vertices.

Proposition 5.23. [20] The Paley graph 𝑃(𝑞) is strongly regular with parameters (𝑞, ፪ዅኻኼ ,
፪ዅ
ኾ ,

፪ዅኻ
ኾ ).
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Theorem 5.24. For any Paley graph 𝑃(𝑞),

𝜄(𝑃(𝑞)) ≥ 𝑞√𝑞
√𝑞 + 2

.

Proof. By Proposition 5.23 and Theorem 3.29, we get

𝜄(𝑃(𝑞)) ≥ 𝑞√𝑞
√𝑞 + 2

.

Proposition 5.25. [9] For any Paley graph 𝑃(𝑞), with q an even power of a prime,

𝜒(𝑃(𝑞)) = 𝜔(𝑃(𝑞)) = √𝑞.

Theorem 5.26. For any Paley graph 𝑃(𝑞), with q an even power of a prime,

𝛼(𝑃(𝑞)) = √𝑞.

Proof. As 𝑃(𝑞) is self-complementary, by Proposition 5.25, we obtain

𝛼(𝑃(𝑞)) = 𝜔(𝑃(𝑞)) = 𝜔(𝑃(𝑞)) = √𝑞.

Corollary 5.27. For any Paley graph 𝑃(𝑞), with q an even power of a prime,

𝜄(𝑃(𝑞)) ≤ 𝑞 − √𝑞 + 1.

Proof. Substituting Theorem 5.26 in Proposition 3.14 gives

𝜄(𝑃(𝑞)) ≤ 𝑞 − 𝛼(𝐺) + 1 = 𝑞 − √𝑞 + 1.

5.9. Kneser Graphs
Definition 5.28. [7] TheOdd graph, denoted by 𝑂(𝑛), is a graph whose vertices represent the (𝑛−1)-
subsets of {1, … , 2𝑛 − 1}, in which two vertices are connected if and only if they correspond to disjoint
subsets. Therefore O(n) has (ኼ፧ ዅ ኻ፧ ዅ ኻ ) vertices and is 𝑛-regular.

Definition 5.29. [26] The Kneser graph, denoted by 𝐾(𝑛, 𝑘) is a generalization of the Odd graph. Its
vertices represent the 𝑘-subsets of {1, … , 𝑛}, in which two vertices are connected if and only if they
correspond to disjoint subsets. Therefore K(n, k) has (፧፤) vertices and is (፧ ዅ ፤፤ )-regular. Figure 5.11
depicts the Kneser graph 𝐾(5, 2).

Figure 5.11: Graph drawing of the Kneser graph ፊ(, ኼ), also known as the Petersen graph, with 10 vertices.
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Definition 5.30. [4] The Ladder Rung graph, denoted by 𝑘𝑃ኼ, consists of the graph union of 𝑘 copies
of the path 𝑃ኼ.

Remark 5.31. For any two positive integers 𝑘 and 𝑛, we have special cases

𝐾(𝑛, 1) = 𝐾፧ ,
𝐾(𝑛, 𝑛) = 𝐾ኻ,

𝐾(𝑛, 𝑛 − 1) = 𝐾፧ ,

𝐾(2𝑛, 𝑛) = 1
2 (
𝑛
𝑘)𝑃ኼ,

𝐾(2𝑛 − 1, 𝑛 − 1) = 𝑂(𝑛).

Remark 5.32. For any two positive integers 𝑘 and 𝑛, the integrity of 𝐾(𝑛, 𝑘) is (still) unknown only in
the case where 1 < 𝑘 < ፧

ኼ .

Proposition 5.33. [1] For any non-empty Kneser graph 𝐾(𝑛, 𝑘),

𝛼(𝐾(𝑛, 𝑘)) = (𝑛 − 1𝑘 − 1) .

Corollary 5.34. For any non-empty Kneser graph 𝐾(𝑛, 𝑘),

𝜄(𝐾(𝑛, 𝑘)) ≤ (𝑛𝑘) − (
𝑛 − 1
𝑘 − 1) + 1.

Proof. Substituting Proposition 5.33 in Proposition 3.14 gives

𝜄(𝐾(𝑛, 𝑘)) ≤ (𝑛𝑘) − 𝛼(𝐺) + 1 = (
𝑛
𝑘) − (

𝑛 − 1
𝑘 − 1) + 1.



6
Conclusion and Open Problems

The goal of this thesis was to investigate the integrity of specific graph families. In Chapter 3, we
introduced general methods and concepts that enable us to establish boundaries or determine exact
values of the integrity. Chapter 4 described our ILP models for evaluating various properties of a graph,
including the integrity. We applied our integrity ILP model to determine the integrity for different graph
families, where we discovered interesting patterns and structures. These findings allowed us to estab-
lish boundaries or determine exact values of the integrity for those graph families. The graph families
analyzed include Glued Paths, generalized Theta graphs, (Double) Cone graphs, Fan graph, Lollipop
graphs, generalized Barbell graphs, (Dutch) Windmill graphs, Paley graphs, and Kneser graphs.

During our research on integrity, intriguing open problems emerged, particularly in the context of Pa-
ley graphs (see Definition 5.22) and Kneser graphs (see Definition 5.29). Within these families, we
uncovered compelling patterns and structures, which led us to formulate two conjectures. These con-
jectures provide exciting challenges and promising avenues for further research in graph theory and
vertex integrity.

The first conjecture centers around the integrity for Paley graphs. Figure 6.1 illustrates the integrity
values of Paley graphs with 𝑞 vertices, highlighting a recurring pattern. The exact values can be found
in Table A.1.

Figure 6.1: Integrity of Paley graphs with ፪ vertices. This plot showcases the integrity values of Paley graphs with ፪ vertices.
The x-axis represents the values of ፪, while the y-axis displays the corresponding integrity values. The red points on the plot
represent cases where ፪ is an even power of a prime (Paley graphs), while the yellow points correspond to other values of ፪.

Additionally, the plot includes a ’+’ symbol, indicating the value of ⌈፪ ዅ √፪⌉ ዄ ኻ.

35
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Conjecture 6.1. For any Paley graph 𝑃(𝑞),

𝜄(𝑃(𝑞)) ≥ ⌈𝑞 − √𝑞⌉ + 1.

Combining the results from Conjecture 6.1 and Corollary 5.27, we obtain the following equality.

Theorem 6.2. If Conjecture 6.1 is true, then for any Paley graph 𝑃(𝑞), where 𝑞 is an even power of a
prime,

𝜄(𝑃(𝑞)) = 𝑞 − √𝑞 + 1.

The second conjecture centers around the integrity for Kneser graphs. Figure 6.2 illustrates the in-
tegrity values of Kneser graphs with parameters 𝑛 and 𝑘, highlighting a recurring pattern. The exact
values can be found in Table A.2.

Figure 6.2: Integrity of Kneser graphs with parameters ፧ and ፤. This plot showcases the integrity values of Kneser graphs with
parameters ፧ and ፤. The x-axis represents the values of ፧, while the y-axis displays the corresponding integrity values. The
colour of the points represents the value of ፤. Additionally, the plot includes a ’+’ symbol, indicating the value of (ᑟᑜ) ዅ (ᑟᎽᎳᑜᎽᎳ) ዄ ኻ.

Conjecture 6.3. For any non-empty Kneser graph 𝐾(𝑛, 𝑘), with 1 < 𝑘 < ⌊፧ኼ ⌋,

𝜄(𝐾(𝑛, 𝑘)) = (𝑛𝑘) − (
𝑛 − 1
𝑘 − 1) + 1.

Remark 6.4. If Conjecture 6.3 is assumed to be true, then the integrity values for all Kneser graphs,
except for the Odd graphs, are known.

Paley and Kneser graphs are well-known for their high symmetry and have been extensively studied.
The conjectures formulated in this study carry great significance, as they highlight the observation that
certain Paley and Kneser graphs showcase the strictness of the upper bound proposed by Proposi-
tion 3.14, which applies to all graphs.
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A
Data

𝑞 integrity |𝑆| ⌈𝑞 − √𝑞⌉ + 1
5 4 3 4
9 7 6 7
13 11 10 11
17 14 12 14
25 21 20 21
29 26 25 25
37 32 30 32
41 37 36 36
49 43 42 43
53 48 46 47
61 56 54 55
73 67 64 66
81 73 72 73
89 82 80 81
121 111 110 111

Table A.1: Integrity of Paley graphs with ፪ vertices. Comparison of integrity values, the size of the set of removed vertices, and
the lower bound based on ፪. The integrity values were calculated using the ILP model described in Chapter 4.

𝑛 ⧵ 𝑘 2 3 4
5 6
6 11
7 16 17
8 22 36
9 29 57 57
10 37 85 127
11 46 121 211
12 56 166
13 67
14 79

Table A.2: Integrity of Kneser graphs with parameters ፧ and ፤. Comparison of integrity values for various combinations of ፧
and ፤. The integrity values were computed using the ILP model described in Chapter 4.
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B
Python Code

B.1. General Functions

[ ]: def pline():
print(’=’ * 109)

def log(col, value):
if col == ’red’:

print(’\033[91m’ + str(value) + ’\033[0m’)

def header(value):
pline()
print()
log(’red’, value)
print()
pline()
print()

def block(value):
print()
log(’red’, value)
print()

B.2. Graph Families

[ ]: from sage.all import *

def ThetaGraph(k, l):
node_s = -1
node_f = k*(l-2) + 1

P = graphs.PathGraph(l - 2)

G = P
for i in range(k - 1):

G += P

41
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for i in range(k):
j = i * (l - 2)
G.add_edge(node_s, j)
G.add_edge(j + l - 3, node_f)

return G

def getThetaPos(G, k, l):
result = dict()

for v in G:
pos = []
if v == -1:

pos.append((k - 1) / 2)
elif v == len(G) - 1:

pos.append((k - 1) / 2)
else:

pos.append(floor(v / (l - 2)))

if v == -1:
pos.append(-1)

elif v == len(G) - 1:
pos.append(l - 2)

else:
pos.append(v % (l - 2))

result[v] = pos

return result

def getPaleyPos(G, q):
C = graphs.CycleGraph(q)
C.relabel(list(G))
return C.get_pos()

def getKneserPos(G, n):
C = graphs.CycleGraph(n)
C.relabel(list(G))
return C.get_pos()

B.3. Graph Properties

[ ]: import gurobipy as gp
from gurobipy import GRB

def m(G, Output = 1):
G.relabel(range(1, len(G) + 1))

A = G.adjacency_matrix()
V = list(set(G))
C = range(len(V))

# Create a new model
m = gp.Model()
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# Create variables
M = m.addVar(name=”M”, vtype=GRB.INTEGER, lb=0, ub=len(V))

Cv = {}
for i in range(len(C)):

c = C[i]
for v in V:

Cv[c, v] = m.addVar(name=”c_%s,%s”%(c, v), vtype=GRB.BINARY)

# Set objective function
m.setObjective(M, GRB.MINIMIZE)

# Add constraints
for i in range(len(V)):

m.addConstr(gp.quicksum([ Cv[C[i], v] for v in V ]) <= M)

m.addConstr(gp.quicksum([ Cv[c, V[i]] for c in C ]) == 1)

for c in C:
for j in range(i + 1, len(V)):

if A[i][j]:
m.addConstr(Cv[c, V[i]] == Cv[c, V[j]])

m.setParam(’OutputFlag’, Output)

# Solve it!
m.optimize()

return (int(m.objVal))

def a(G, Output = 1):
G.relabel(range(1, len(G) + 1))

A = G.adjacency_matrix()
V = list(set(G))
C = range(len(V))

# Create a new model
m = gp.Model()

# Create variables
Sv = {}
for i in range(len(C)):

Sv[V[i]] = m.addVar(name=”s_%s”%(V[i]), vtype=GRB.BINARY)

# Set objective function
m.setObjective(gp.quicksum([ Sv[v] for v in V ]), GRB.MAXIMIZE)

# Add constraints
for i in range(len(V)):

for j in range(i + 1, len(V)):
if A[i][j]:

m.addConstr(Sv[V[i]] + Sv[V[j]] <= 1)
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m.setParam(’OutputFlag’, Output)

# Solve it!
m.optimize()

sets = [v for v in V if Sv[v].X == 1]

return (int(m.objVal), sets)

def z(G, Output = 1):
G.relabel(range(1, len(G) + 1))

A = G.adjacency_matrix()
V = list(set(G))
C = range(len(V))

# Create a new model
m = gp.Model()

# Create variables
M = m.addVar(name=”M”, vtype=GRB.INTEGER, lb=0, ub=len(V))

Av = {}
Bv = {}
for i in range(len(C)):

Av[V[i]] = m.addVar(name=”a_%s”%(V[i]), vtype=GRB.BINARY)
Bv[V[i]] = m.addVar(name=”b_%s”%(V[i]), vtype=GRB.BINARY)

# Set objective function
m.setObjective(M, GRB.MAXIMIZE)

m.addConstr(gp.quicksum([ Av[v] for v in V ]) == M)
m.addConstr(gp.quicksum([ Bv[v] for v in V ]) == M)

# Add constraints
for i in range(len(V)):

m.addConstr(Av[V[i]] + Bv[V[i]] <= 1)

for j in range(i + 1, len(V)):
if A[i][j]:

m.addConstr(Av[V[i]] + Bv[V[j]] <= 1)
m.addConstr(Av[V[j]] + Bv[V[i]] <= 1)

m.setParam(’OutputFlag’, Output)

# Solve it!
m.optimize()

sets = ([v for v in V if Av[v].X == 1], [v for v in V if Bv[v].X == 1])

return (int(m.objVal), sets)

def i(G, Output = 1):
G.relabel(range(1, len(G) + 1))
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A = G.adjacency_matrix()
V = list(set(G))
C = range(len(V))

# Create a new model
m = gp.Model()

# Create variables
M = m.addVar(name=”M”, vtype=GRB.CONTINUOUS, lb=0, ub=len(V))

Cv = {}
Sv = {}
for i in range(len(C)):

Sv[V[i]] = m.addVar(name=”s_%s”%(V[i]), vtype=GRB.BINARY)

c = C[i]
for v in V:

Cv[c, v] = m.addVar(name=”c_%s,%s”%(c, v), vtype=GRB.BINARY)

# Set objective function
m.setObjective(gp.quicksum([ Sv[v] for v in V ]) + M, GRB.MINIMIZE)

# Add constraints
for i in range(len(V)):

m.addConstr(gp.quicksum([ Cv[C[i], v] for v in V ]) <= M)

m.addConstr(gp.quicksum([ Cv[c, V[i]] for c in C ]) == 1 -�
↪Sv[V[i]])

# if i < len(V) - 1:
# m.addConstr(gp.quicksum([ Cv[C[i], v] for v in V ]) <= gp.

↪quicksum([ Cv[C[i + 1], v] for v in V ]))

for c in C:
for j in range(i + 1, len(V)):

if A[i][j]:
m.addConstr(Cv[c, V[i]] - Cv[c, V[j]] <= Sv[V[i]] +�

↪Sv[V[j]])
m.addConstr(Cv[c, V[j]] - Cv[c, V[i]] <= Sv[V[i]] +�

↪Sv[V[j]])

m.setParam(’OutputFlag’, Output)

# Solve it!
m.optimize()

sets = [v for v in V if Sv[v].X == 1]

return (int(m.objVal), sets)
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B.4. File Management

[ ]: import os

import pandas as pd

cwd = ’./Files/’

def readFile(file):
path = os.path.join(cwd, file)
df = pd.read_excel(path, index_col=0)

cols = list(df.columns)

return (df, cols)

def writeFile(file, cols, values):
data = {i: dict(zip(cols, vals)) for i, vals in enumerate(values)}

df = pd.DataFrame(data=data).T

path = os.path.join(cwd, file)
df.to_excel(path)

display(df)

def addToFile(file, values, sort = None):
df, cols = readFile(file)

data = {i: dict(zip(cols, vals)) for i, vals in enumerate(values)}

df_n = pd.DataFrame(data=data).T

df = pd.concat([df, df_n], ignore_index=True)
if sort:

df.sort_values(list(sort), inplace=True)

path = os.path.join(cwd, file)
df.to_excel(path)

display(df)

B.5. Paley Graphs

[ ]: #
# Modules
#

import os
import random
import time
import math
import numpy as np



B.5. Paley Graphs 47

import matplotlib.pyplot as plt
from IPython.display import display
from ast import literal_eval

#
# Module Files
#

sys.path.append(’./Modules’)

import Functions as f
import GraphFamilies as gf
import GraphProperties as gp
import FileManagement as fm

from importlib import reload

reload(f)
reload(gf)
reload(gp)
reload(fm)

[ ]: def checkPaleyGraph(q):
if q**0.5 == int(q**0.5):

return ’Quadratic PaleyGraph(q)’
return

[ ]: # i(G)

# For other properties, replace all i’s with the for example a or z.

df, cols = fm.readFile(’paley-i.xlsx’)

reset = False

df_v, cols_v = fm.readFile(’paley-values.xlsx’)

Lz = []
for i, q in enumerate(df_v[cols_v[0]].head(int(40))):

if not checkPaleyGraph(q):
continue

if not reset and len(df[df[cols[0]] == q]) > 0:
continue

G = graphs.PaleyGraph(q)

f.header(’P(’ + str(q) + ’)’)

i_solve, sets = gp.i(G)

Li.append((G, q, i_solve, sets))

f.block(’i(G) = ’ + str(i_solve))
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# pos = gf.getPaleyPos(G, q)
# G.show(vertex_colors={ ’#FF0000’: list(sets) }, pos=pos)

[ ]: file = ’paley-i.xlsx’

cols = (’q’, ’i(G)’, ’|S|’, ’S’)
sort = (’q’)

values = [(q, i_value, len(sets), sets) for (G, q, i_value, sets) in Li]

if reset:
fm.writeFile(file, cols, values, sort)

else:
fm.addToFile(file, values, sort)

[ ]: df, cols = fm.readFile(’paley-i.xlsx’)

fig, ax = plt.subplots()

ax.plot(df[cols[0]], df[cols[1]], ’bo’, label=cols[1])

plt.xlabel(cols[0])
plt.ylabel(cols[1])

plt.legend()

plt.show()

display(df[cols[0:2]].T)
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