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Abstract

Optimizing delivery routes is a well-researched topic, however, most of the classical approaches
do not incorporate preferences of drivers, as those approaches focus on minimizing the time
or distance of the routes. As a result, the actual driven route of an experienced driver often
deviates from the proposed route since the drivers have tacit knowledge about the real-life
conditions of the road network. Amazon proposed a challenge to learn a delivery route
planning strategy from historically driven routes and thus incorporate this tacit knowledge.
In this thesis, we will tackle the challenge using data-driven inverse optimization to learn the
zone sequencing patterns of drivers. The zone sequences of expert drivers are assumed to
be the solutions to a traveling salesman problem (TSP) in which the weights represent the
preference of a driver to use a certain edge. The values of the weights will be learned through
inverse optimization. Our final approach achieves a score that ranks 4th out of the 48 models
that qualified for the final round of the challenge.

Keywords: Amazon Last Mile Routing Challenge, Inverse Optimization, Traveling Salesman
Problem, Weights Optimization
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Chapter 1

Introduction

Last-mile delivery refers to the last stage of post and package delivery in which drivers bring
packages from depots to customers. A lot of research has been conducted into the optimization
of delivery routes. Most of the existing approaches focus on minimizing the time or distance
of a proposed route. In practice, however, the drivers’ actual driven routes appear to diverge
from the suggested routes. This is a result of the drivers’ many preferences, such as finding
good parking spaces and avoiding curvy or slow-moving streets. In traditional optimization
strategies, it is hard to account for those preferences. Hence, the tacit knowledge of the
experienced drivers, potentially resulting in more convenient routes in real-life operational
conditions, is not taken into consideration. Amazon proposed a challenge that encouraged
contestants to develop learning techniques that use the historical route data of experienced
drivers to determine safer and more efficient routes. This challenge with the provided data
set will be the focus of this thesis (https://routingchallenge.mit.edu/).
In most cases, last-mile delivery can be described by a vehicle routing problem (VRP). Dantzig
et al. [1] introduced VRP by proposing a routing method for a fleet of trucks delivering
gasoline from a depot to several service stations while attempting to minimize the total
number of miles covered by the fleet. Due to the rapid growth of the logistics industry, a
lot of research has been conducted in this field [2]. Efficient route planning could result in a
significant reduction of costs for companies like Amazon.
The goal of a VRP is to optimize the route of drivers from one or more depots to multi-
ple customers in different locations under certain constraints [2]. There are two important
specifications of a VRP. First of all, each customer should be visited only once by a vehicle.
Secondly, all vehicles start from a certain depot and return to the same depot after finishing
their task.
A special case of the VRP is the traveling salesman problem (TSP). In the case of a TSP,
a single driver leaves from and finishes at a single depot. Again, the driver has to visit all
customers once and once only. For the Amazon challenge, the problem can be classified as a
TSP since only one driver has to visit a predefined set of stops leaving from a certain depot
in which it has to finish its route as well. A typical example of a solution diagram to a TSP
is given in Figure 1-1.
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2 Introduction

(a) Example problem. (b) Example solution.

Figure 1-1: Example of a TSP diagram.

1-1 TSP State-of-the-Art Methods

The TSP is one of the most studied problems in combinatorial optimization. Although the
problem is simple to state, the TSP is known to be an NP-hard problem. Throughout the
years, several approaches have been proposed to solve the TSP, both exact solutions and
heuristics. Laporte et al. [3] give a review of some of the most promising exact and heuristic
methods.

Exact methods to solve a TSP are computationally expensive as they (implicitly) have to check
all solutions to find the optimal solution [4]. Most exact approaches rely on the formulation
of an integer linear program (ILP). Other exact approaches include dynamic programming,
branch and bound algorithms and cutting plane methods [5]. On the other hand, heuristics
can identify a close-to-optimal solution more efficiently but cannot ensure optimality. These
techniques include genetic algorithms, tabu search, simulated annealing, greedy methods and
ant colony algorithms [6].

1-2 Learning Drivers’ Preferences

The state-of-the-art methods for solving a TSP mentioned in the previous section are able to
find (close-to-)optimal solutions for a basic TSP, in which the time or distance of a proposed
route is minimized. However, the actual driven routes of drivers often differ from the proposed
routes, since the proposed routes do not account for preferences of drivers such as wide streets,
good parking spots and support facilities along the route. Including the tacit knowledge of
the experienced drivers may improve the efficiency of the routes, because the theoretically
estimated costs of traveling may not represent the costs under real-life operational conditions
due to stochasticity and time dependency. The knowledge of experienced drivers could account
for those suboptimalities and result in safer and more efficient routes [7].

An alteration of the VRP capable of capturing those preferences is called rich VRP. This
alteration includes multi-objective optimization programs and the addition of multiple con-
straints which relate to several real-life factors, such as inventory, scheduling and preferences
of drivers or companies [8]. The TSP version of this alteration is called multi-objective TSP
(MOTSP) [9]. Both alterations, however, increase computation times and heavily depend on
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1-3 Notation 3

human input as companies have to construct the constraints and objective functions manu-
ally. The information from historical routing data, in which the drivers drove according to
their preferences, could provide a solution to this problem.

In literature, several methods aimed to learn from historical routing data in the planning of
routes. Some of those methods use a discrete choice model in which the trajectories of the
drivers are used to determine a transition probability matrix [10, 11]. Other methods use
inverse reinforcement learning to determine a policy that matches the historical data [12, 13].

In this thesis, we will apply the concept of inverse optimization to incorporate the preferences
of experienced drivers. In inverse optimization, a learner agent aims to imitate the behavior
of an expert agent. The expert agent is assumed to compute an action given a certain signal
by solving an optimization program with an unknown objective function. The goal of inverse
optimization is for the learner agent to approximate this unknown objective function, given
a sample set of signals and corresponding expert actions.

In literature, inverse optimization has been applied to transport problems. For example,
several methods update the weights of the edges in a map with the use of inverse optimization.
Burton et al. [14], András et al. [15] and Bärmann et al. [16] propose a method to find (a
perturbation in) the original cost matrix of a shortest path problem such that the historic
routes are the optimal solutions of the problem, whereas Chen et al. [17] aim to update the
weights of a cost matrix of a VRP to incorporate preferences of drivers. Chung et al. [18]
provide a general framework to find the minimum perturbation in a cost matrix, such that a
TSP tour is the optimal solution to a TSP-solving algorithm on a given graph.

From those papers, it becomes clear that inverse optimization can be used for learning route
planning strategies from historical routing data. Therefore, we will further investigate the use
of inverse optimization applied to the TSP. Most of the approaches mentioned before mainly
rely on the notion of inverse feasibility or duality, in which they assume there is a perfect
model-data fit. In this thesis, we assume there is no perfect model-data fit. We will focus on
data-driven inverse optimization in which loss functions are used to calculate the mismatch
between the hypothesized objective function and the unknown expert objective function. The
use of the loss functions proposed in this paper, to the best of the author’s knowledge, has
not been applied to real-life data sets of transport problems before.

The thesis is structured as follows. In Chapter 2 the Amazon Challenge and the corresponding
data set will be introduced. Some preliminaries for the proposed method will be introduced
in Chapter 3, after which in Chapter 4 the proposed method will be explained. The results
will be presented in Chapter 5 and finally, the conclusions will be drawn in Chapter 6.

1-3 Notation

Throughout this thesis, we will use several notations. We denote a set of integers {1, . . . , m}
with [1, m]. An inner product is defined as ⟨·, ·⟩. A transpose of a matrix A is denoted as
A′. In the case of elementwise multiplication between two vectors, we use the symbol ⊙
and in the case of elementwise exponentiation, we use exp{}. Samples of a data set will
be denoted with the "hat" (̂·) notation. A set of indexed values is compactly denoted by
{xi}N

i=1 := {x1, . . . , xN }.
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Chapter 2

Amazon Challenge

In this chapter, the Amazon Last Mile Routing Research Challenge (from here on shortened to
the Amazon Challenge) will be introduced. In 2021, Amazon.com, Inc. has published a data
set of real-life delivery requests and the corresponding actual driven routes. Participants of
the challenge were encouraged to develop learning techniques to build a model which mimics
the routing behavior of the drivers as closely as possible using the provided data. The data
set, the scoring criteria and the already proposed methods will be introduced in separate
sections.

Figure 2-1: Information provided by Amazon data set [19].

2-1 Amazon Data

The data set provided by Amazon is described in detail by Merchan et al. [20]. In this section,
we will highlight its most important aspects. The data set contains information about 6112
route instances, in which, for every route instance, a set of stops (possibly with time windows)
has to be visited by a single driver. For each route, information is provided regarding the
stops, the packages and the vehicle. Furthermore, the actual driven route by the experienced
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6 Amazon Challenge

driver is given. Lastly, Amazon scored every route based on the quality of the observed route
as high, medium or low. Figure 2-1 gives an overview of which features are covered by the
data set. Each of these routes originates at a depot and visits a collection of drop-off stops
assigned to a single driver in advance. Thus, the expert human routes can be interpreted as
the solutions to some kind of TSP (possibly with time windows).

Figure 2-2: Information about the historical observed routes from the Amazon data categorized
per city [7].

The stops are located in five cities in the United States: Los Angeles, Chicago, Seattle, Boston
and Austin. Every city contains at least one depot and consists of multiple zones. Figure 2-2
shows information for each city in the data set. The zones are predefined clusters of stops.
Every stop is given a zone ID which indicates to which zone a stop belongs. Every zone can
just be visited from one depot. An example of all routes leaving from one certain depot is
depicted in Figure 2-3, in which every color defines a certain route. Throughout the data set
stops are generally not visited by more than one route in the data set, which can also be seen
in Figure 2-3. This makes it difficult to learn any meaningful preferences of the drivers at
stop level and is thus one of the main difficulties of this challenge.

Figure 2-3: All actual driven routes leaving from depot DBO1 in Boston, every color defines a
route.
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2-2 Evaluation Criterium 7

2-2 Evaluation Criterium

As previously mentioned, the goal of the challenge is to incorporate the preferences of expe-
rienced drivers into the routing of last-mile delivery vehicles. Thus, rather than coming up
with TSP strategies that minimize time or distance given a set of stops to be visited, the
goal of the challenge is to learn from historical data how to route like the expert drivers. To
this end, Amazon has also provided a data set of 3072 routes which all have a "high" quality,
to evaluate the proposed approaches. Furthermore, Amazon provided a scoring metric that
computes the similarity between the routes proposed by the approach of the participants and
the actual driven routes [21]. The similarity score between a historically driven route A and
an algorithm-produced route B is calculated by

score = SD(A, B) · ERPnorm(A, B)
ERPe(A, B) (2-1)

in which SD denotes the sequence (route) deviation of B with respect to A. The other
two terms are related to the measure Edit Distance with Real Penalty (ERP) [22]. ERPnorm
denotes the ERP applied to routes A and B with normalized travel times, while ERPe denotes
the number of edits described by the ERP algorithm on sequence B with respect to A. If ERP
prescribes 0 edits, the whole score becomes 0. The lower the score, the higher the similarity
between the routes. For the final score, the average over the 3072 evaluation route instances
is taken.

2-3 Technical Proceedings & Research Proposal

The already existing approaches proposed to tackle the Amazon challenge are summarized
in a technical proceedings document [7]. Most methods rely on learning a certain pattern
in the sequence of visiting zones. Some of them try to learn constraints based on the zone
sequence and enforce them on a TSP heuristic (e.g., [23] and Article XIV of the proceedings).
Other methods try to adjust the distance matrix based on the sequence of zones visited by
the expert drivers (e.g., Article II, Article X, and Article VI of the proceedings). Inverse
reinforcement learning was also used in order to approximate the routing policy of the expert
drivers (Article IV and Article XVII).

Research proposal: In this thesis we will propose an inverse optimization strategy to learn
the routing behavior of experienced drivers. In particular, given a graph and TSP tours over a
subset of its nodes, we develop an inverse optimization approach that learns the edge weights
that expert drivers are assumed to use while computing their node sequences. Our approach
is based on the concept of minimizing inverse optimization loss functions [24], and we propose
an efficient method to optimize the loss. Our algorithm is specially tailored to learning the
weights of a graph (i.e., nonnegative cost functions). We aim to introduce a systematic and
modular approach that is applicable to the Amazon Challenge but is also easily convertible
to tackle other delivery route planning problems.

Master of Science Thesis Piet van Beek
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Chapter 3

Preliminaries

Before proposing a methodology to tackle the Amazon challenge we will introduce two main
concepts of our approach, namely, inverse optimization and the traveling salesman problem.

3-1 Inverse Optimization

Traditional mathematical optimization programs aim to find an optimal decision or action
that minimizes or maximizes a certain objective function given a signal. This process can
also be called the forward model [25]. Inverse optimization reverses this process; the action
and signal are given, while the objective function is unknown. A parameterized approximate
version of the objective function is proposed and with inverse optimization the parameters of
the proposed objective function are determined. One could also note that inverse optimization
is very similar to imitation learning in which a learner agent tries to find a policy by mimicking
the behavior of an expert agent [26]. In contradiction to imitation learning, in which the
learner agent tries to find a direct mapping between the signal and action space, inverse
optimization focuses on finding the objective function which the expert agent minimizes to
find its policy.

Within the literature, a distinction exists between classical inverse optimization and data-
driven inverse optimization. The difference between both methods is the notion of inverse
feasibility [25]. In the case of classical inverse optimization, it is assumed that a perfect
model-data fit exists. In other words, the objective function found by the inverse optimiza-
tion program and the original objective function are optimal for the same actions. The focus
in early literature was mainly on classical inverse optimization and how to reformulate the
problem to make it solvable. However, more interest in the data-driven inverse optimization
approach has arisen recently. In case of data-driven inverse optimization, there is no perfect
model-data fit. The learner agent has imperfect information, resulting from one of the fol-
lowing reasons; the real objective function can not be found since it is not in the space of the
set of hypothesis functions, the data is noisy or due to bounded rationality the expert agent
finds a suboptimal solution [24]. To measure the mismatch between the model and data, loss
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10 Preliminaries

functions are used. Those loss functions are the core of this approach and play an important
role in the optimization of the parameters. In this thesis, we will focus on the data-driven
inverse optimization approach.

3-1-1 Mathematical Formulation

For the mathematical notation of inverse optimization, we follow Akthar et al. [27]. The
expert agent solves a forward optimization problem with the objective function F ∗ in which
a certain signal s ∈ S is given and finds an optimal action xet(s) out of all possible actions
x ∈ X(s) which minimizes the objective function F ∗. S denotes the set of all admissible
signals. The mathematical formulation of the statements above is given by

xet(s) ∈ arg min
x∈X(s)

F ∗(s, x). (3-1)

Next, in the inverse optimization program, the learner agent wants to find Fθ, the approximate
of the objective function F ∗. Therefore, a set of possible parameterized objective functions is
proposed. This set of functions will be called the hypothesis space F and is given by

F := {Fθ : S × X → R, θ ∈ Θ} , (3-2)

in which θ ∈ Θ define the parameters that have to be learned and X ⊃ X(s) denotes the set
of all admissible actions for all admissible signals s ∈ S.

The learner agent can solve a forward optimization problem as well in which the optimal
action

xln(s) ∈ arg min
x∈X(s)

Fθ(s, x) (3-3)

can be found by minimizing the parameterized objective function Fθ while keeping the known
constraints imposed on the action (x(s) ∈ X(s)) in mind.

Since we deal with data-driven inverse optimization, we assume there is no perfect model-data
fit resulting in a difference between the optimal action calculated by the expert agent and the
optimal action calculated by the learner agent. To measure this difference, a loss function
ℓθ(xet(s), xln(s)) is used. This loss function is minimized with respect to θ to find the most
suitable approximate of the objective function. If the learner agent has access to a data set
of T instances of signals with corresponding expert actions {(ŝt, x̂et

t )}t<T , the optimization
program

min
θ∈Θ

T∑
t=1

ℓθ

(
x̂et

t , xln
θ (ŝt)

)
(3-4)

can be used to find the parameters θ.

Piet van Beek Master of Science Thesis



3-1 Inverse Optimization 11

3-1-2 Loss Functions

As stated before, the loss function is a measure to determine the mismatch between the
objective function Fθ found by the learner agent and the real objective function F ∗ used by
the expert agent. The most logical way would be to measure this by the identifiability loss

ℓi
θ(s, x) := |F ∗(s, x) − Fθ(s, x)|2, (3-5)

since this loss function describes the mismatch ideally [24]. However, this loss function is not
useful since the objective of inverse optimization is to learn the unknown objective function
F ∗ of the expert agent. Since F ∗ is unknown, the identifiability loss function can not be used.

Another reasonable approach could be to use the squared Euclidean distance from the expert
action xet to learner action xln for the same signal s [28]. This is also called the predictability
loss and the mathematical formulation is given by

ℓp
θ(s, xet(s), xln(s)) : = ||xet(s) − xln(s)||22. (3-6)

The predictability loss function does capture the objective of inverse optimization very well,
similar to the identifiability loss. However, Aswani et al. [28] show that the optimization turns
into an NP-hard non-convex bilevel optimization problem. Therefore another loss function
has to be introduced which is computationally more attractive, which is the suboptimality
loss

ℓs
θ(s, xet, xln) : = Fθ(s, xet) − min

x∈X(s)
Fθ(s, x)

= Fθ(s, xet) − Fθ(s, xln).
(3-7)

The suboptimality loss calculates the difference between the parameterized cost of the learner
action and the expert action [24]. When the suboptimality loss is minimized, the idea behind
the minimization is that it searches for an objective function Fθ which best explains the expert
action xet for a certain input s [27]. The suboptimality loss goes to zero only if the expert
action xet is the optimizer of the parameterized objective function Fθ. Figure 3-1 gives a
graphical interpretation of the suboptimality and predictability loss.

Figure 3-1: Schematic interpretation of the predictability loss ℓp
θ and the suboptimality loss ℓs

θ.
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12 Preliminaries

The suboptimality loss is computationally attractive because the loss function is convex in θ
when the hypothesis function Fθ is linear with respect to θ. As mentioned before, this is not
the case for the predictability loss function. The convexity of the suboptimality loss function
can be shown by rewriting the loss function from Equation 3-7 into the maximization problem
[29]

ℓs
θ(s, xet) = max

x∈X(s)
Fθ(s, xet) − Fθ(s, x). (3-8)

In this thesis, X(s) will be a finite integer set, which converts Equation 3-8 into a maximization
over a finite set of convex functions, which preserves convexity [30]. Since Fθ will be chosen
to be linear with respect to θ, the suboptimality loss will be a piece-wise linear function.

3-1-3 Hypothesis Functions

The parameterized objective function has to be chosen from the earlier defined hypothesis
space F . How to define the hypothesis space, depends on the forward expert optimization
program. In general, on the one hand, the space F should be rich enough to capture the
behavior of the expert agent’s objective function F ∗. On the other hand, it should not be too
complex to ensure tractability of the inverse optimization program [24]. As mentioned in the
previous section, a good choice for a class of hypothesis functions would be to make sure that
Fθ is linear with respect to θ, which results in a convex inverse optimization program, when
the suboptimality loss function is used.

A possible hypothesis class that incorporates the objectives mentioned above is the set of
hypothesis functions that are linear with respect to the action x, given by

Fl :=
{

Fθ(s, x) = ⟨θ, x⟩
∣∣∣ θ ∈ Θ

}
. (3-9)

The choice of the set of admissible parameters Θ again depends on the problem but should
definitely not contain θ = 0 as this would result in a trivial constant objective function.
Esfahani et al. [24] discuss some examples of how to choose Θ.

3-2 Traveling Salesman Problem

As mentioned earlier, a traveling salesman problem (TSP) is a combinatorial optimization
program in which an agent has to visit a set of nodes once and once only leaving from and
finishing at a predefined stop (depot). Each of the routes in the Amazon data set can be
thought of as a distinct TSP. In this section, we will introduce the mathematical formulation
of the TSP and some extensions.

3-2-1 Mathematical Formulation

For the mathematical formulation of the basic TSP, we follow the ILP formulation proposed
by Dantzig et al. [31]. First of all, let us define that the number of the depot is 1 and the
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3-2 Traveling Salesman Problem 13

number of the other nodes are i = 2, 3, . . . , n. All nodes including the depot are contained in
the set S = {1, 2, 3, . . . , n}. Secondly, we denote the following:

xij :=
{

1, if node j is directly visited after node i
0, otherwise.

(3-10)

Lastly, we denote a cost matrix C which on every entry cij stores the cost to travel from node
i to j. The basic TSP can then be mathematically formulated as

min
∑
i∈S

∑
j∈S

cijxij

s.t.
∑
j∈S

xij = 1 0 ≤ i ≤ n

∑
i∈S

xij = 1 0 ≤ j ≤ n

xij ∈ {0, 1} 0 ≤ j ≤ n, 1 ≤ i ≤ n∑
i∈V

∑
j∈V

xij ≤ |V | − 1 ∀V ⊂ S, V ̸= ∅, V̄ ̸= ∅,

(3-11)

in which the optimization program minimizes the total cost of visiting all nodes once and once
only. The first two constraints imposed on the optimization make sure that every node is
visited only once. The third constraint imposes that the action space only consists of binary
variables. Finally, the last constraint prohibits subtours; tours visiting less than n nodes (an
example is given in Figure 3-2). V is any nonempty subset of S and V̄ is the complement
of V ; a set that contains all nodes in S which are not in V . The constraint is very intuitive
since if there would exist a subtour containing a subset of nodes V ∈ S, the left-hand side of
the equation would be equal to |V |. This would violate the constraint of being smaller than
or equal to |V | − 1 [4].

(a) Without subtours. (b) With subtours.

Figure 3-2: Example solutions to a TSP.
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14 Preliminaries

3-2-2 Asymmetrical TSP to Symmetrical TSP

In this and the following section, we will introduce two adjustments with respect to the basic
TSP which will be used in our method. First of all, for some TSP solvers, we need to make
sure that the cost matrix is symmetrical. This will not always be the case and thus we have
to make a transformation of the cost matrix from asymmetrical to symmetrical. We will
do this following the approach proposed by Jonker et al. [32]. In this approach for each
node i, a dummy node di is added which is visited directly after the corresponding node is
visited. The transformation works as follows: we define a weight matrix C̄ which is equal to
C except for the elements c̄ii. Those elements are set to c̄ii = −M in which M is a sufficiently
large number. Furthermore, we define the matrix U in which uij = ∞ ∀i, j ∈ S. The new
symmetrical TSP problem has the symmetrical weight matrix

C̄ =
[
U C̄ ′

C̄ U

]
.

If we would take an example in which the 3 × 3 cost matrix

C =


1 2 3

1 c11 c12 c13
2 c21 c22 c23
3 c31 c32 c33

 (3-12)

would be transformed into

C =



d1 d2 d3 1 2 3
d1 ∞ ∞ ∞ −M c21 c31
d2 ∞ ∞ ∞ c12 −M c32
d3 ∞ ∞ ∞ c13 c23 −M
1 −M c12 c13 ∞ ∞ ∞
2 c21 −M c23 ∞ ∞ ∞
3 c31 c32 −M ∞ ∞ ∞


. (3-13)

The transformation makes sure that a dummy node is visited directly after its corresponding
node. Furthermore, it is impossible to visit a dummy node after a dummy node and impossible
to visit a regular node after a regular node. A solution for example could be 1 → d1 → 2 →
d2 → 3 → d3 → 1. This can easily be converted to the solution of the original asymmetric
TSP by removing the dummy nodes.

3-2-3 Open TSP

In a basic TSP formulation, the agent has to finish its route at the depot it started from and
thus a cycle is driven. In some cases, however, we would like to solve an open-loop TSP in
which the agent does not have to come back to the depot. This can easily be achieved by
setting the costs from all nodes to the depot equal to zero ci1 = 0 ∀i ∈ S. We will refer to
this as Open TSP.

Piet van Beek Master of Science Thesis



3-2 Traveling Salesman Problem 15

It might be the case that we do not know beforehand at which stop we want to start an open
loop TSP. In this case, there is no predefined depot but we want to optimize the route such
that the location of the starting stop is part of the minimization of the costs. This can be
achieved by adding a dummy node d to the cost matrix which will function as the depot. The
costs from and to the dummy node will both be zero

cid = 0 ∀i ∈ S

cdj = 0 ∀j ∈ S
(3-14)

resulting in an open loop TSP with an optimized starting location. From now on we will refer
to this as Open TSP with Unknown Depot.

Master of Science Thesis Piet van Beek



16 Preliminaries

Piet van Beek Master of Science Thesis



Chapter 4

Methodology

To tackle the Amazon challenge we will propose an approach in which we use inverse op-
timization to learn the weights between zones using historical routing data, after which we
propose an algorithm to transform the zone sequence into a stop sequence. In this chapter,
we will give a general overview of our method and discuss all sub-parts of the method in more
detail.

4-1 Overview

Figure 4-1: Expert route in which all stops are depicted by dots and every zone is represented
by a color.

From analyzing the data of the Amazon challenge, it becomes clear that the data is not
rich enough to learn patterns at stop level because in general every stop is just visited once
throughout the complete data set. However, from the data analysis, it becomes clear that
there is a pattern in the experienced driver routes. In most cases, drivers visit all stops in a
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zone before entering another zone. Figure 4-1 shows this pattern.1 In the figure every color
defines the stops belonging to a certain zone. The first stop in the sequence is indicated with
a black circle around it. Clearly, the expert driver visits all stops in a certain zone before
entering another zone. Since those zones, in contrast to stops, are visited multiple times
throughout the data set, we will propose a method using inverse optimization to derive a
policy that imitates the zone sequencing of experienced drivers. Subsequently, we propose a
method to derive a stop sequence based on the zone sequences.

Our method consists of a learning phase and an evaluation phase. In the learning phase,
the expert stop sequence is transformed into a zone sequence, after which we use inverse
optimization to find weights that represent the preference of the driver to travel between a
pair of zones. In the evaluation phase, a zone sequence can be estimated on an unseen data
set using the weights found in the training phase. Lastly, we have developed an algorithm
that computes the sequence of stops based on the zone sequence. Figure 4-2 gives an overview
of the proposed method. In the following sections, we will explain the subparts of the method
in more detail.

Figure 4-2: Overview of the proposed method.

4-2 Extract Expert Zone Sequence

As mentioned in the previous section, our goal is to learn the preferences of drivers at zone
level. Therefore, we have to transform the expert stop sequences into expert zone sequences.
Suppose we have a route as shown in Figure 4-1, we can transform this stop sequence into a
zone sequence by replacing the cluster of stops with one node representing the zone, as shown
in Figure 4-3.

In this example, all stops in a zone are visited before entering another zone, which is the case
for most routes. However, in certain routes, it might be the case that a zone is visited, left
and visited again by an experienced driver. In that case, we consider that a zone is visited at
the time the most consecutive stops in that zone are visited. To illustrate this, consider the
case when a driver visits 7 stops belonging to zones A, B, C, where the sequence of visited
stops, in terms of zones, is A → B → B → A → A → C → C. In this case, we will consider
the sequence of zones to be B → A → C.

1The depot is very far away from all other stops and thus cut off the figure.
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4-3 Inverse Optimization to Find Zone Weights 19

(a) Expert stop sequence. (b) Expert zone sequence.

Figure 4-3: Example route showing the expert stop sequence and the corresponding zone se-
quence.

4-3 Inverse Optimization to Find Zone Weights

After a zone sequence is extracted from the data, we want to learn the zone sequencing behav-
ior of the experienced driver. We therefore apply inverse optimization on the training data
to receive a weights matrix θ between the different zones, which scales the weight according
to the preference of the experienced drivers to use that certain edge. Since every zone can
only be visited from one particular depot, we will consider every depot separately, and thus
construct a weight matrix per depot. All routes leaving from that particular depot will form
a learning data set for that certain depot’s weight matrix. In this section, we will discuss the
inverse optimization approach more thoroughly.

4-3-1 Inverse Optimization Applied to TSP Formulation

Formally, let G be a complete directed graph with m nodes and, consequently, m2 directed
edges, in which m defines the number of zones that can be visited from a certain depot. For
every route instance in the training data set, only a subset of zones has to be visited. We thus
define the signal s ∈ Rm, where the i’th component of s equals 1 if zone i has to be visited,
and 0 otherwise. The same information is encoded by the set S, where i ∈ S if zone i has to
be visited, and i /∈ S otherwise.

We assume that the experienced drivers are the expert agents and that they are solving a
minimization

xet(s) = arg min
x∈X(s)

F ∗(s, x) (4-1)

to determine the zone sequence xet(s). We assume that the objective function they are
minimizing is equal to the TSP formulation and we thus formulate the hypothesis function
as

Fθ(s, x) =
m∑

i=1

m∑
j=1

θijxij = ⟨θ, x⟩. (4-2)
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The formulation is similar to the TSP formulation except for the fact that the weights are not
based on time or distance. In this case, the weight θij depends on the preference of the driver
to use the edge connecting zone i to zone j and is the unknown parameter we aim to retrieve
through inverse optimization. The parameter space Θ := {θ ≥ 0} imposes all weight vectors
to be nonnegative. Similarly to the TSP formulation, xij is 1 if zone j is visited directly
after zone i and 0 otherwise. A graphical interpretation depicting the nodes of the complete
directed graph G, the signal s and the action xet is given in Figure 4-4. In this figure, the
square depicts the depot and all other nodes are presented as circles.

(a) Nodes Graph G. (b) Signal s. (c) Action xet.

Figure 4-4: Graphical interpretation of the nodes of the graph G, the signal s and the action xet.

The constraint set X

X(s) =



x ∈ Rm2

∣∣∣∣∣

∑
j∈S

xij = 1, ∀i ∈ S

∑
i∈S

xij = 1, ∀j ∈ S

xij ∈ {0, 1} ∀i ∈ S, ∀j ∈ S∑
i∈V

∑
j∈V

xij ≤ |V | − 1, ∀V ⊂ S, V ̸= ∅, V̄ ̸= ∅

xij = 0 ∀i /∈ S

xij = 0 ∀j /∈ S



, (4-3)

is very similar to the constraint set of the formulation of the TSP and thus makes sure that
routes are computed in which the driver visits every node once and once only and that no
subtours occur. The last two constraints are added compared to the TSP constraint set.
Those two constraints require to compute a tour over a subset of nodes S, instead of visiting
all zones in the directed graph G. x ∈ Rm2 denotes the vector containing all xij . Notice that
x also contains information about edges from a node to the same node itself xii. The subtour
elimination constraint, however, imposes that those edges always have a value of zero.

The suboptimality loss will be used to determine the mismatch between the learner action
and expert action because of its computational benefits. Expressing the suboptimality loss
with the hypothesis function results in
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4-3 Inverse Optimization to Find Zone Weights 21

ℓs
θ = Fθ(s, xet) − min

x∈X(s)
Fθ(s, x)

ℓs
θ = ⟨θ, xet⟩ − min

x∈X(s)
⟨θ, x⟩

ℓs
θ = ⟨θ, xet − xln⟩.

(4-4)

The provided training dataset {(ŝt, x̂et
t )}t<T gives us a set of zones that has to be visited s and

the corresponding expert zone sequence xet for T route instances. The inverse optimization
program which we want to solve is formulated as

min
θ∈Θ

T∑
t=1

ℓs
θ(ŝt, x̂et

t , x) = min
θ∈Θ

T∑
t=1

{
⟨θ, xet

t ⟩ − min
x∈X(ŝt)

⟨θ, x⟩
}

= min
θ∈Θ

T∑
t=1

{
⟨θ, xet

t − xln
t ⟩

}
:= min

θ∈Θ
ℓ(θ),

(4-5)

in which we want to minimize the loss for the set of route instances by optimizing the param-
eterized weights θ.

4-3-2 Solution Method

To solve Equation 4-5, we propose a subgradient descent method with a two-fold update step,
containing an exact solution for the inner minimization and a subgradient descent update
step for the outer minimization. In this section, this will be discussed in more detail.

The subgradient descent approach will update the θ values according to

θ+ = Π(θ − η∇ℓ(θ)), (4-6)

in which a subgradient of the loss [33] is defined as

∇ℓ(θ) =
T∑

t=1

{
xet

t − xln
t

}
. (4-7)

The projection

Π(θ) = max(θij , 0) ∀i, j (4-8)

imposes that all weights keep a nonnegative value. The learner action

xln = arg min
x∈X(s)

⟨θ, x⟩ (4-9)
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has to be calculated every iteration again since the θ values are updated every iteration. To
this end, we use a TSP solver in which the cost matrix is defined as the updated θ matrix.2
Any TSP solver that finds an optimal solution can be used in this case. Since we are solving
the problem on a directed graph, the updates of the θ values may result in an asymmetrical
cost matrix. If a TSP solver is only able to solve symmetrical TSPs, it might be necessary to
transform the asymmetrical TSP into a symmetrical TSP according to the approach discussed
in Section 3-2-2. Furthermore, the zone of the depot is very far away from the other zones on
a route. From the data analysis, it becomes clear that the first visited zone after the depot is
chosen quite arbitrarily by drivers. We therefore want to exclude the depot from the routing
problem and solve an Open TSP with Unknown Depot with the remaining zones as discussed
in Section 3-2-3.
Although the subgradient descent method may yield sufficient results, we can achieve results
more efficiently if we use a stochastic version of the subgradient descent method [34]. In this
case, we take a randomized sample of the complete data set k ∼ U[1, T ] and calculate the
subgradient considering that specific data point only

∇̃ℓ(θ) = xet
t − xln

t . (4-10)

This is done iteratively for all data points k ∈ [1, T ]. The amount of computational effort of T
iterations of the stochastic subgradient descent approach is comparable to the computational
effort of one iteration of the regular subgradient descent approach, because the number of
times the TSP solver has to calculate the learner action, which takes the highest amount of
computation effort, is equal. The performance, however, is higher for the stochastic version.
Algorithm 1 gives an overview of the stochastic subgradient descent algorithm.

Algorithm 1 Stochastic Subgradient Descent Algorithm
1: Input: Step-size sequence {ηp}P

p=1, initial weight matrix θ1 ≥ 0 and dataset {(ŝt, x̂et
t )}t<T .

2: for p = 1, . . . , P do
3: Sample k sequentially from {1, . . . , T}
4: Compute the learner action xln = arg minx∈X(ŝk)⟨θp, x⟩
5: Compute stochastic subgradient: ∇̃ℓ(θ) = x̂et

k − xln

6: Stochastic Subgradient step: θ̃p+1 = θp − ηp∇ℓ(θ)
7: Projection step: θp+1 = Π(θ̃p+1)
8: end for
9: Output: θP +1.

The value for ηp is determined as ηp = η1/
√

p. The initial θ matrix is determined by the
geographical distance between the zone centers. For every zone, we determine the location
of a zone center by taking the mean of the longitudinal and lateral coordinates of all stops
that belong to that particular zone. The initial value θij is the Euclidean distance between
the zone center of zone i and the zone center of zone j. Let us repeat, that Algorithm 1 is
applied to every depot separately since every zone can only be visited from one depot. We
will thus construct a separate weight matrix for every depot.

2Notice that regular TSP solvers do normally not solve problems with the last two constraints of the
constraint set given in Equation 4-3. We simply respect those two constraints by ignoring the nodes from
graph G that are not contained in the set s. As such the problem is transformed into a regular TSP.
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4-4 Evaluation Phase

From the training phase, we retrieve the θ matrix providing us with weights that should
describe the preference of an experienced driver to use that edge. In the evaluation phase,
we want to compute routes using those weights on unseen evaluation data set {(ŝt)}t<T . In
this case, the actual driven routes are not presented to the algorithm but are later on used to
evaluate how similar the actual driven route and the algorithm-computed route are.

First of all, for a new route, we will find the zone sequence xln by minimizing Equation 4-9
with the θ values we have found in the learning phase. Again, we can use any TSP solver
that provides an optimal solution.

After that, the zone sequence should be transformed into a stop sequence. To determine the
stop sequence, we propose to solve a TSP with a modified cost matrix C, in which cij defines
the cost to travel from stop i to stop j. The travel times between the different stops are
provided by Amazon. The base of the cost matrix C will be those travel times. In other
words, c̃ij is defined as the time to travel from stop i to stop j. However, we will make two
modifications

cij :=


c̃ij , if stops i and j are in the same zone

c̃ij + M/2, if the zone of stop j should be visited directly after the zone of stop i

c̃ij + M, otherwise.

(4-11)

The idea behind the cost matrix modification is that we add a penalty M if two stops are
not in the same zone. If the zone of stop j has to be visited directly after the zone of stop i
in the received zone sequence xln the penalty is lower, namely 1

2M . If we choose the penalty
M sufficiently big, this cost matrix imposes that a TSP solution will automatically visit all
stops in the same zone before entering the next zone. Furthermore, the sequence of zones will
not be violated.

A regular TSP solver can be used to solve a TSP with cost matrix C. Again the depot will
be excluded from the problem and an open TSP will be solved. In this case, we know that
the first stop has to be a stop from the first zone and thus in this case we solve the Open
TSP introduced in Section 3-2-3. The begin stop and final stop of the TSP solution will be
connected to the depot. The algorithm for computing the stop sequence is given by Algorithm
2.

Algorithm 2 Compute stop sequence for the evaluation data set
1: Input: θ, M and dataset {(ŝt)}t<T .
2: for p = 1, . . . , T do
3: Compute zone sequence xln = arg minx∈X(ŝp)⟨θ, x⟩
4: Determine cost matrix C as shown in Equation 4-11
5: Solve TSP for stops with cost matrix C
6: Connect TSP solution to the depot
7: end for
8: Output: Stop sequences for dataset {(ŝt)}t<T .
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Notice that in our approach we did not take time window constraints into consideration.
Some participants of the Amazon challenge (e.g. articles VI and XXI of the proceedings
[7]) observed that the constraints are often trivially satisfied and if they are ignored it has a
minimal impact on the score. For that reason, we decided to ignore the constraints as well.
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Chapter 5

Results

In this chapter, we will validate our method and compare the score we have retrieved with the
scores on the Amazon leaderboard along with some other benchmark scores. Furthermore,
we will show an algorithm-proposed route compared with the actual driven route.

5-1 Implementation

The proposed approach has been implemented in a python code and numerically evaluated
on an Intel Xeon Gold 5218 CPU with a 2.30GHz clock speed and 32GB of RAM. In the
code, two different TSP solvers have been used. The Gurobi ILP solver has been used to
solve Equation 4-9 and calculate the learner action xln [35]. This solver has been chosen since
it gives an optimal solution, which is necessary to guarantee convexity of the suboptimality
loss. On the other hand, to determine the sequence of stops we used a TSP heuristic solver,
which gives close-to-optimal solutions. The heuristic developed by Google OR tools is used
[36] to find the stop sequence as this solver is computationally faster than the Gurobi ILP
solver.

In the learning phase, we removed all routes qualified as "low" from the training data set since
the evaluation data set only consists of routes that are qualified as "high". The percentage of
"low" routes was much lower than the percentage of "medium" and "high" routes. Therefore,
after removing the "low" routes, the data set was still sufficiently large to use for training.

Algorithm 1 iterates uniformly over all data points of the data set {(ŝt, x̂et
t )}t<T . We define

an epoch as T (the length of the data set) iterations in which every data point has been used
once. As explained previously, we apply our inverse optimization approach separately to each
depot of the dataset, and each depot has a different number of examples. Thus, since we have
to combine the results from all the depots for our final score, we decided to run the algorithm
with a number of iterations proportional to the size of their respective datasets, and combine
the result per epoch, instead of per iteration of Algorithm 1. The number of epochs is chosen
to be 50. The other parameters have been chosen to be η1 = 0.01 and M = 1000, as those
gave the best score for a predefined number of epochs.
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5-2 Validation of Approach

To validate the proposed approach in this thesis, we, first of all, want to check whether the
total suboptimality loss1 computed on the training data set decreases along with the number
of epochs of the stochastic subgradient descent algorithm and converges to the optimal value
for θ. Figure 5-1 demonstrates that the loss indeed decreases and seems to converge to an
optimal value. We thus conclude that the stochastic subgradient descent algorithm works as
intended.

Figure 5-1: The sum of the loss per epoch.

Although the loss is minimized, we still want to check our hypothesis that by minimizing the
loss, the similarity between routes proposed by the algorithm and the actual driven routes
increases. To do so, after a certain number of epochs, we compute the routes with the weight
matrix θ retrieved at that point and calculate the score. This is done for a predefined number
of intervals. We plot the score along with the loss, to see if the score indeed decreases if the
loss decreases. We also compute the score with the initial weight matrix. Figure 5-2 shows the
in-sample results, that is, the results when we evaluate our method using the same dataset of
6,112 routes used for training. This result shows that optimizing the weights with the use of
inverse optimization improves the similarity between the algorithm-proposed routes and the
actual driven routes.

To see if our algorithm is able to capture the preferences of drivers on unseen delivery requests,
we will be using the evaluation data set to compute the score. Figure 5-3 shows the out-of-
sample results of our approach, that is, the results when we train our model using the 6,112
training routes but evaluate it using the testing data set of 3072 unseen routes. Again, we can
see that if the weights are optimized in training, the score on the evaluation data set decreases,
although naturally, not as low as the in-sample score. We can thus conclude that with the use

1The total loss shown in the figures is calculated slightly differently than stated in Equation 4-5 in order
to decrease the computational effort. We approximate the loss by computing the loss after every iteration of
the stochastic subgradient descent algorithm shown in Algorithm 1 for one data point only. The sum of the
loss over all iterations in an epoch, and thus over all data points, is the one depicted in the graphs.
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Figure 5-2: The sum of the loss per epoch and the in-sample Amazon score.

of inverse optimization we are able to increase the similarity between our algorithm-proposed
routes and actual driven routes and we are thus able to capture (some of) the zone sequencing
behavior of experienced drivers.

Figure 5-3: The sum of the loss per epoch and the out-of-sample Amazon score.
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5-3 Amazon Score

The final score retrieved with our approach on the evaluation data set is 0.0429. To indicate
whether this score is promising, we have a closer look at the scoring metric. As discussed in
Section 2-2, the Amazon score indicates the similarity between an algorithm-proposed route
and an actual driven route. Some benchmark scores give us an insight into the meaning of the
score. First of all, for a completely random sequence of stops, the score is typically between
0.8 and 1.2. Secondly, Cook et al. [23] computed the score using a TSP solver without
any extra information. The score retrieved in that case was 0.07030. Lastly, Amazon has
published a leaderboard with the scores of all 48 participants of the Amazon Challenge. Our
score in comparison with the top 10 contestants is shown in Figure 5-4.

Figure 5-4: Our score compared to the Amazon Score Leaderboard of the top 10 contestants.

The first score in the leaderboard is derived by Cook et al. [23]. Their score is very impressive
but our approach has some advantages compared to their method. Since their method consists
of an in-depth analysis of the encoding of zones (the Zone ID), after which they derive
constraints based on this encoding, their heuristic is very problem dependent. Our approach,
however, is easily adaptable in two ways. First, the encoding of the zones has no influence
on our approach, as such our method can also be applied to a similar problem with another
encoding of the zones. If a data set is rich enough, we could even apply the zone sequencing
strategy directly to stop sequencing. Secondly, if new data becomes available the weights θ
could easily be updated. If there would be a constant supply of new data, the method could
be transformed into an online inverse optimization learning method as proposed by Bärmann
et al. [16].

The disadvantage of our implementation is that the learning time is high. This results from
the structure of our method. For every iteration, an exact TSP solver has to compute the
learner action xln, which approximately takes 0.5 seconds with the exact Gurobi ILP solver
[35]. Since the number of iterations is high, due to the size of the data set, the learning phase
might take a lot of computational effort.
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5-4 Comparison of Routes

To give an interpretation of the routes proposed by our method, Figure 5-5 shows an expert
route and an algorithm-proposed route from the evaluation data set.2 From the comparison,
we can remark that, in this route, the expert route does not always visit all stops in a zone
before entering another zone. For the algorithm-proposed route, however, this will always be
the case, since this is obliged by our approach. Considering the transformation of an expert
route from a stop sequence to zone sequence discussed in Section 4-2, we can conclude that
the zone sequences of both routes are almost similar.

(a) Expert route. (b) Algorithm proposed route.

Figure 5-5: Comparison between expert route and algorithm proposed route.

2The depot is very far away from all other stops and thus cut off the figure.
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Chapter 6

Conclusions

In this thesis, we have shown that data-driven inverse optimization can be used to learn
routing patterns from historical routing data. The zone sequences performed by experienced
drivers have been assumed to be the solutions of a TSP, in which the weights represent the
preference of the drivers to use a certain edge. Those weights were the unknown parameters
in the inverse optimization program. Due to the way we formulated the inverse optimization
program, using the suboptimality loss in combination with a hypothesis function linear with
respect to θ, the convexity of the program allows us to use a stochastic subgradient descent
method. Our results show that by minimizing the suboptimality loss, the similarity between
the algorithm-proposed routes and the actual driven routes increases.

Regarding the Amazon Challenge, to which we applied our inverse optimization approach,
we have been able to achieve a score of 0.0429, which scores 4th on the leaderboard of all
48 contestants. Furthermore, compared to the highest-scoring approach, our approach is
systematic and does not depend on the encoding of the zones. This makes our approach
applicable to other data sets. The inverse optimization approach, which learns the zone
sequencing behavior of expert drivers, could even be applied directly at stop level, if the data
is rich enough, meaning stops are visited multiple times throughout the data set. Furthermore,
our approach is modular, in the sense that, any TSP solver, that gives an optimal solution,
can be used in Algorithm 1. As such, if designers have preferences for certain solvers or
developments occur in the field of TSP solution methods, it is easy to implement those
solvers in our approach.

The inverse optimization approach proposed in this thesis is applied to a basic TSP. However,
the tools described to use inverse optimization can easily be applied to other routing problems
such as the VRP by adjusting the hypothesis function, shown in Equation 4-2, and the
constraint set, shown in Equation 4-3, such that those are consistent with standard VRP
modeling as an integer optimization problem [37]. Similar modifications could be used to
handle other common scenarios, such as routing problems with time windows, backhauls,
pickup and delivery, etc, which highlights the flexibility of our inverse optimization framework.
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The main drawback of our implementation is its high computation time. Due to the structure
of the approach, we have to solve a TSP for every iteration of the stochastic subgradient
descent method in the learning phase. In our implementation, the Gurobi ILP solver takes
approximately 0.1-0.5 seconds to solve a TSP instance. Due to the size of the data set, the
computation time of the learning phase is high.

Even though we have already achieved promising results, there are several modifications to
our approach that could lead to improvements in our final score.

• The use of an exponentiated gradient descent update step instead of a subgradient
descent update step could improve the loss minimization. Preliminary results and a
more detailed discussion on this topic can be found in Appendix A.

• To prevent overfitting to the training data, a generalized version of the suboptimality
loss, in which we can include distance penalization, could be tested. Again, preliminary
results and a more detailed discussion on this topic can be found in Appendix A.

• As explained in Section 4-1, human drivers tend to visit all stops within a zone before
moving to another zone. It turns out that from the Zone ID provided by Amazon, we
can define various levels of zones. That is, we have zones that comprise a set of stops;
we have areas, which comprise a set of zones; and regions, which comprise a set of areas.
Moreover, in the same way, drivers tend to visit all stops within a zone before moving
to another zone, the same behavior is observed at the area and region levels. Thus, a
promising idea is to modify our inverse optimization approach to use this assumption.

• The main drawback of our current implementation is the high computation time in the
learning phase. The use of state-of-the-art TSP solvers, such as the Concorde solver
[38], could decrease this.
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Appendix A

Exponentiated Gradient Descent &
Generalized Suboptimality Loss

In this appendix, we will introduce two concepts that could improve our method and show
some preliminary results.

A-1 Generalized Suboptimality Loss

First of all, the generalized suboptimality loss function can be used instead of the subopti-
mality loss function, which in theory should prevent overfitting to the training data [39]. A
generalized version of the suboptimality loss

ℓg
θ(s, xet, xln) : = Fθ(s, xet) − min

x∈X(s)

{
Fθ(s, x) − γd(xet, x)

}
(A-1)

includes a distance penalization term, where γ defines the penalization parameter and the
function d(xet, x) denotes a distance function between the expert action xet and the optimizer
x. If γ is chosen to be zero, the generalized suboptimality loss is again equal to the regular
suboptimality loss.

Our choice for a distance function is the L1 norm

d(xet, x) = ∥x − xet∥1. (A-2)

Since the action x in our problem only consists of binary variables, the distance function can
be rewritten to
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∥x − xet∥1 =
m2∑
k=1

(1 − xk)xet
k + (1 − xet

k )xk

=
m2∑
k=1

xet
k + (1 − 2xet

k )xk.

(A-3)

If this is plugged into the generalized suboptimality loss it will result in

ℓg
θ = ⟨θ, xet⟩ − min

x∈X(s)

⟨θ, x⟩ − γ

 m2∑
k=1

xet
k + (1 − 2xet

k )xk


= ⟨θ, xet⟩ − min

x∈X(s)

⟨θ, x⟩ −
m2∑
k=1

γxet
k −

m2∑
k=1

γ(1 − 2xet
k )xk


= ⟨θ, xet⟩ +

m2∑
k=1

γxet
k − min

x∈X(s)

{
⟨θ, x⟩ − γ⟨1m2 − 2xet, x⟩

}
= ⟨(θ + γ1m2), xet⟩ − min

x∈X(s)
⟨(θ − γ(1m2 − 2xet)), x⟩

= ⟨(θ + γ1m2), xet⟩ − ⟨(θ − γ(1m2 − 2xet)), xln⟩.

(A-4)

If a data set {(ŝt, x̂et
t )}t<T is provided and the generalized suboptimality loss function is used,

the inverse optimization program can be written as

min
θ∈Θ

T∑
t=1

ℓg
θ(ŝ, x̂et, xln) = min

θ∈Θ

T∑
t=1

{
⟨(θ + γ1m2), xet⟩ − min

x∈X(s)
⟨(θ − γ(1m2 − 2xet)), x⟩

}
. (A-5)

This means we can still solve the inner minimization with an exact TSP solver, however,
we have to adjust the weights with the term γ(1m2 − 2xet). We can apply the stochastic
subgradient descent algorithm in a similar fashion, since the gradient of this loss with respect
to θ is still equal to the gradient for the suboptimality loss, as described in Equation 4-10.
However, the learner action xln is the outcome of a different minimization program.

A-2 Exponentiated Gradient Descent

Secondly, the stochastic subgradient descent update step could be replaced by an exponenti-
ated gradient descent update step

θ̃+ = θ ⊙ exp{−η∇ℓ}

θ+ = θ̃+

∥θ̃+∥1
,

(A-6)

introduced by Kivinen et al. [40]. The advantage of this update step is that no projection
is needed to make sure all θij values are nonnegative since they stay positive by definition
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if the initial value of θ > 0. This strategy is specially designed for problems in which the
optimization variable is constrained to the simplex plane. As such, we define a parameter
space Θ = {θ ≥ 0, ||θ||1 = c}, in which c is an arbitrary constant, which guarantees that the
trivial solution θ = 0, will not be reachable. For the subgradient descent algorithm, we can
not guarantee this. Although in practice the chance that the subgradient descent algorithm
would reach the trivial solution is very small since in that case all m2 θ values should become
equal to zero, the advantage of the exponentiated version is that we can guarantee this will
not happen.

A-3 Preliminary Results

Some preliminary results on the two introduced concepts have been retrieved. First, the
exponentiated gradient descent method has been tested on the training data set and the
evaluation data set. The results are shown in Figure A-1. We can see that the relative
difference between the initial and final loss is bigger than the one we achieved using the
subgradient descent approach. The final score using the training data set is also slightly lower
than the one retrieved with the subgradient descent method. However, the score retrieved
using the evaluation data set is slightly higher. A possible explanation could be that from
a certain point, minimizing the loss for the training data set, results in overfitting to the
training data set.

(a) In-sample results. (b) Out-of-sample results.

Figure A-1: The loss and score of the exponentiated gradient descent method with γ = 0 and
η = 0.3.

A possible way to prevent overfitting to the training data could be the use of the generalized
suboptimality loss. In Figure A-2 the results are shown for the exponentiated gradient descent
method including a distance penalty term γ = 0.01. From the results, it becomes clear, that
indeed, the results using the training data set worsen while the results using the evaluation
data set are not that much worse. In future research, the tuning of the distance penalty term
γ could result in an improvement in results.

Master of Science Thesis Piet van Beek



36 Exponentiated Gradient Descent & Generalized Suboptimality Loss

(a) In-sample results. (b) Out-of-sample results.

Figure A-2: The loss and score of the exponentiated gradient descent method with γ = 0.01
and η = 0.3.
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