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Chapter 1

Introduction

Governments and businesses around the world operate complex and interconnected in-
formation systems and networks. In recent years organisations have made their networks
increasingly open to the outside world. For instance, many organisations allow partner
organisations to access parts of their inner network, customers to directly interact with
a company’s databases in e-commerce transactions, or allow employees to access their
private networks from home. This increase in external access has made today’s networks
more susceptible to attacks [2].

In the past, cyber attacks were generally perceived to be the work of the stereo-
typical lone hacker. In recent times they’re increasingly observed to be the work of
disgruntled employees, hacktivists, vandals and script kiddies, organised crime, terrorist
organisations, and state actors [3, 4].

These developments, along with increasingly sophisticated methods to attack being
more accessible, are considered some of the reasons why cyber attacks are on the rise [2].
In recent times there have been several highly publicised attacks, e.g. when an unknown
group of hackers reportedly stole $300 million from banks [5], published private pictures
of celebrities after hacking cloud services [6] and stole sensitive personal data on over 22
million U.S. government employees [7].

In order to detect cyber attacks organisations often monitor their networks, systems
and applications for suspicious activity or known attack patterns. To do so they often
deploy solutions like an intrusion detection system (IDS), intrusion prevention system
(IPS) [8], and/or a security information and event management (SIEM) system [9].

Most of the methods and systems currently in use for detecting cyber attacks are
rule-based, i.e. pre-existing knowledge is used to define monitoring rules. For example,
a rule might generate an alert if the system observes 5 failed login attempts for a given
user within a period of 30 minutes. With a well-defined set of rules, the main advan-
tages of such systems is reliable detection and low false alarm rate. However, the main
disadvantage of such systems is that without the relevant monitoring rules they can not
detect unknown or novel attacks [2, 10].

Furthermore, newly discovered vulnerabilities often do not immediately become pub-
lic knowledge. Hackers and computer security researchers that discover such vulnera-
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2 CHAPTER 1. INTRODUCTION

bilities can sell the information on the black market. The buyer might then use the
information to develop and execute new attacks [11], i.e. vulnerabilities that are known
to some are unknown to others.

Anomaly detection refers to finding patterns or instances in data that do not con-
form to what is normal and expected, i.e. anomalies are rare and different from the norm.
Anomalous patterns found in organisational system and application data can reveal at-
tacks against an organisation without the need for pre-existing rules for each attack [12].
Anomaly detection for the detection of cyber attacks has been extensively researched
by academia since it was originally proposed in 1987 [13]. However, few such systems
have been successfully implemented in an operational environment for improving cyber
security [10, 14]. One of the reasons for limited operational success is that technologies
failed to provide the environment needed to do anomaly detection. For a long time it
was not economically feasible to store and retain the needed (and vast) amounts of data
and build the computational capabilities needed. With the emergence of new tools and
technologies that are capable of handling and analysing large amounts of data (e.g. dis-
tributed technologies like Hadoop and Mapreduce) it is becoming increasingly feasible
to do anomaly detection on a large scale [15].

In this work we approach this problem from an organisational perspective and try
to identify promising practices (e.g. regarding data choices, output expectations, perfor-
mance requirements) for deploying anomaly detection for cyber security purposes in a
business environment. While anomaly detection is used in other problem domains (e.g.
detecting anomalies in medical imagery and damage in industrial machinery [12]) we use
the term ’anomaly detection’ to refer to its application in cyber security.

1.1 Overview

In chapter 2 we describe the research methodology, including objectives, approach and
research questions that we aim to answer in this work. Next, in chapter 3 we explore
research topics related to this research. The topics include the current state of research
efforts and challenges of anomaly detection, the execution anomaly detection projects
within organisations, and usability of cyber security tools. Thereafter, in chapter 4 we
construct and describe an anomaly detection methodology based on scientific literature.
In chapter 5 we do case studies at business organisations that use anomaly detection as
a tool for detecting cyber attacks. Furthermore, we link the case studies back to the
theoretical methodology and compare. In chapter 6 we discuss important topics that
arose from this study. Finally, we conclude the thesis in chapter 7 with conclusions and
reflections.



Chapter 2

Research Methodology

In this chapter we describe the research methodology. First, we identify and explain
the knowledge gap and problem statement. Second, we outline the aim of the research,
high-level objectives, and the means to achieve them. Third, the research questions, and
the academic and practical relevance of this research. Last, we describe our approach of
answering the research questions.

2.1 Knowledge gap and problem statement

2.1.1 Complex projects in business organisations

Deploying an anomaly detection system in an organisation is a technological project.
Generally, these type of projects are often complex and commonly exceed the time and
budget allocated [16].

On one hand, such projects have to deal with technological complexity that is in-
fluenced by several factors. For instance, the size of the system, the number of tasks
it has to perform, and the number of sub-systems [17]. More importantly, the extent
of the interaction and dependency between sub-systems, e.g. bi-directional communica-
tion, and a fault in one sub-system easily spreads throughout the entire system [18].
Lastly, technological innovation increases complexity as the implications of using that
technology may not be well understood, resulting in unique sub-systems that are often
challenging to integrate with other sub-systems [17,18].

On the other hand, technological projects face social and organisational complexi-
ties. Developing the interaction between different parts of the system is a shared task
performed by fragmented groups of professionals (e.g. highly specialised but different
types of engineers) [16]. Due to technological complexity, individual tasks often require
certain skill-sets to perform [19]. The interaction between the different specialists may
prove difficult (e.g. frequent misunderstandings and disagreements), hence adding to the
project complexity [16].

Deploying innovative technology requires high-tech professional workers that have
different motivations than managers and other types of workers [20]. The high-tech pro-

3



4 CHAPTER 2. RESEARCH METHODOLOGY

fessionals are highly educated, seek autonomy, and have strong ties to their technical
speciality through external communities of professional peers. Moreover, they take pride
in the quality of the technology, are motivated by challenging work, and are engaged in
the innovation process and the realm of ideas. Furthermore, they may desire to dissem-
inate knowledge that contributes to their field, or to push for the organisation to adopt
standards set by the external communities of professional peers. Unsurprisingly, these
characteristics may clash with the characteristics of managers that are more concerned
with the health of the business than the technology itself [20].

Another essential point about complex projects is the complexity added by having
multiple objectives and conflicting goals when working with many stakeholders (e.g.
managers, clients, project team, business owner, public bodies) [21]. In fact, Engwall [22]
defines environmental factors like sudden opposition of stakeholders as one of the three
types of project management failures. The other two are general deficiencies in project
management (e.g. poor planning or coordination) and the problems with aligning the
project to its goals (e.g. they are vague, unclear, or constantly changing) [22]. As a result,
a project manager of complex technological projects must be sensitive to organisational
politics and to the (real or imagined) concerns of stakeholder groups resulting from the
changes and disruptions brought by the project [23].

As mentioned before, the organisational deployment of anomaly detection will likely
include these general complexities of technological projects. In this subsection we have
introduced issues that are common in technological projects. In the following subsection
we present issues that are more specific to anomaly detection.

2.1.2 Anomaly detection in business organisations

Anomaly detection has promising applications for cyber security. Mainly, for detecting
unknown (or undefined) attacks that traditional rule-based detection can not do [24,25].
However, there are many practical challenges that apply to this problem in particular.
For example, a high rate of false positives, difficulties with modelling normal activity,
and costly evaluation [10, 14]. In addition, organisational issues play an important role
in the preparation, execution, and success of anomaly detection projects. Gaining access
to data and necessary experts, and privacy and legal concerns are organisational issues
that commonly affect anomaly detection projects [10,12,26,27,28,29]. Furthermore, the
combination of a high false positive rates and alerts that are generally less interpretable
than those of rule-based systems make usability especially challenging [10,14,30].

Some research exists (e.g. [10, 14]) where researchers provide a set of guidelines,
i.e. best practices, that are designed to improve the approach of researchers or others
that want to deploy operationally sound and effective anomaly detection techniques
for detecting cyber attacks. These are general guidelines on how to avoid common
pitfalls and address potential problems when applying anomaly detection. However,
the guidelines are too general and abstract to be directly applied to specific types of
organisations or for addressing specific cyber security tasks in business environments.
Therefore, it is a challenging task for an organisation to create its own pathway for
deploying a usable anomaly detection approach.
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It is likely that many researchers do not have a clear insight into how different
business organisations approach anomaly detection in practice and what issues may
play an important role that environment. This is partly due to the fact that research
on the topic is sparse and this sort of insight is not made readily available by business
organisations. Therefore, it may be difficult for researchers to provide clear guidelines
for business organisations interested in deploying anomaly detection tools.

As mentioned before anomaly detection has been extensively researched for almost
three decades while it has seen relatively little operational success. We argue that we
have to better understand this gap in order to move research and practice towards more
operational and usable anomaly detection.

Problem statement:
There are significant discrepancies between the application of anomaly
detection in research and business organisations, resulting in low utility
of anomaly detection solutions in industry.

2.2 Objectives

The main objective of this research project is to contribute to the research area of
anomaly detection by investigating the gap, or discrepancies, between anomaly detection
in practice and research. We argue for importance of further exploring the best practices
and practical challenges that face anomaly detection in the organisational environment.
With a better understanding of the gap we aim to provide recommendations for business
organisations that want to deploy anomaly detection.

In order to reach our goals this research has three sub-objectives. First, we propose a
a theoretical methodology for producing usable anomaly detection approaches for busi-
ness organisations based on the guidelines discussed in academic research (chapter 3).
We gather best practices covering different issues that we find are often overlooked or
underestimated in research and practice. Some of these issues apply more specifically to
anomaly detection (e.g. costly evaluation, variability of data) while others apply to data
mining projects in general (e.g. working with problem owner, access to data or experts).
Furthermore, we focus on two usability issues that are seldom the main focus of studies
on anomaly detection, the amount of false alarms and actionable alerts. Second, we gain
insight into how business organisations deploy anomaly detection in practice. We do a
case study comprising of interviews with organisations that do anomaly detection. In the
interviews we broadly cover the content of the theoretical methodology and any other is-
sues that play an important role in the specific organisational context, e.g. requirements,
expectations and business case. From the interviews we identify the main success fac-
tors and challenges that these organisations have encountered. Moreover, we reconstruct
and understand their methodology for deploying anomaly detection. Third, we aim to
understand the similarities and differences between anomaly detection in practice and
in theory by analysing and comparing different methodologies.
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2.3 Research questions

Main research question:
What are the core discrepancies between theoretical guidelines and op-
erational approaches when using anomaly detection in business organi-
sations?

Research questions:

RQ 1 - What is the state of the art of research on anomaly detection for
detecting cyber attacks?

In this research question we explore literature on anomaly detection in business organ-
isations to determine the existing recommended practices and guidelines. We focus on
the technical and organisational challenges of anomaly detection and the usability of the
alerts generated by an anomaly detector. This literature study has two goals. First, to
define a set of statements (propositions) to use as building blocks when constructing a
theoretical methodology for deploying operational anomaly detection approaches. Sec-
ond, to design interviews that cover the broad set of issues related to making anomaly
detection operational.

RQ 2 - What methodology for anomaly detection does academic research
propose for business organisations?

With the propositions derived from the recommended practices and guidelines from aca-
demic research (RQ 1) we construct a theoretical methodology for deploying operational
anomaly detection. More specifically, we tailor a generic methodology for data mining
projects to the guidelines for deploying operational anomaly detection from academic
research. The main purpose of this research question is to create the foundation for
comparing theory with practice. This theoretical methodology is general in the sense
that it is not tailored to specific types of attacks, data, tools, or organisations. However
this will enable us to compare theory with a diverse set of practical approaches.

RQ 3 - How do business organisations approach anomaly detection?

In this research question we attempt to understand and reconstruct the implicit or
explicit approaches followed by business organisations doing anomaly detection. We do
that in a series of case studies where we use the interview questions defined in RQ 1
to explore how they have approached this problem in practice. Furthermore, we aim to
identify success factors and challenges of anomaly detection from the perspective of the
business organisation. In addition, we aim to highlight stakeholder complexities that are
likely to occur in complex technological projects as discussed in subsection 2.1.1.

RQ 4 - How does a theoretical methodology compare to practical approaches
in business organisations?
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In this research question we analyse the differences (and similarities) between anomaly
detection in research and industry. More specifically, we compare the theoretical method-
ology (RQ 2) with the approach of business organisations (RQ 3).

Firstly, we evaluate the soundness of the theoretical methodology. For instance, we
identify and understand which propositions are most relevant and irrelevant in practice.
Secondly, we look at the completeness of the theoretical methodology in practice. That is
to see whether we have identified significant technical, organisational or usability issues
or concerns that are not covered by the theoretical methodology.

2.4 Relevance

Scientific relevance. A large body of research on anomaly detection exist. However,
a small subset of it focuses on ways to make these techniques operational in industry.
In this work we will add to this research interesting by testing the applicability of these
theoretical propositions in practice. These propositions have, to our knowledge, not been
explicitly tested in practice. Furthermore, in an effort to help bridge the gap between
theory and practice we perform an analysis of current anomaly detection practices in
business organisations.

Management relevance. From a practical perspective this research is relevant as
it aims to identify good practices for organisations deploying anomaly detection. The
outcome of this work can help managers and experts to define or follow anomaly detection
approaches that focus on usable and operational results, and avoid common pitfalls on
the way.

2.5 Research approach

This research follows an exploratory approach. As is common in exploratory research,
this work makes use of propositions based on a literature review [31]. The propositions
are the main findings of the literature review, forming building blocks of the theoretical
methodology for doing anomaly detection. These are provisional tools for advancing the
research with the aim of leading to the discovery of new insights or facts. Thereafter
evidence is collected that may or may not support the propositions [31].

In this study we collect evidence in case studies at two business organisations that
are doing anomaly detection in practice, a financial institution (FI) and an internet ser-
vice provider (ISP). By means of interviews and observations of practical work in such
organisations we explore how they approach the problem of making anomaly detection
operational. In summary, we explore how well the propositions from academic research
hold in their intended environment.

The following paragraphs outline the research approach followed for the major phases
in this work.
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Literature review (chapter 3). We study literature on the state of the art of
anomaly detection for detecting cyber attacks. More specifically, we study on both
the technical and organisational aspects of such projects. In addition, we explore the
usability criteria of alerts produced by such tools as they eventually have to be verified
by experts.

Propositions and a theoretical methodology (chapter 4). We extract state-
ments, or propositions, e.g. in the form of best practices, challenges, guidelines, from
the literature review and construct a theoretical methodology for anomaly detection in
practice. More specifically we tailor CRISP-DM [1], a well-known generic framework for
data mining projects, to anomaly detection. This is a provisional ’ideal’ methodology
for doing anomaly detection that will guide us in the process of conducting this research
and discovering new insight.

Exploration of practices in business organisations (chapter 5). We do case
studies of business organisations that are actively pursuing or deploying anomaly detec-
tion. We interview various stakeholders related to those efforts, e.g. business managers,
project managers, data scientists, data engineers, and security experts. We select in-
terviewees from different roles that reflect the broad range of topics from the literature
survey, i.e. the purpose is to look at anomaly detection from different perspectives, tech-
nical, organisational and usability.

The interviews will be conducted in face to face meetings. These will be semi-
structured interviews, structured around the theoretical methodology while remaining
open, allowing interviewees explore and discuss different views. Firstly, they will broadly
cover the contents of the literature review and theoretical methodology. E.g. success
criteria, modelling and maintaining normal activity, evaluation, organisational support,
usability of alerts. Secondly, we ask open questions that enable the exploration of ideas
and topics from the perspective of the interviewee. These questions will emphasise how
the organisation approaches anomaly detection, what has been successful and what has
been unsuccessful.

Analysis (chapters 5 & 6). Following the interviews we start the analysis phase
where we compare theory and practice. Starting the analysis phase, we first revisit the
theoretical methodology and link the data from the case studies back to the proposi-
tions. We identify the main differences and similarities between the two by looking at
whether the data from the case studies support, fail to support, or provide an alternative
perspective on the proposition(s).

Moreover, we investigate some of the major discrepancies between practice and the-
ory. We elaborate on the main issues that come up during the case studies but are not
identified in the theoretical methodology, i.e. the additional insight from the case stud-
ies. These may be issues important for operational deployment that researchers could
further explore, or incorporate into their research on anomaly detection.
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2.6 Thesis structure

Figure 2.1 is a visual presentation of the research methodology, research questions, their
relation to the case studies and the individual chapters of this work.

RQ1 - Literature review on 
anomaly detection

RQ2 – 
Theoretical 

methodology 
for anomaly 

detection

RQ4 – Comparison of theory 
and practice

Case studies

RQ3 – Anomaly 
detection in practice

2. Research methodology

1. Introduction

Technical

Organisational

Usability

Approach/issues/
guidelines

4. A theoretical anomaly 
detection methodology

3. Literature review

5. Exploration of anomaly 
detection in practice

7. Conclusions and 
reflections

6. Discussion

Interviews

ISP

$

FI

Figure 2.1: Structure of the thesis
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Chapter 3

Literature review

In this chapter we answer RQ 1 by exploring research topics related to anomaly detection
in practice. First, we discuss the state of the art of using anomaly detection to find cyber
attacks. There we explore what advantages anomaly detection can hold for business
organisations. Moreover, we research the potential reasons behind the relatively limited
operational success of anomaly detection. Second, we explore organisational issues that
can affect the execution of anomaly detection projects. Third, we look into the topic
of usability of alerts produced by cyber attack detection systems. With the number of
false alarms and interpretability of alerts being some of the main challenges of anomaly
detection [10,14] we consider these as key usability issues for organisational success.

3.1 The state of the art of anomaly detection for cyber
attacks

Anomaly detection is an active area of research, and has been so for almost three decades.
In 1988, a year after Denning [13] first proposed it, Lunt [32] presents a prototype

host-based intrusion detection system that uses both rule- and anomaly-based methods.
The system learns the normal behaviour of the user over time and reports anomalous
behaviour. The researcher argues that using both methods the system benefits from the
strengths of both approaches while overcoming their weaknesses (e.g. false alarms and
inability to detect unknown attacks) [32]. Ever since the research area on using anomaly
detection for detecting both network- and host-based attacks has been active [12,24].

One of the main advantage of anomaly detection is the ability to detect unknown
(or undefined) attacks, which rule-based methods are unable to do [24,25]. In addition,
knowledge gained from the detecting anomalies can be used for developing and refining
detection rules [25, 33, 34], possibly reducing the time spent and cost of the process.
This is for example done by using rule extraction techniques to generate comprehen-
sible rules [35] from the activity identified as anomalous, i.e. translate anomalies into
understandable rules.

Labelled training data for both normal and malicious activity is often unavailable

11
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in practice as it is often technically challenging or prohibitively expensive to obtain
[12]. Therefore, methods that do not rely on labelled data (unsupervised) are the most
widely applicable compared to the other types of machine learning (i.e. supervised and
semi-supervised) [12]. However, the unsupervised methods assume that normal network
activity is far more frequent than anomalous, which is not always valid [24]. Many semi-
supervised methods can be applied under the same assumption. That is, as long as the
resulting model is robust to the anomalous activity present in the data [12]. In such
cases the unlabelled data used while it is assumed to contain only instances of normal
activity [36].

Research remains active and recent publications make promising claims. For in-
stance, in [37] the authors propose a real-time method to detect both encrypted and
unknown attacks in high-level network data. In the first phase they find time slots
where the network traffic changes, within that period identify outlier traffic patterns,
and send to human expert validation. In case of possible Botnet attacks the system goes
into another phase where it attempts to identify communication between bots and bot-
masters. As future work, the authors intend to test their method on simulated datasets.
In [38] the author attempts to detect attacks in an organisation’s private network. Us-
ing real-life data, they employ algorithms that splits network entities into two groups,
clients and services. Next, usage profiles are constructed for each group and how they
interact with each other. Anomalous activity then triggers an alarm, for instance when
a client uses an uncommon service that does not fit his normal usage profile. This results
in an anomaly detection that generates a few hundred anomalies per day. While there
are claims that a human administrator can easily inspect this amount of anomalies in a
day [38], the usability of this approach is questionable as the author does not provide
support for this claim. In both [39] and [40] authors claim their anomaly detector can
detect network attacks like distributed denial-of-service (DDoS) attacks, port- & network
scans, and spreading worms. The methods are applied on high-level network traffic data
without any prior knowledge, labels, or rules. Both find clusters of patterns within the
traffic data to detect previously unknown attacks. Both claim to have a high detection
rate and a low false positive rate using simulated datasets.

Summary

In this section we took a broad look at the research developments and promising applica-
tions of anomaly detection for cyber attacks. We now highlight a few conclusions. Firstly,
anomaly detection has the potential of detecting attacks without the prior knowledge
needed for constructing conventional detection rules. Moreover, the knowledge gained
from using these methods can be used for defining and refining conventional detection
rules. Secondly, unsupervised (and semi-supervised) machine learning techniques seem
to be the most applicable since labelled training data is often unavailable and hard to
obtain.

Characteristic Description
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Potential benefits
Detection of new attacks [24,25].

Refinement of detection rules [25,33,34].

Types of learning
in anomaly
detection

Unsupervised is widely applicable since labelled data is often unavailable
[12].

Semi-supervised can be used on unlabelled data, as long as anomalies
are rare enough and the model is robust to the anomalies [12,36].

Supervised requires a dataset with accurate labels of both normal and
anomalous activity [12].

Table 3.1: The state of the art of anomaly detection (3.1)

3.2 Technical challenges in anomaly detection for cyber
attacks

The machine learning methods that make the foundation of anomaly detection have
been successfully implemented in several problem domains (e.g. spam detection and
recommendation systems). Even though this topic has been studied in a large body, these
techniques have not become widespread and operational in business organisations [10].
Two articles [10, 14] that examine the reasons for this gap between academic research
and implementation form the foundation of this research.

Assumptions. Gates and Taylor [14] identify several common assumptions that are
found in literature on anomaly detection and question whether these assumptions hold
for the operational network environment that the anomaly detectors are being developed.
The authors define three categories of assumptions about the problem domain, training
data, and operational usability.

The assumptions about the problem domain are that attacks are rare and distin-
guishable from normal behaviour, and that anomalous activity is malicious. There are
several examples available where these assumptions do not hold [14]. Firstly, attacks
are not anomalous if attackers deliberately and successfully conceal their activity within
the variable nature of network- or host activity [41, 42]. This was observed in a recent
case where an unknown group of hackers reportedly stole $300 million from banks after
months of lurking in their systems and observing, eventually mimicking the behaviour
of employees who’s accounts the attackers had compromised [5]. Secondly, attacks are
not always rare as is shown in [43] where 8 million scanning attempts took place in one
day on a single organisation’s network, two times greater than the number of normal
incoming connections for that day. Thirdly, the assumption that most anomalies are
malicious does not hold in network environments, as is shown in studies [44, 45] where
few to none of the detected anomalies represent malicious activity.

The assumptions about the training data are that attack-free training data is avail-
able, simulated data is representative, and that network traffic is static. The authors
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discuss examples where these assumptions do not hold. Firstly, research on the topic
often requires attack-free data, but as discussed before real-life data is likely to contain
a large number of attacks and the process of making it attack-free is a cumbersome pro-
cess [14]. Secondly, simulated data is often used due to availability and privacy reasons.
The most popular datasets available for intrusion detection research are old, lack vari-
ability, and not representative of current real-life network traffic conditions [14]. Maxion
and Tan [46] demonstrate the effects of variability in data has on performance by tun-
ing parameters for generating simulated datasets. While maintaining a 100% detection
rate, the s range from being close to none up to a rate of 100% in increasingly variable
datasets. Thirdly, network traffic has been shown to be highly variable in both the short
term and the long run, most research acknowledge this fact while failing to address issues
related to updating the anomaly detectors [14].

The assumptions about the operational usability are that false alarm rates above
1% are acceptable, that there is consensus on what is considered malicious activity, and
that experts can interpret anomalies. There are several examples available of where
these assumptions do not hold. Firstly, even with small percentages of false alarms,
the anomaly detection system can quickly become unusable, for instance if the amount
of data means that 1% false alarm rate generates thousands of alerts each day [14].
Hadžiosmanović et al. [30] evaluate the usability of algorithms used in anomaly-based
intrusion detection system research by looking at thresholds for false positives: 10 false
positives per day represents the number false alarms for a user to maintain trust in the
system, and 1 false positive per minute represents the maximum number of alarms that
a human can verify for traditional intrusion detection systems. When confronted with
highly variable data, high detection rate was not possible without unacceptably high
levels of false positives. Secondly, research is often missing a discussion about what is
defined as malicious activity and treat all anomalies as interesting and potential attacks.
However, this definition is not universal but has more to do with the security policies
and priorities of each organisation, e.g. scanning activity might be treated as an attack
in one organisation but merely a nuisance to the other [14]. Thirdly, unlike rule-based
systems anomaly detectors do not report information on what types of attacks have
been detected, hence it is likely that more time is required to verify alerts from such
systems [30]. The assumption that experts have the time, interest and ability to verify
the anomalies is questionable since the same experts are likely busy enough with dealing
with known threats [14].

Unique challenges. Sommer and Paxson [10] discuss unique challenges related to the
use of machine learning techniques in anomaly detection for cyber attacks and divide
them into five categories: challenges of outlier detection, the high cost of error for this
problem domain, the semantic gap, diversity of network traffic, and the difficulties with
evaluation.

If the goal of the anomaly detector is to discover unknown attacks it has to be able to
do meaningful outlier detection which detects activities that deviate from the norm.
To do so normal activity has to be modelled which is hard for the high dimensional
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and variable data produced in today’s organisational environment. Anomaly detection
for credit card transactions have been shown to work in practice, but that problem
resides in better-defined and lower dimensional data than the detection of cyber attacks.
Furthermore, machine learning generally performs better when classifying into known
groups, like in the case of spam detection where a message is either spam or not, and
large number of examples of both types are available [10].

Another challenge is the high cost of errors for this problem domain. False posi-
tives are costly since verifying alarms from anomaly detectors takes a longer time than
for traditional systems [30] and normally has to be done by expensive experts, e.g. system
administrators and analysts. Moreover, false negatives are attacks that went unnoticed
and can cause serious harm. Other applications of machine learning have lower cost
of errors: in product recommendation systems an error means lost opportunities rather
than significant harm, text recognition is cheap to verify, and in the case of spam de-
tection false positives are expensive while false negatives are not and the detection tools
tuned accordingly [10].

The semantic gap refers to the challenge of transforming detected anomalies into
actionable alerts for the end user. Ultimately the goal of the anomaly detector is to
detect attacks as opposed to abnormal activity. This challenge relates to the issue of
different definitions of malicious activity between organisations, i.e. different security
policies, and what kind of conclusions it is possible to make given the data that are put
into the model. Thus, anomaly detectors should also be evaluated based on their ability
to produce alerts that have meaning to the organisational environment that they operate
in [10].

As discussed before, the diversity of network traffic (and application and system
activity) in operational environments is often much higher than people expect. This
leads to unrealistic expectations of what anomaly detection tools can achieve in real-life
environments. In order to overcome this variability, anomaly detectors often use highly
aggregated data, e.g. by calculating sums of traffic volume, or by counting the number
of connections in an hour. In these cases, it is possible that other more simple and
non-machine learning approaches, like establishing simple thresholds, can perform just
as well [10].

Lastly, Sommer and Paxson [10] discuss the difficulties in evaluation. Most issues
they mention have already been discussed, e.g. the problem with the availability of
real-life data, the problems with simulated data, and the time-consuming process of
validating the detected anomalies. Additionally, they mention the adversarial setting of
this problem domain. A simple example is that while retail customers are not likely to
intentionally mislead product recommendation systems, attackers are more likely to try
to evade detection. As in the case of the bank heist mentioned earlier, evasion is a real
problem [5]. However, the authors conclude that it does not have the same impact as
the other challenges mentioned [10].
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Summary

In this section we explored the challenges of operationalising anomaly detection. We
looked at the challenges from two different perspectives. Firstly, they lie in assumptions
that are commonly made in anomaly detection research. However, these assumptions
may not hold for anomaly detection an operational environment. Secondly, in unique
problems of using machine learning techniques for detecting cyber attacks.

The challenges discussed cover a wide range of topics (see Table 3.2 below). For
instance, that not all attacks are anomalies, and anomalies are not necessarily malicious.
Moreover, real-life network and system activity is much more irregular and unpredictable
than most people expect. A high variability in the short term and on the long run leads
to difficulties in defining normal behaviour needed for detecting anomalies. Furthermore,
the high cost of both false positives and false negatives make it hard to tune the model.
Evaluation is also costly as it can take a long time to verify each alert produced by
anomaly detectors. Moreover, the evaluation normally has to be done by expensive and
busy experts.

Research on anomaly detection sometimes overlooks these issues important for op-
erational success. For example, how to cope with constantly changing notion of normal
activity, or whether the alerts produced are manageable and useful for the experts that
verify them.

Challenge area Description

General

Attacks are not necessarily anomalous and/or rare [5, 10,14,41,42,43].

Anomalies are not necessarily malicious or interesting [10,14,44,45].

Machine learning performs better when classifying into known groups
with labelled data [10].

The high cost of both false positives and false negatives [10,14].

To overcome variability, data is often aggregated to a point where simpler
methods work just as good [10].

Data

Attack-free data or ’normal activity’ is often unavailable [10,14].

High dimensionality and variability makes it hard to model normal ac-
tivity [10,14].

Results on simulated data are not a good indicator of real-life results
[10,14,46].

Underestimation of variability of data leads to unrealistic expectations
of anomaly detection [10].

Usability
With a large amount of data, a small false positives rate can result in an
unusable anomaly detector [10,14,30].

Challenging to transform detected anomalies into actionable alerts [10,
14,30].

Evaluation

No universal definition of malicious activity. Definition dictated by se-
curity policies and priorities [10,14].

False positives are costly. Verifying takes a long time and performed by
expensive and busy experts [10,14,30].
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Ability to produce alerts that have meaning to the organisational envi-
ronment that they operate in is important.

Evasion tactics of attackers can pose a problem in evaluating effectiveness
[5, 10].

Table 3.2: The challenges in anomaly detection (3.2)

3.3 Organisational challenges in anomaly detection projects

Anomaly detection projects within business organisations are not only a technical chal-
lenge. An important part of such projects is to understand, from a business perspective,
the objectives, requirements, and issues or considerations that might affect the project.
Thereafter, translating this understanding into the project definition and plan [1].

Business issues are seldom the main focus of research on anomaly detection, or data
mining in general. However, such issues are wide-ranging and play an important role
in a business environment [26, 47, 48]. In the Cross-Industry Standard Process for Data
Mining (CRISP-DM) reference model these organisational issues are embodied in first
phase of the model, the Business understanding phase. There the project is defined
from the perspective of the problem owner. Moreover, the outcomes of the Business
understanding phase have an impact on the whole project life-cycle, the implementation,
evaluation, and eventually the deployment of data mining projects [1].

In the following paragraphs we explore organisational issues that can affect anomaly
detection projects. First, we look at people and organisational issues encountered in
anomaly detection and data mining projects in general. Second, we identify issues that
apply in particular to anomaly detection. Some of the other organisational issues were
mentioned in section 3.2. For instance, the availability and ability of experts to evaluate
the anomaly detection results and accuracy requirements that are impossible to achieve
given the variability of the data.

Success factors. Nemati and Barko [47], and Hilbert [48] identify and test success
factors for organisational data mining projects. In both papers, the authors hypothe-
sised several success factors based on literature survey. Both test their hypotheses by
surveying organisations involved in data mining and propose a set of significant success
factors based on the results. The significant success factors are a diverse collection of
organisational issues that influence data mining projects.

Some of the factors have to do with data and technology. For instance, the quality
of data [47, 48]. Moreover, the presence of information technology (IT) that enables
the integration of data mining results into the organisation’s work flow [47, 48]. Other
success factors apply to the people executing the projects, like the level of employee data
mining expertise [47, 48], technological expertise [47, 48], and an outsourcing strategy
for data mining projects [47]. Success factors related to management were also found



18 CHAPTER 3. LITERATURE REVIEW

to be significant. Firstly, the commitment and understanding towards such projects
from top level management, e.g. through guarantees like a financial budget. Secondly,
effective change management for integrating the outcome of the project into the business
work flow [48]. Lastly, successful projects were generally associated with relatively little
dependency of resources, limited scope, and short time frame [47].

Common issues. Weiss [26] discusses organisational and human issues that often
affect data mining in business organisations. Those who execute data mining projects
usually require substantial support from the problem owner organisation, e.g. access
to the necessary data, documentation, and experts with relevant domain knowledge.
The author states that such support is often lacking, including in projects where all
parties belong to the same organisations. He mentions several possible causes for this
lack of support. For instance, experts may not be willing to cooperate if they feel that
sharing their unique knowledge decreases their own job security or power within the
organisation. Furthermore, budgeting constraints and lack of time can hinder necessary
expert support. To overcome these issues, it is important to assess the organisational
support before starting data mining projects. Another issue that can affect data mining
in organisations is the level of commitment from the problem owners. As data mining
is a new tool for many organisations it is common that the problem owners do not
immediately recognise the need for the new techniques. Instead, it is common that data
mining experts actively seek out problems to solve, educate problem owners and sell
ideas. As a result, the experts often dive into projects without full commitment, hoping
to gain it with quick and promising results [26].

Organisations and anomaly detection. We explored literature on anomaly detec-
tion projects in organisations and identified three issues that apply to anomaly detection
projects in particular.

First, anomaly detectors with a clear objective and clearly defined targets generally
perform more accurately than those without [10]. The objective and purpose in anomaly
detection projects are generally defined by the problem owner, a business organisation [1].
Hence, it is important that a clear problem definition and objectives for the project
are defined by (or in collaboration with) the problem owner. However, that can be a
challenge as problem owners often do not have a clearly defined problem to solve [26]. For
example, when an organisation is interested in using anomaly detection on a particular
dataset to find ’unknown attacks’ without a clear idea for success criteria for the project.

Second, anomaly detectors are evaluated based on their ability to detect malicious
activity. However, the definition of ’malicious’ depends on the often subjective and
organisation-specific security policy and priorities [14]. Moreover, such company policies
are often written in vague legal language rather than in clear technical terms [10]. For
example, a military organisation might consider all peer-to-peer activity as malicious
while a university might consider it normal activity [14]. In addition, the university’s
policy might allow file sharing activity on its network as long as no inappropriate content
is shared and the activity does not negatively affect the performance of the network [10].
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Thus, the same technique produces a good detection rate for the military organisation
while it would produce a high false alarm rate and complicated evaluation process for
the university.

Third, privacy concerns and legal issues often affect anomaly detection research
projects. For example, organisations often can not provide the researchers with ac-
cess to relevant data [27] or can only allow researchers test their models without direct
access to the organisation’s data [28]. Moreover, the use of privacy preserving technolo-
gies is sometimes required [12] or organisations can only give the researcher to access
to anonymised data [10]. These concerns can make the process more cumbersome. In
addition, privacy preserving- and anonymisation techniques often remove important in-
formation that could have been used for the anomaly detection model [29]. For example,
when anonymising IP addresses that can be used to determine geographical locations
and internet service providers.

Summary

In this section we discussed the organisational aspect of anomaly detection (and data
mining) projects. A good understanding of the problem from a business perspective and
translating this understanding into concrete parts of the project definition is crucial.
Other success factors include data quality, organisational support and integration of
results into business processes. Moreover, smaller anomaly detection projects (scope,
resource dependency, time) tend to be more successful. In addition, we outline human
and organisational issues that can hinder the progress of anomaly detection projects. For
instance, common problems with access to necessary data, documentation, and experts
with relevant domain knowledge. Lastly, we explore how issues such as privacy and legal
concerns, and security policies written in legal language can affect anomaly detection.

Issue Description

Problem owner

The objectives, requirements, issues and constraints are important [1,10,
26,47,48].

Impacts the whole life-cycle of anomaly detection projects, e.g. prepara-
tion, execution, evaluation and deployment [1, 26,47,48].

Collaborate with the problem owner to work out a clear problem defini-
tion and project objectives [1].

Success factors

Data quality and technological expertise [47,48].

Data mining expertise or a strategy to obtain the expertise [47,48].

Organisational support and integration of anomaly detection outcome
into business processes [48].

Little dependency on resources, limited scope and short time frame [47].

Common barriers

Lack of access to necessary data and experts [26,27,28].

Lack of commitment from problem owner [26].

Problem owners not recognising the benefits of anomaly detection [26].

The definition of malicious activity varies and is often described in vague
language [10,14].
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Privacy and legal concerns can affect the researcher’s way of working and
limit access to data [10,12,27,28,29].

Table 3.3: Organisational challenges in anomaly detection projects (3.3)

3.4 Usability in anomaly detection

The evaluation of practical usefulness of systems can be divided into two categories:
utility and usability. Utility is the question of whether a system has the functionality
to do what is required. Usability applies to every part of the system where there is
human interaction and is the question of how well the users of the system can utilise
that functionality [49].

Usability considers several different aspects of the user experience interacting with
the system. This includes how easy it is to learn and remember how to use the system,
how efficient the system is to use for experienced users, the system error rate and ability
to recover from them, and how pleasant the user finds using the system [49].

Nielson [50] states that there are two basic ways, that work well in practice, of
evaluating usability of user interfaces. First, informally using rules of thumbs, and the
experience of usability experts. For example, through expert-based evaluation where a
range of usability rules and heuristics (i.e. design principles) or the knowledge of usability
experts are used to evaluate the system or guide its design [51]. Second, empirically
testing the usability with real users. For example, by conducting user studies where a
sample of the typical end-user participates in experiments to test a system’s usability [52].

Nurse et al. [52] recommend combining both methods for the development of cyber
security tools. First, use expert-based usability knowledge to guide the system design
from early stages. Second, conduct user studies in later phases to identify overlooked
usability problems and confirm previous design choices.

Usability is an important concern for cyber security tools. In the past cyber security
tools have tended to have poor usability due to a confusing user interface [53], high
workload, and increasing level of complexity. Poor usability can lead to inadequate
use, which limits the effectiveness of the tool [52]. Furthermore, literature on the topic
states that by using usability heuristics tailored towards cyber security tools, more severe
usability problems are found than when using general usability heuristics [54,55,56,57].

In the previous sections we discussed several issues related to usability. For instance,
highly variable data can result in false positive rates that make the solution unusable
for the problem owner [30, 46]. Moreover, anomaly detection alerts are harder to verify
than alerts generated by rule-based system because alerts from anomaly-based systems
generally provide the end-user with less useful information than in rule-based systems
[10,14,30].

Usability of cyber security tools can mean many different things, e.g. quality of
documentation [54], and supporting and facilitating the division work between different
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users of the tool [55]. However, we will focus on usability of alerts in this research. More
specifically, a workable amount of alerts and alerts that are interpretable and actionable.
We focus on these issues because we have seen (see section 3.2) that there are practical
challenges for anomaly detection that tend to increase error rates [10]. Adding to the
challenge of high error rates, alerts from anomaly detectors generally take longer to
verify than alerts from rule-based systems [30]. In the following paragraphs we take a
closer look these two topics.

Actionable alarms. Zhou, Blustein and Zincir-Heywood [54], Jaferian et al. [55],
Ibrahim et al. [56], Patil, Bhutkar and Tarapore [57] propose usability heuristics and
metrics for a wide range of cyber security tools (intrusion detection systems [54, 57],
personal internet security tools [56], and a wide range of related cyber security tools for
protection, detection, or user management [55, 57]). While the studies propose a wide
set of guidelines, we focus on those related to producing actionable alerts. Compared to
other types of tools, the display of information and information navigation plays a greater
role in the usability of cyber security tools [54]. Flexible representation of information is
also seen as important so that alerts can be catered to different stakeholders through a
variety of means such as reporting or visualisation [55]. For example, this is important
for an organisation that provides managers with weekly high-level reports and security
officers with detailed alerts and visualisation of real-time network activity. This implies
that the usability criteria of the output of anomaly detectors varies depending on different
stakeholders. In addition, the researchers discuss the importance of using simple and
consistent vocabulary for describing alerts and severity levels. Furthermore, the tool
should help the users to evaluate the alerts through the use of colours, tables, charts and
other visuals [56,57]. Moreover, alerts should avoid overwhelming users with information,
instead, make it simple to retrieve additional information [56,58].

Manageable number of alarms. Even with a good detection rate, false alarms can
cause the end-users of anomaly detectors to spend hours each day to investigate and
dismiss false alarms. As a result, users may quickly lose trust in the system [59].

Axelsson [60] states that in an operational setting the ability to suppress false alarms
is more important to an intrusion detection system’s performance than a high attack
detection rate. Moreover, he argues that a rate of 1 false alarm for every 100.000 events
(normal and malicious) in the system is an acceptable false alarm rate for effective
detection systems.

Lippmann [59] discusses evaluation of both anomaly- and rule-based tools for de-
tecting cyber attacks. A common primary success-metric in intrusion detection research
is the attack detection rate (true positives). The author argues that in an operational
setting, this metric is insufficient without also looking at false alarm rates. Together
these two metrics allow for evaluating the workload required to verify the alerts. More-
over, the author argues that 10 false alarms per day is an acceptable number of false
alarms [59].
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Summary

In this section we take a closer look at two important usability issues of anomaly detection
in practice: a manageable amount of false positives, and alerts that convey meaning to the
end-user (i.e. actionable alerts). These issues are important as we have seen in section 3.2
looking at unique challenges of anomaly detection for in an operational environment.
According to papers discussing actionable alerts we see that flexible presentation (e.g.
visualisation, reports) of information and facilitation further investigation are important
factors. To achieve a manageable number of alerts we found that a very low rate of false
alarms is needed to maintain users’ trust in the results. In addition, we see researchers
stating that a low false positive rate is of greater importance than a high true positive
rate. Lastly, we identified best practices for working with usability: In early phases,
use relevant expert-based usability knowledge to guide the process of deploying anomaly
detectors. In later phases, verify usability in practice with end users and problem owners.

Issue Description

Usable design
In early stages, guide design with expert-based usability knowledge
(heuristics) [50,51,52].

In later stages, verify design decisions with end-users (testing, surveys,
etc.) [50,51,52].

Actionable alerts
Different stakeholders have different criteria for actionable alerts/output
[54,55].

Alerts should be clear and simple, while helping the user retrieve addi-
tional information [56,57,58].

Manageable alerts
Low false alarm rate is more important than a high detection rate for
usability in an operational setting [59,60].

Acceptable false alarm rates: 1 false alarm for every 100.000 events and
10 false alarms every day [59,60].

Table 3.4: Usability in cyber security (3.4)



Chapter 4

A theoretical anomaly detection
methodology

In this chapter we answer RQ 2. We construct and describe a theoretical methodology
for doing anomaly detection in practice. The building blocks of this methodology are
based on the literature review (chapter 3). More specifically, the building blocks are
made up of several propositions, statements about the nature of anomaly detection
in practice. Propositions are commonly used in qualitative case studies, and similar
to hypotheses, they are an educated guess to the possible outcome of the study [61].
The underlying structure of the theoretical methodology is based on the Cross-Industry
Standard Process for Data Mining (CRISP-DM) [1] reference model (Figure 4.1), a well-
known framework for data mining projects within business organisations.

The purpose of the theoretical methodology, and propositions is to guide this work
in the process of discovering new insights. In a later stage, these new insights come from
case studies, exploring and analysing how anomaly detection is deployed in practice.

In the following section we introduce CRISP-DM. In the second section we discuss
our approach for constructing this methodology. Next, we construct and present the
theoretical methodology in section 4.3. Lastly, we outline the conceptual framework of
the thesis in section 4.4.

4.1 Introduction to CRISP-DM

CRISP-DM was conceived in 1996 when the data mining market was still in its infancy,
young and immature. Relatively few organisations where practising data mining and
its authors wanted to develop a standard approach of doing data mining for two main
reasons. First, to capture what different organisations have learned so that every new
adopter did not have to go through the same learning process of trial and error. Second,
to demonstrate to their prospective clients that data mining was mature enough for them
to adopt these techniques into their business processes. The result is a freely available
model built from practical experience and generic, i.e. it is not tailored to a specific
application, tool, nor type of organisation [1].
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Figure 4.1: The CRISP-DM reference model [1]

The six phases of CRISP-DM CRISP-DM consists of six phases of the life-cycle
of data mining projects: From the initial project definition, to the eventual deployment
and plan for maintenance. While the model is depicted in an (ideal) sequential order,
the designers of CRISP-DM acknowledge that in a practical setting tasks and phases
will likely be performed in different order [1].

A brief description of the six phases is as follows: Firstly, the business under-
standing phase where business requirements and objectives are translated into a data
mining definition and project. Secondly, the data understanding phase where data
is collected, preliminary exploration is performed, and potential quality problems are
identified. Thirdly, the data preparation phase which is often performed iteratively
and comprises all activities related to preparing the raw data and constructing the final
dataset. Fourthly, the modelling phase where modelling techniques are selected, cali-
brated, applied, and evaluated from a data mining perspective. Fifthly, the evaluation
phase the model is thoroughly evaluated on how well it achieves the business objective,
and which business issues have not been sufficiently considered, e.g. some of the criteria
may have changed during and/or as a result of the data mining. Lastly, deployment,
where ready models are put into use by the customer / problem owner. In CRISP-DM,
deployment can mean different things, e.g. a simple report or a deploying a live and
repeatable data mining tool across the business organisation [1].

In Table 4.1 we provide an overview of the generic tasks of each phase.



4.2. CONSTRUCTING A THEORETICAL METHODOLOGY 25

Business
under-

standing

Data
under-

standing

Data
prepara-

tion
Modelling

Evalu-
ation

Deploy-
ment

Business
objectives

Collect
initial data

Select data
Select

modelling
technique

Evaluate
results

Plan
deployment

Assess
situation

Describe
data

Clean data
Generate

test design
Review
process

Plan
monitoring
and main-

tenance

Data
mining
goals

Explore
data

Construct
data

Build
model

Determine
next steps

Produce
final report

Project
plan

Verify data
quality

Integrate
data

Assess
model

Review
project

Format
data

Table 4.1: Phases and generic tasks of CRISP-DM [1]

Guideline for mapping the generic model to specific As mentioned earlier, the
authors of CRISP-DM provide practitioners with guidelines and step-by-step instructions
on how to tailor it to a specific organisational context. The guideline is as follows:
First, analyse the specific data mining context in four different dimensions: application
domain, problem type, technical aspect, and tools & techniques. Next, remove and
add details depending on their applicability to your context. Thereafter, specialise the
generic contests (e.g. tasks, outputs) according to the characteristics of your context.
Last, if applicable rename some contents for clarity and to convey meaning [1].

4.2 Approach for constructing a theoretical methodology

In this work we have studied literature on anomaly detection. The literature comprises
technical, organisational, and usability issues that present a challenge when deploying
such techniques in business organisations. In addition, we have identified several success
factors and best practices from the literature.

The literature study covers topics beyond the statistical/machine learning parts of
anomaly detection in practice, e.g. topics related organisational and usability. To ensure
that the theoretical methodology reflects the span of the literature review, an existing
framework was chosen to serve as the foundation for the theoretical methodology.

We choose CRISP-DM for three main reasons. First, because it is widely used in
practice and in academic publications. Second, it is comprehensive. It covers more
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phases of the life-cycle of data mining projects (e.g. business understanding and de-
ployment) compared similar models [62]. This makes it a good match since this work
emphasises those same phases. Third, CRISP-DM was created with the intention that
it is tailored to specific situations and scenarios, and the authors even provide general
guidelines for doing so.

4.2.1 Propositions

In qualitative research, the use of propositions [31] can be equated to working hypothe-
ses of quantitative research [61]. As the data collected in this work will mainly come
from qualitative interviews we term propositions to describe the building blocks of the
theoretical methodology.

The propositions are a provisional set of statements supported by literature. During
the case study data is collected that is then linked back to the propositions during the
analysis phase. New insight comes from analysis of the data collected, e.g. statements
that support or contradict the propositions, or provide additional perspectives.

Defining specific propositions are useful in qualitative case studies for three main
reasons. First, they increase the likelihood a researcher can define a limited scope for the
case study. Second, as a result of the limited scope, specific propositions make the study
more feasible to complete Third, revisiting the propositions makes the analysis phase
more reasonable in scope and helps the researcher prioritising which data to analyse [31].

In this work, the theoretical methodology comprises a set of propositions based on
the literature study (chapter 3) and the generic CRISP-DM. The specific propositions of
this work come in the form best practices, recommendations, guidelines, success factors,
common challenges or pitfalls from scientific literature that are relevant for business
organisations deploying anomaly detection.

4.2.2 Mapping theory to a generic methodology

The main purpose of the theoretical methodology in this work is to guide the process of
conducting this research and discovering new insight. Furthermore, it provides structure
and helps extract the main ideas from the literature review. It is general, i.e. it is not
tailored to specific types of attacks, data, tools, or organisations. Consequently, we do
not follow the steps for tailoring CRISP-DM to a full extent as they are presented in
section 4.1. Instead, we take an approach that we deem more suitable for this work.

CRISP-DM consists of phases and generic tasks (Table 4.1) that provide a frame-
work guiding the process of extracting key issues from the literature review. We divide
this framework into three pairs (’bins’) of phases: First, Business understanding and
Data understanding. Second, Data preparation and Modelling. Third, Evaluation and
Deployment. Pairing reduces unnecessary complexity as some phases are iterative (e.g.
the second bin) and/or the same parts of the literature review are most relevant (e.g.
usability (section 3.4) for the third bin).

We define the propositions by examining the generic phases and tasks of each bin
and identify relevant issues from literature. For instance, the first two phases include
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the tasks of assessing the organisational situation and collecting initial data. Since we
have identified issues related to those tasks in the literature, we will define a proposition
around them. Moreover, we define an equal number of proposition for each bin so as
to have a balanced focus on the different parts of the life-cycle of anomaly detection
projects.

4.3 A theoretical anomaly detection methodology for busi-
ness organisations

In this section we present the theoretical methodology that guides the process of this
research. It is based on the framework of a generic data mining methodology and tailored
to anomaly detection in the form of several propositions based on scientific literature.
The propositions are statements on practices and issues that are relevant for business
organisations deploying anomaly detection according to scientific literature.

4.3.1 Phases 1-2: Business understanding and Data understanding

Data

Business 
understanding

Data 
understanding

Data preparation

Modeling

Evaluation

Deployment

Figure 4.2: Phases 1-2: Business understanding and Data understanding

P1 Business organisations are motivated to deploy anomaly detection for detecting
new/unknown attacks and for automatic refinement of detection rules.

Literature : [24, 25,33,34].

Rationale: Anomaly detection has the potential to detect attacks without the prior
information required for conventional detection rules. Furthermore, the process of
defining and refining detection rules for conventional rule-based systems is costly
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in terms of labour and time. The knowledge gained from anomaly detection can
make that process more effective and efficient.

P2 It is important that the problem owner defines clear objectives, requirements,
constraints, and success criteria for the anomaly detector in early phases.

Literature : [1, 10,26,47,48]

Rationale: These criteria impact the whole life-cycle of anomaly detection projects,
e.g. preparation, execution, evaluation and deployment. Moreover, when clearly
defined the detector is more likely to achieve tolerable false positive rates.

P3 Anomaly detectors should have a narrow scope, e.g. around a specific attack or
malicious activity. A small scope is a success factor for reduced false positive rate
and increased likelihood of project success.

Literature : [10, 47]

Rationale: With a narrow scope it is feasible to effectively argue why anomaly
detection is a good tool and how different attributes in the data relate to detecting
the target activity.

P4 It is important to take inventory of technical and organisational resources in the
early stages. E.g. ensure that data is available and of good quality, arrange access
to domain experts in advance and verify that the project is sufficiently supported
within the organisation.

Literature : [10, 12,26,27,28,29,47,48]

Rationale: A common challenge in anomaly detection is getting the necessary
access to data (e.g. due to technical and privacy reasons) and documentation about
the data. Furthermore, anomaly detection requires substantial support from within
the organisation in the form of management support and access to experts with the
domain knowledge to explain the data and evaluate the results.

P5 It is essential to use data that is representative of the traffic of an organisation’s
networks and systems, e.g. real-life operational data. It is difficult to simulate
realistic activity. The results of anomaly detectors on simulated data are not a
good indicator of operational results.

Literature : [10, 14,46]

Rationale: Simulated data is often used due to availability and legal/privacy rea-
sons. The most of the popular and freely available (simulated) datasets for in-
trusion detection research lack the variability of real-life activity in organisational
system/network data. False positive rates of anomaly detectors can go from close
to 0 to a 100% just by increasing the variability in the simulated data.
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Figure 4.3: Phases 3-4: Data preparation and Modelling

4.3.2 Phases 3-4: Data preparation and Modelling

P6 It is important to reduce the variability and dimensionality of the data. For in-
stance, by filtering and aggregating it as much as possible around the scope of the
anomaly detector.

Literature : [10, 14,46]

Rationale: The high variability and dimensionality of organisational system- and
network activity is the cause of anomaly detectors generating an unusable amount
of false positives.

P7 It is important to keep in mind that attacks are not necessarily anomalous and/or
rare. Furthermore, anomalies are not necessarily malicious or interesting. The
goal is to find specific malicious activity, not statistical anomalies.

Literature : [5, 10,14,41,42,43,44,45]

Rationale: In practice anomaly detection often generates high rates of false pos-
itives. The main data mining success criteria for anomaly detection is to find
malicious attacks or security-related events, i.e. the end goal is not to find statis-
tical anomalies (rare and different from normal activity). Advanced attackers may
try to evade detection by deliberately mimicking normal behaviour. Attacks are
not necessarily rare (e.g. examples of more scans than normal connections). Some
studies find many anomalies, but none that are malicious or interesting.

P8 When selecting an algorithm or tool, it is essential to consider the interpretability
of its output. It is challenging to transform detected anomalies into actionable
alerts.
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Literature : [10, 14,30]

Rationale: Generally, it is harder to verify the output of anomaly-based systems
than of rule-based ones since the alerts from the former provide less useful infor-
mation than the latter. Evaluate how easy it is for a human to understand an
anomaly detector’s decision whether an event/pattern is normal or anomalous.

P9 Clearly argue why anomaly detection is suitable for a particular problem or for
detecting certain activities, and how the features in the data (selected or extracted)
are significant for detecting the activity.

Literature : [10, 14]

Rationale: Anomaly detection is not necessarily a suitable or efficient solution
for every detection problem. For example, to overcome high variability, anomaly
detectors sometimes have to use data that is so highly aggregated that simple (rule-
based) thresholds work equally good.

P10 While supervised machine methods cannot be used on unlabelled data, they can be
used to post-process the alerts to reduce false positives and/or provide additional
information that accelerates verification of alerts.

Literature : [10, 12,14,36]

Rationale: Machine learning performs better when classifying into known groups
with labelled data from each group (supervised learning). While these methods are
infeasible for detecting anomalies in operational data, they can be used to facilitate
the inspection of anomalies, e.g. by extracting interpretable rules for why an event
is an considered an anomaly, or asses how similar a new anomaly is to previous
false positives.

4.3.3 Phases 5-6: Evaluation and Deployment

P11 A low false positive rate is essential for operational usability of anomaly detectors.
As a result, organisations should prioritise a low false positive rate over a high
detection rate.

Literature : [59, 60]

Rationale: False positives are costly because evaluating alerts generated by an
anomaly detector takes a long time and is performed by expensive and busy experts.

P12 It is important to achieve a very low rate of false positives when working with large
amounts of data. Even a small false positives rate (>1%) can result in an unusable
anomaly detector.

Literature : [10, 14,30]

Rationale: For example, with enough data a relatively good false alarm rate of
1% can result in thousands of alerts. Examples of acceptable false alarm rates from
literature: 1 false alarm for every 100.000 events and 10 false alarms every day.
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Figure 4.4: Phase 5-6: Evaluation and Deployment

P13 It is essential that an anomaly detector generates actionable and interpretable
alerts. Evaluating alerts is time consuming and is done by expensive and busy
experts.

Literature : [10, 14,30]

Rationale: An alert is interpretable when its message is clear, simple, and pro-
vides an indication of the severity of the alert. Moreover, it should enable the user
to retrieve additional information in an easy way. Furthermore, different stake-
holders have different criteria for actionable alerts/output. Therefore, the system
should be flexible in presentation of results, e.g. weekly reports for managers, visu-
alisations for analysts.

P14 It is important to address the issue of updating operational anomaly detectors as
the notion of normal traffic tends to change over time.

Literature : [14]

Rationale: Operational anomaly detectors have to be updated as organisational
system and network data is highly variable, changes frequently in both the short
and long term. Hence, knowing how and when to update the anomaly detectors is
important.

P15 Organisations should recognise the value understanding what makes an alert either
a true- and false positive. This knowledge can be used to improve detectors or
construct detection rules.

Literature : [10]

Rationale: An organisation should have a good process for handling alerts, learn
from them, use them to tune the detectors or construct simple detection rules.
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An examination of true positives can produce valuable knowledge for new anomaly
detectors or detection rules. False positives should be used to improve the anomaly
detector. Furthermore, a collection of data labelled as true and false positives can
be used as training data for future supervised anomaly detectors.

4.4 Conceptual framework
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Figure 4.5: The conceptual framework of this research

The conceptual framework [63] in Figure 4.5 is a summary of the theoretical method-
ology. It illustrates the relation between the three bins of phases of the methodology,
the importance of different topics of the literature survey, and propositions.

For case studies, a conceptual framework serves several purposes. First, it helps
explain the scope of the study. Second, describes the relationships between theory, logic,
and experience. Third, helps the researcher organising the contents of the study into
’intellectual bins’ [64].

The ’bins’ of this work consists of three pairs of phases of CRISP-DM. To further
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explain the relationship with literature we indicate which part1 of the literature study
is most relevant for what pair of phases. For example, there are many organisational
issues that may arise and need to be addressed during early phases of anomaly detec-
tion projects, e.g. ensuring access to data and experts. In later phases, evaluation and
deployment, the literature survey suggests that usability issues are most important, e.g.
that a low false alarm rate is vital for operational success. Furthermore, we list bullet
points with summaries of the propositions from section 4.3 for each bin.

4.5 Summary

In this chapter we have answered RQ 2 by constructing a theoretical methodology
(section 4.3) based on CRISP-DM framework. The framework helps us build a method-
ology that covers the whole life-cycle of organisational anomaly detection project, just
as CRISP-DM is designed to do for data mining. We divide the phases of the framework
into three ’bins’ each holds five key propositions from the literature.

The theoretical methodology is revisited in the next chapter. Firstly, it guides the
case study of practices in business organisations. Secondly, one of the core findings of
this work is the comparison of the results from the case studies with the theoretical
methodology.

1technical (3.2), organisational (3.3), or usability (3.4)
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Chapter 5

Exploration of anomaly detection
in practice

In this chapter we describe the case studies performed as a part of this research and
answer RQ 4. Firstly, we provide a general description of the organisations that par-
ticipated in the case study. Secondly, we describe the methodology of the case studies,
conducting interviews, collection and analysis of empirical data. Thirdly, we link the
empirical data back to the propositions from section 4.3 and examine how well they are
supported in practice. Fourthly, we identify issues missed or underestimated by the the-
oretical methodology. Lastly, we discuss some of the stakeholder complexities observed
during the case studies.

5.1 Introduction to the case study

In this section we describe the business organisations that participated in the case stud-
ies. We provide a general description of their background and motivation for doing
anomaly detection. In addition, we describe the case study process for each organisation
as the two organisations had a different degree of involvement in this work.

5.1.1 A financial institution (FI)

The ’cyber security team’ of a financial institution based in the Europe (henceforth
referred to under the alias FI) are in the early phases of building a threat management
system that includes the use anomaly detection to detect cyber attacks. The main
motivator of the project stems from the fact that the cyber security team frequently
receives indicators of compromise (IoCs) from various internal and external sources, e.g.
law enforcement agencies and computer security companies.

IoCs usually comprise a list of domain names or IP-addresses that are considered
malicious. There are several reasons why it is challenging to follow up and investigate
these IoCs in large organisations. First, the format of an IoC varies between sources, e.g.
threat intelligence feeds, e-mails, phone calls. Second, in order to investigate they need to

35
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match the IoC with internal data that is geographically and organisationally distributed.
Third, data collection policies may differ between locations, e.g. some collect and store
data for months, while others only store samples of the data for a short time. Fourth,
IoC notifications are dynamic, meaning that a list may be updated while investigation
is at various stages (e.g. pending, ongoing, completed) at different locations.

The threat management system is being built to overcome these challenges and has
a few broad objectives: to collect, structure, and correlate IoCs and internal network
data, use statistical/machine learning tools for anomaly detection on the network data,
and provide visualisation of network activity. In brief, match IoCs with actual data, do
anomaly detection, and visualisation.

This project and the success criteria for anomaly detection are not defined around
detecting a specific type of attack. Instead, the team is interested in deploying a number
of anomaly detection models to the platform to detect different threats.

The involvement of FI is the more extensive one of the two case studies. Eight formal
and individual interviews were conducted as well as several informal discussions.

5.1.2 Internet Service Provider (NET)

NET (alias) is a ISP for educational institutions based in Europe. Essentially, their goal
is to protect two networks: their internal (office) environment, and the external network
where they provide for their customers with internet services.

For ISPs it is important to know what is happening on their networks, and for NET,
anomaly detection is one of the tools that helps them distinguish between good and bad
traffic. Throughout the years several anomaly detection tools have been deployed at
NET with different levels of success.

For their internal network they are interested in using anomaly detection to find
compromised hosts on the network, e.g. user infected via a spear-phising e-mail. As for
the external, customer network DDoS attacks are the biggest threats to NET’s infras-
tructure and customers overwhelmed with traffic experience a less safe and less reliable
network.

The case study at NET was executed in a single interview with two experts involved
in anomaly detection for both their internal and external network.

5.2 Methodology for exploring anomaly detection in prac-
tice

5.2.1 Case studies

In this study, case studies are the means to explore and understand anomaly detection
in practice. Moreover, the propositions and theoretical methodology (chapter 4) based
on the literature review (chapter 3) guide the work performed in the case studies.

Yin [31] states that a case study should be considered when four conditions are
met. First, when the case study revolves around answering ’how’ and ’why’ questions.
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Second, when the researcher in the case study can not manipulate the behaviour of the
participants. Third, when the researcher wants to study contextual conditions (business
organisations) that he/she believes are relevant to the subject being studied (anomaly
detection). Fourth, when the boundary between the context and subject are not clear
[31].

In this work all four conditions are met. We look at how business organisations have
approached anomaly detection in the past. Moreover, one of the main motivation for
this research is the gap between research and practice. Hence, understanding the context
of doing anomaly detection in a business organisation is a key part of this research.

More specifically, the purpose of the case study is to understand the implicit or
explicit approaches business organisations follow, their experiences and learning from
doing anomaly detection (RQ 3). Ultimately, this understanding is then used to compare
anomaly detection in practice and theory.

5.2.2 Collecting empirical data

During the case studies we gather empirical data by doing interviews with professionals
and managers from organisations that have deployed anomaly detection tools to detect
cyber attacks. Considering the exploratory nature of this research the interviews are
conducted in a semi-structured way.

Semi-structured interviews are guided by pre-defined topics that must be covered
during the interview. The purpose of the interviews is to learn and understand anomaly
detection from the perspective of professionals of business organisations. The style of
the interviews is conversational, questions are standardised and the interviewee may use
’probes’ to steer the interview to a certain topic [65].

In this work, all questions are open in the sense that the respondents are not restricted
to predefined answers. Most questions are general, enabling the interviewees to discuss
their experiences from their own point of view.

Anomaly detection projects within organisations will likely involve people of different
roles and backgrounds. With the aim of emphasising topics that fit the interviewees’
roles, several interview questions focus specifically on one of the main topics1 of the
literature review that we divide into the following categories: The data-, management-,
and security-domains.

For each interviewee we assign them to one or more categories. For instance, a person
who is working with creating anomaly detection models, collecting data, or building an
anomaly detection platform is asked the data domain questions. A respondent who is
a manager of the team, project manager, product owner, or communicates with outside
stakeholders is asked the management domain questions. Lastly, people who are secu-
rity experts, work with alerts, do incident investigations are asked the security domain
questions.

Furthermore, Figure 5.1 shows how these domain specific questions relate to the
different phases of theoretical methodology. Each set of domain questions directly

1technical (3.2), organisational (3.3), or usability (3.4)
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Figure 5.1: Conceptual framework and domain experts

contributes to one of the three bins of phases in the methodology. For instance, the
security-domain questions emphasise usability issues, and the questions belonging to the
data-domain are mainly focused on the issues related to defining and modelling normal
and malicious activity from the data.

See interview questions in Appendix A.

5.2.3 Interviewee selection

At the financial institution (FI) the interviewees were selected based on the informal
discussions with the project team during the start of the case study. The goal was
to identify at least more than one stakeholder for each domain (data, management,
security). In total there were eight interviewees that participated in the formal interviews
and few others that took part in informal discussions.

As for the ISP (NET), we approached the organisation where we described the re-
search, main topics covered, and purpose of the interviews. The outcome was a case
study executed in a single interview with two professionals, one involved in anomaly de-
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Organisation Date Interviewee Role

FI 2015-07-27 A Data engineer/scientist

FI 2015-07-28 B Security intel. officer

FI 2015-07-28 C Manager cyber security dpt.

FI 2015-07-29 D Security intel. officer

FI 2015-07-29 E Security intel. officer

FI 2015-08-04 F Product owner / Security expert

FI 2015-08-11 G Data engineer

FI 2015-08-11 H Data scientist

NET 2015-08-21 I Security expert / Manager

NET 2015-08-21 J Security expert / Manager

Table 5.1: List of interviewees

tection of their ’outside’ network, and the other involved in the security of their internal
network. From the initial discussions it was deemed appropriate to ask them from all
three domain categories.

In Table 5.1 we list the interviewees, dates of the interviews, and the roles of the
respondents related to the anomaly detection.

5.2.4 Interview process

The interviews were recorded on both audio recordings and written notes. Having record-
ings of the interviews proved valuable for summarising the interviews afterwards as there
is less risk of interviewer mixing in his own interpretation of the interview.

5.2.5 Analysing empirical data

As expected, the output of the interviews is a collection of answers, unstructured text,
where each response can cover various issues, e.g. most interviewees mentioned more
than one lessons learnt from working with anomaly detection. In addition, notes from
informal discussion that were collected during the course of the case studies were also
analysed.

The interviews were analysed using a qualitative data analysis tool, QDA Miner lite.
This tool enabled us to code and organise the data collected during the case studies.
Statements related to propositions were marked as such, and frequently mentioned is-
sues were assigned their own category. Furthermore, each coded statement included
meta-information about the source of the statement, e.g. the role of the interviewee,
organisation and interview question, which simplified the process of looking at contrast
between groups and/or organisations.
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5.3 Interview findings and propositions

In this section we present an overview of the core findings of the case studies by linking
the data from the case studies to the theoretical methodology (propositions) defined
in section 4.3. In chapter 6 we further discuss important topics, the propositions and
additional insights gained from the data collected during the case studies.

For each proposition we give an indication of whether the data collected during the
case studies support (+), strongly support (+ +), contradict (−), or strongly contradict
(− −) the propositions, or whether the interviews gave an alternative perspective (?) or
no answer/data (n.a.) was provided.

5.3.1 Phases 1-2: Business understanding and Data understanding

Propo-
sition

Description FI NET

P1
Business organisations are motivated to deploy anomaly
detection for detecting new/unknown attacks and for au-
tomatic refinement of detection rules.

+ / ? + / ?

P2
It is important that the problem owner defines clear objec-
tives, requirements, constraints, and success criteria for the
anomaly detector in early phases.

− / ? − −

P3

Anomaly detectors should have a narrow scope, e.g. around
a specific attack or malicious activity. A small scope is a
success factor for reduced false positive rate and increased
likelihood of project success.

+ + +

P4

It is important to take inventory of technical and organisa-
tional resources in the early stages. E.g. ensure that data
is available and of good quality, arrange access to domain
experts in advance and verify that the project is sufficiently
supported within the organisation.

+ + ?

P5

It is essential to use data that is representative of the traffic
of an organisation’s networks and systems, e.g. real-life op-
erational data. It is difficult to simulate realistic activity.
The results of anomaly detectors on simulated data are not
a good indicator of operational results.

+ + +

Table 5.2: Propositions and case study (Business- and Data understanding)

P1 Business organisations are motivated to deploy anomaly detection for
detecting new/unknown attacks and for automatic refinement of detection
rules.
Partially supported

From the case studies we see that organisations are motivated by the detection ca-
pabilities that anomaly detection promises (detection of unknown/undefined attacks).
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However, there was no explicit mentioning of a motivation being to use anomaly detec-
tion to make the refinement of detection rules more efficient. While not a motivating
factor, both organisations have (or intend to) create detection rules based on the output
of anomaly detector, e.g. to use in real-time detection systems.

An important motivation factor for security experts of both organisations is that
anomaly detection will increase their understanding of what happens on their networks.
Furthermore, both FI and NET both mention their organisational situation. As a finan-
cial organisation, FI states it is a likely target of attackers and welcomes any additional
tool for detecting cyber attacks. As an ISP, it is important for NET to provide their
customers with a safe and reliable network.

P2 It is important that the problem owner defines clear objectives, require-
ments, constraints, and success criteria for the anomaly detector in early
phases.
Not supported

Anomaly detection is a new tool for most organisations, most techniques and information
comes from academic research, the anomaly detection market is not mature, and there
are few commercial solutions available. From the case studies we understand that it
may not be realistic to expect problem owners to set clear and specific criteria for the
anomaly detectors, in particular in an early stage. An example of specific criteria would
be requiring a 0.1% false positive rate before starting the data preparation and modelling.

At FI, general high-level criteria, objectives and requirements were defined in an
early stage. At NET, the deployment of anomaly detection does not happen within a
clearly defined project, rather as a part of their day-to-day operations.

We see that business organisations want the empowering capabilities that anomaly
detection tools promise. In addition, they want to use the tools to increase their under-
standing of what happens on their networks and systems. For both organisations, these
criteria are general in the begin, based on broad goals, that will evolve into specific ones
as deployment progresses. In brief, the case study organisations know what capabilities
they want, but the problem and solutions are not known well enough to be able to define
specific criteria in early stages.

P3 Anomaly detectors should have a narrow scope, e.g. around a specific
attack or malicious activity. A small scope is a success factor for reduced
false positive rate and increased likelihood of project success.
Supported

The case study at NET revealed a strong support for having a narrow scope when doing
anomaly detection. The only way to detect anomalies is when there is a definition
of what is normal. In reality this definition varies greatly between different parts of
large organisational networks. For example, with NetFlow data, the only way they have
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been able to establish a reliable model of normal activity (baseline) is by individually
analysing small segments of the network activity (e.g. combining specific ports, protocols,
and clients). As a result, the anomaly detectors they have in place look at small subsets
of their network activity at a time, trying to find specific anomalies of specific activities
(e.g. DDoS attacks).

The data scientists of FI are looking at research papers that revolve around detecting
specific type of activity (e.g. scans, anomalous paths in network), which we consider as
evidence supporting the proposition. However, they did not discuss real-life experiences
that directly support the proposition, so whether they are defining a narrow enough
scope remains to be seen. For instance, there was no mention of defining small subsets
of activity like at NET.

P4 It is important to take inventory of technical and organisational re-
sources in the early stages. E.g. ensure that data is available and of good
quality, arrange access to domain experts in advance and verify that the
project is sufficiently supported within the organisation.
Supported

From the case studies, the most critical part of the proposition has to do with ensuring
and getting access to data, i.e. without data the anomaly detector cannot detect any-
thing. Thus, it is essential to know where a project stands in terms of getting data from
within the organisation.

Interestingly, this was not an issue for NET, while it was often mentioned as the
biggest challenge for the anomaly detection project at FI.

NET collects sampled NetFlow (1/100) from their core routers, with plans to switch
to unsampled flows (collect all flows) in the coming months. From the case study this
seemed like a simple task while they saw some challenges ahead regarding their capacity
to store and analyse unsampled flows. Obviously, it is important for them to ensure that
they have access to data, but in their case it was not a challenge. This is likely due to
the fact that the people who are responsible for deploying the anomaly detectors also
’own’ the data.

For FI, this was a technical and an organisational challenge that some of the inter-
viewees felt they had underestimated. First, the data is ’owned’ by other departments
that may need convincing to start collecting and delivering the data. Second, these de-
partments may not have the technological expertise or tools to collect and deliver data.
Third, legal and privacy laws on a local, national and international level make it difficult
to collect some data. Fourth, once the data is delivered it does not come with any quality
assurance, and monitoring quality is a challenge on its own. Fifth, it is challenging to
be context-aware in such a large setting, with data from so many sources.

While getting data is a challenge, the team at FI has already secured data from
many departments. Doing so have had to approach and ’convince’ different different
departments to start collecting the data. Furthermore, they support these departments
with advice on hardware, best practices, or with funding for building the capabilities to
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collect the data that is needed. Nevertheless, they had to exclude some data sources
they were interested in using because system generating it were not built to export and
deliver data.

As for organisational support and access to experts, both organisations seem to agree
with the proposition. Support from within the organisation, and upper management, is
neither static nor everlasting. Instead, it is dynamic and has to be maintained throughout
the life-cycle of an anomaly detection project/deployment, e.g. by delivering valuable
results. From literature and case studies it is apparent that anomaly detection is unlikely
to immediately produce usable results, thus it is important that there is understanding
that such projects/deployments need long-term support. Moreover, people outside the
project team sometimes make decisions that directly affect how the team can work
with the anomaly detector, e.g. by restricting access to data. As we observed at FI, the
project has had good support and understanding within the organisation and from upper
management. However, they are aware of the fact it can change. To maintain support
and understanding they involve managers and relevant stakeholders, and make the effort
of increasing their understanding of the project and its requirements. For instance, it is
important that there is an understanding of why there is a need for the data scientists
of having a seemingly extraordinary access to live data.

P5 It is essential to use data that is representative of the traffic of an
organisation’s networks and systems, e.g. real-life operational data. It is
difficult to simulate realistic activity. The results of anomaly detectors on
simulated data are not a good indicator of operational results.
Supported

Both organisations exclusively use operational data to build and test their anomaly
detectors, i.e. models are not developed on simulated data. From working on fraud
detection the team at FI their experience in fraud detection the experts at FI have
learnt that simulated data cannot be used build a model that will distinguish between
normal and anomalous activity.

In one discussion a data expert at FI mentioned the possibility that when moving
the anomaly detection system to an operational phase (with more users allowed access
to the system) may introduce stricter limitations to access of data. Restricting access to
data may present new challenges for developers and data scientists, e.g. if models have
to be built on simulated data, but are tested on live data in a way that is inaccessible
to people.
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5.3.2 Phases 3-4: Data preparation and Modelling

Propo-
sition

Description FI NET

P6
It is important to reduce the variability and dimensionality
of the data. For instance, by filtering and aggregating it as
much as possible around the scope of the anomaly detector.

− + +

P7

It is important to keep in mind that attacks are not neces-
sarily anomalous and/or rare. Furthermore, anomalies are
not necessarily malicious or interesting. The goal is to find
specific malicious activity, not statistical anomalies.

+ + +

P8
When selecting an algorithm or tool, it is essential to con-
sider the interpretability of its output. It is challenging to
transform detected anomalies into actionable alerts.

n.a. + +

P9

Clearly argue why anomaly detection is suitable for a par-
ticular problem or for detecting certain activities, and how
the features in the data (selected or extracted) are signifi-
cant for detecting the activity.

+ / − − / ?

P10

While supervised machine methods cannot be used on un-
labelled data, they can be used to post-process the alerts to
reduce false positives and/or provide additional information
that accelerates verification of alerts.

+ + + / −

Table 5.3: Propositions and case study (Data preparation and Modelling)

P6 It is important to reduce the variability and dimensionality of the data.
For instance, by filtering and aggregating it as much as possible around the
scope of the anomaly detector.
Partially supported

The literature is clear about the problems associated with the variability of organisational
data. While both organisations agree that a narrow scope (P3) is the right approach,
the case studies reveal interesting differences between the two organisations.

As discussed before, NET’s approach for anomaly detection is to have specific attacks
in mind and only use narrowly scoped subsets of the data each time. Moreover, it was
clear that they have not been successful with anomaly detectors that apply to their
whole network, nor when applied to individual customers.

FI is currently working on anomaly detectors with the goal to detect specific type of
malicious activity, e.g. scans and worm infections. The tools and techniques used come
from academic literature, for instance in the form of specific features that can be built
from NetFlow that may indicate scans. However, they currently do not apply anomaly
detection to specific subsets of data (e.g. ports, protocols).

The differences in approach for the two organisations may be explained with the fact
that they are not looking for the same type of attacks. For NET, the main goal is to
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detect DDoS attacks where they know of specific vulnerable ports/protocols they choose
to focus on. At FI, they are looking for activity within their network that indicates
advanced (and unknown) attackers or targeted attacks. It is perhaps premature to
expect a clearly defined subset of data with them still being in an exploratory stage with
the goal of detecting ’unknown’ attacks.

P7 It is important to keep in mind that attacks are not necessarily anoma-
lous and/or rare. Furthermore, anomalies are not necessarily malicious or
interesting. The goal is to find specific malicious activity, not statistical
anomalies.
Supported

The case studies indicate that both organisations are using statistical models or ma-
chine learning to find specific malicious activities, and neither assume that anomalies
automatically represent attacks or other interesting behaviour.

At FI, the security experts state that because they are in an early phase with anomaly
detection, they are interested in all anomalies. In their view, anomalies indicate strange
activity that can help them increase their understanding of what happens on their net-
work. During this phase they are tolerant to higher rates of false positives as any anomaly
in and of itself is interesting. However, this phase is temporary and they eventually ex-
pect a manageable amount of false positive.

The contrast between early and current stages of NET’s anomaly detection efforts
are a good example of how the opinion of organisations on this matter may change.
One of the first ’anomaly detection’ models that NET deployed was a simple model that
generated an alert if IP addresses were responsible for a large number of flows within the
network. While this solution seemed like exactly what they needed at the time, NET
quickly realised that there were many different, non-malicious, non-interesting, reasons
why an IP address generates an anomalous numbers of flows. For years they tried
different solutions, commercial ones and models from literature, but it proved difficult
to deploy general models that generate reliable output. Now they only look at (and have
only had success with) very specific scenarios, e.g. a single port that is relevant for parts
of DDoS attacks.

P8 When selecting an algorithm or tool, it is essential to consider the inter-
pretability of its output. It is challenging to transform detected anomalies
into actionable alerts.
Supported

The case studies, at FI revealed that the interviewees, and especially the security experts
have a clear idea of what they would define as an interpretable and actionable alert.
However, possibly due to being in the early phases, the interpretability of alerts is not a
big part of the selection criteria for anomaly detection tools/algorithms. The tools they
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are currently looking at do help with interpretation, e.g. in the form of an anomaly score
that helps with prioritising which alerts to first evaluate.

NET have a long experience of alerting their customers when NET detects anomalies
indicating a DDoS attack. From the interviews we find two main examples of this
challenge. Firstly, one of NET’s tool built internally produces alerts that they do not
consider has good usability. More specifically, the alerts only say that for a certain
period of time ’something strange was happening’, and which protocol was involved.
As a results, the person receiving the alert has to manually collect a great amount of
additional data needed to properly evaluate the alert. Secondly, it is challenging to
communicate alerts to external customers. It is difficult to make these alerts good for
every stakeholder. They have to be careful with the amount of text, i.e. too much
text and it may not get read. Furthermore, while the security experts at NET may
be able to interpret summaries of NetFlow records, these summaries may not say much
to the recipients of the alerts. For both these challenges they constantly try to make
improvements to increase the usability of the alerts generated.

P9 Clearly argue why anomaly detection is suitable for a particular problem
or for detecting certain activities, and how the features in the data (selected
or extracted) are significant for detecting the activity.
Not supported

On a general level, both organisations are motivated to deploy anomaly detection for
its promising capability of detecting unknown/novel attacks. In that sense they can
argue why anomaly detection is suitable for a particular problem, e.g. FI will not detect
advanced targeted attacks by matching internal data with threat intelligence feeds of
known attackers, however, statistical anomalies on the internal network traffic may reveal
such attacks.

On a detailed level, these arguments come from academic literature, studies where
anomaly detection is applied to a particular problem. Both FI and NET use academic
research to guide their efforts or use commercial tools offered as a solution to their
problems.

From the case studies we conclude that it is not realistic to expect organisations to
have a clear and detailed argument for tool and data choices. For both organisations, in
the early phases these clear and specific arguments come from external sources (research
papers, commercial tools). Moreover, these efforts are driven by cyber security teams
that will go through a phase of trial and error on their path of deploying these tools.
In essence, both organisations trying to solve a business problem with innovative tools
rather than doing scientific research.

However, as we see from the case study at NET this capability can grow as their
maturity level and experience with anomaly detection increases.
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P10 While supervised machine methods cannot be used on unlabelled data,
they can be used to post-process the alerts to reduce false positives and/or
provide additional information that accelerates verification of alerts.
Supported

Both FI and NET are solely using unsupervised machine learning methods. One inter-
viewee at FI discussed how using unsupervised machine learning and real-life makes it
challenging to model normal traffic as they do not know if they only have normal traffic
in their datasets. The only way to overcome that would be to use supervised methods on
their own real-life datasets that has been manually checked for normal and anomalous
behaviour. However, the large scale of their datasets make that infeasible. As a result
they look for academic research that propose models that work on unlabelled datasets.

As for post-processing the security experts at FI discussed the usefulness of applying
automatic classification on the alerts. Firstly, this classification could be used to group
alerts into categories of similar alerts. Secondly, it could be used to send the alerts to
decrease false positives, presumably by comparing with previous false positives. While
they are not actively developing this functionality, they do see its value. Post-processing
of alerts may become a necessity as they plan to incorporate a greater number of data
sources into the system, possibly resulting in too many false positives for a small team
to handle.
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5.3.3 Phases 5-6: Evaluation and Deployment

Propo-
sition

Description FI NET

P11
A low false positive rate is essential for operational usability
of anomaly detectors. As a result, organisations should
prioritise a low false positive rate over a high detection rate.

+ / − + / ?

P12

It is important to achieve a very low rate of false posi-
tives when working with large amounts of data. Even a
small false positives rate (>1%) can result in an unusable
anomaly detector.

+ + + +

P13
It is essential that an anomaly detector generates actionable
and interpretable alerts. Evaluating alerts is time consum-
ing and is done by expensive and busy experts.

+ + + +

P14
It is important to address the issue of updating operational
anomaly detectors as the notion of normal traffic tends to
change over time.

n.a. + / −

P15

Organisations should recognise the value understanding
what makes an alert either a true- and false positive. This
knowledge can be used to improve detectors or construct
detection rules.

+ + + ?

Table 5.4: Propositions and case study (Evaluation and Deployment)

P11 A low false positive rate is essential for operational usability of
anomaly detectors. As a result, organisations should prioritise a low false
positive rate over a high detection rate.
Partially supported

From the literature study we found that the high false alarm rates are a barrier for
deploying a usable anomaly detector within business organisations. Looking at this
issue in the case studies showed that the two organisations had a more relaxed view on
false positives.

At FI, most acknowledge that there will be a large number of false positives, partic-
ularly in the beginning of deployment. The vision is that when an anomaly detector is
deployed an improvement and learning process begins. Alerts generated that prove to be
false positives will further the experts’ understanding of the network. This understand-
ing is then used to explain why an event is a false positive and should not be detected
again. More specifically, this process of tuning the models, and understanding the false
positives brings valuable knowledge. However, this process should eventually lead to a
model that is usable. As a result, false alarms are not a great concern for them in the
early phases.

Anomaly detectors that require a lot of time and resources to tune will eventually
be abandoned as we saw at NET. From their experience, having a good (combination
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of) tools to analyse the alerts and find out what is happening is essential. For example,
if these tools can reduce the time it takes to investigate some alerts from 2 hours to 2-3
minutes, like in the case of NET, the cost of a false alarm is reduced.

In summary, the experts do agree with the fact that high rates of false positives is a
problem. However, there are many ways to reduce the impact of them, e.g. having the
tools to quickly investigate. Moreover, the insights a false alert brings can be of value
for the security experts as it enhances their understanding of what type of (strange)
activity takes place on their networks. More specifically, for the security experts it is a
priority to better know their networks.

P12 It is important to achieve a very low rate of false positives when
working with large amounts of data. Even a small false positives rate
(>1%) can result in an unusable anomaly detector.
Supported

Reflecting their experience with both anomaly-based and rule-based detection systems
the interviewees recognise that a manageable number of false positives is key to the
operational success of detection tools.

As discussed before, the experts understand that a recently deployed anomaly de-
tector is likely to produce a high rate of false positives in the beginning. However, they
expect that after a reasonable period of tuning the model the false positive rate will
reach usable levels. The expectation of such an improvement process is in line with their
experience with rule-based detection systems, e.g. working with firewall rules.

This tuning process is not always successful as is clear from the case study at NET.
They have abandoned models embedded in commercial solutions and models coming
from academic literature due to difficulties with tuning. For example, they tried to
tune one model from academic literature (Holt-Winters) for more than a year before
abandoning it due to difficulties with getting reliable results. Furthermore, the problems
with tuning models of some commercial systems is that it is only enabled to a limited
degree, e.g. a few parameters can be changed but the underlying model is hidden.

While both organisations fully agree with the proposition it is challenging for them
to reduce the false positive rate of an anomaly detector in operation.

P13 It is essential that an anomaly detector generates actionable and in-
terpretable alerts. Evaluating alerts is time consuming and is done by
expensive and busy experts.
Supported

Based on the case studies we find that interpretable and actionable alerts are essential
for the operational success of anomaly detectors.

At FI the team and especially the security experts have clear usability criteria for
alerts generated by anomaly detectors. From their experience they know that it takes
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a long time to investigate alerts, data has to be collected from various sources before
it becomes clear whether they have a true or false positive. The more intepretable
and actionable it is, the less time it takes to investigate. Simply put, they want the
alerts to automatically answer as many ’w’-questions (who, what, where, when, why) as
possible. For instance, it should be clear why an alert is being raised, what entities (e.g.
IP addresses) are involved, and some indication of severity. While these usability criteria
are there from the perspective of the security experts, they are not used as ’requirements’
for the work of the data scientists building the anomaly detectors. At the moment their
main concern is developing working models that detect relevant, interesting (and/or
malicious) anomalies.

The same goes for NET who both send alerts to customers and receive alerts that
they have to investigate. Actionable alerts, that indicate IP addresses and provide good
means to start investigating (e.g. a hyperlink to visualisation of the event) are important
for reducing investigation time. As for the alerts they send to customers they have had
to deal with challenges of producing interpretable alerts. For example, they sometimes
send alerts identifying potential victims of DDoS attacks, with large amounts of traffic
coming through them. However, some of their customers (instinctively) block the IP
address because most of NET’s alerts identify the attackers that need to be blocked.

Both organisations seem to follow a similar way of working with usability. They
clearly understand its importance, but usability is not of high priority early on, at least
not in a way that directly impacts the construction of anomaly detection tools/models.
When they reach a stage of sending alerts, they start to emphasise and put more effort
into making the alerts usable. For instance, NET are continuously working to improve
the interpretability of their alerting, and FI intend to learn that by looking at what is
frequently requested information with an alert.

P14 It is important to address the issue of updating operational anomaly
detectors as the notion of normal traffic tends to change over time.
Not supported

The case studies did not reveal any decisive statements of support for this proposition.
The team at FI have not reached the stage where these issues are addressed. As for NET,
without access to the data and tools at the time it is difficult to say whether the long
time spent on tuning models was only due to the poor performance of the algorithms
or whether what should be considered as normal was changing during the same time.
Hence, this proposition is not supported as neither organisation has consciously dealt
with this problem.

More importantly, it is unclear whether the organisations would be able to determine
whether false positive rates are caused by a model that needs to be updated because
’normal’ is changing, or by a model that performs poorly or does not fit the problem.
Moreover, before deployment it may prove difficult to decide a good frequency for up-
dating an anomaly detector.
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P15 Organisations should recognise the value understanding what makes
an alert either a true- and false positive. This knowledge can be used to
improve detectors or construct detection rules.
Supported

The case organisations recognise the value of a careful examination and understanding
of both true and false alarms.

The team at FI intend to research detected anomalies that are either malicious
or interesting and turn them (where possible) into rules. Furthermore, they want to
understand why an alert is a false positive, e.g. by looking whether the model is overem-
phasising some features in the data, or whether the model is missing key contextual
data.

In a sense, NET has used false positives to develop detection rules. To elaborate,
NET is using a system that uses algorithms to generate rules to mitigate attacks. While
the rules that the system generates are reportedly ’clever’, they are often too specific. In
some cases, these very specific rules would fail to detect even a slightly different variation
of the same attack. As a results, NET develops more general rules based on the specific
ones.

5.4 Incompleteness of the theoretical methodology

During the case studies we conducted semi-structured interviews with open questions.
The questions purposely covered the broad contents of the theoretical methodology and
allowed the freedom of discussing other issues relevant for business organisations. In
this section we outline some of the issues observed from practice that were either under-
stated or overlooked in the the propositions. In short, these are issues missing from the
methodology or more important in practice. With regard to RQ 4 this section looks
at the completeness of the theoretical methodology while in section 5.3 we examined its
soundness.

In the following subsections we list (in no particular order) and summarise some of
these issues. Furthermore, we present relevant (and anonymous) quotes from interviews
that capture the issues discussed. Subsequently, we elaborate on them in chapter 6.

Data governance

“It is hard to get the data, everything is hard about it, technically and organ-
isationally speaking.”

In one proposition (P4) of the theoretical methodology we mention the importance of
securing access to data and other resources from within the organisation. Considering
the insights from the case studies it can be concluded that the theoretical methodology
understates this issue.

Even when a security department is allowed to use the data, getting the data is not
as simple as showing up and asking for it. It can still be an immense technical and
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organisational challenge to actually retrieve the data. For instance, the data may be
owned by other departments that have neither the interest nor capability to collect and
deliver network logs.

Once the data is collected it is has to be made accessible to the data scientist.
Furthermore, the raw data is not always enough, metadata describing the data is also
needed, e.g. a network/asset model that describes the topology of a particular network
segment, and helps identify the actors on the network. Again, this information may
belong to other departments that have to agree to deliver this meta-information.

There are many other challenges related to data, including the storage of large
amounts of data, managing performance simultaneously for data scientists and security
experts, building a system that is compliant to an organisation’s security and privacy
policy, annotating the data with contextual information, and dealing with poor data
quality.

In summary, the theoretical methodology does not emphasise the issues of getting
and working with data with the same weight as these issues appear in the case studies.
The problems with data may arise at different times from different directions, but all
directly affect the anomaly detector.

Laws and regulations

“There are laws in some countries that prohibit logs from leaving the coun-
try.”

In the theoretical methodology, the only challenge related to laws and regulation has to
do with whether it is allowed to use live data (P5), i.e. simulated data is often used for
legal and privacy reason.

In practice, these issues have a wide impact and can introduce complexities to an
anomaly detection project. Firstly, everything from departmental policies to interna-
tional law has to be considered. Secondly, data collection and transfer is subject to
many laws. For instance, at FI we saw that banking secrecy laws of one country dictates
whether a certain data source is available, and data protection laws in another country
forbids logs ever leaving the country. Thirdly, laws regarding privacy are not always
clear, and subject to interpretation, meaning lawyers can interpret the same law differ-
ently. Fourthly, a deployed and operational anomaly detector has to be in compliance
with company regulations. Reaching the point of compliance can be costly in terms of
time spent doing the necessary documentation and analysis. Furthermore, as observed
at FI, requirements and constraints for these types of projects often come from people
working with risk management, compliance or legal departments.

Understanding the network

“We do basic monitoring, we know our baseline, and we know our network.
Without this knowledge, and without tools for doing and checking your base-
line you cannot effectively do anomaly detection.”
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The propositions of the theoretical methodology are focused on the end goal, deploying
an operational and usable anomaly detector. The methodology is about defining a clear
scope and requirements, apply statistics or machine learning techniques, generate usable
alerts, and deploy the technology in the organisation.

From the case studies we see that the respondents, and particularly the security
experts, want to use these tools to better understand what is happening on their networks
and systems, i.e. gain situational awareness. Considering the detailed problem definition
and narrow scope the theoretical methodology ask of organisations we argue that it
assumes this situational awareness is already at hand.

However, we see that the tools that support business organisations in developing a
good understanding of the networks are being deployed simultaneously as those that
allow them to do anomaly detection, e.g. Hadoop and Mapreduce frameworks, visuali-
sation tools. Furthermore, a good understanding of the network and tools that support
exploring the data helps with investigating of alerts.

In brief, the theoretical methodology does not sufficiently address the need of security
experts, or those who verify alerts, to have a good understanding of what goes on in the
organisation’s networks and systems.

Finding and retaining talent

“In the current labour market it is difficult to get the right people for a project
like ours.”

The theoretical methodology implicitly assumes that the business organisation already
has all the experts needed to deploy anomaly detection. In reality, finding and retaining
talent is a significant challenge that affects anomaly detection projects in various ways.

For instance, we saw that the case study organisations need three main types of
experts: data scientists, security experts, and data engineer (Hadoop specialists, infras-
tructure developers). Reportedly, these are all in great demand and in short supply,
making them difficult to find and retain in the current labour market.

To get the necessary expertise they have had to partially rely on external employees.
Naturally, this is a temporary arrangement and in the end of the project the external
employees leave and take their knowledge with them. Moreover, the organisations have
invited students to deploy anomaly detection models, e.g. as a part of their graduation.
Similarly, the students are likely to leave with valuable knowledge, leaving the internal
employees with the difficult task of tuning the deployed models.

As for the internal employees, they gain valuable experience from working on these
’cutting edge’ projects, e.g. building a threat management system and deploying anomaly
detection. This increases their value on the labour market which may encourage them
to leave for other opportunities. Furthermore, it may be hard to provide talent with an
environment where they can enjoy their work. For example, providing good flexibility
and freedom while working with such sensitive information.

The issues with talent can affect various parts of anomaly detection projects, like
deciding what kind of tools to use.
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The open source community and the commercial market

“Some models seemed promising, with many academic papers about them,
but in practice they did not work.”

Another important issue missed by the theoretical methodology is the decision whether
to go an open source route, a commercial one, or combining the two. This is not an easy
decision, both types have their strengths, weaknesses, and accompanying requirements.

Open source tools, including the use of scientific research, are often the only choice
available as the vendors of commercial solutions have not been offering many solutions
in recent years. However, these tools introduce a high level uncertainty and dependency
on highly skilled people into anomaly detection projects. Moreover, they often lack
functionalities that are required in a corporate environment that have to be built, e.g.
authentication and user management.

As for commercial tools, though the market has not offered many solutions, a few
vendors and commercial anomaly detection tools have become increasingly mature and
sophisticated in the recent years. The main drawback of the more sophisticated tools is
their high price. However, they come with less uncertainty than the open source tools,
they are likely to come with a range of functionalities organisations require, and have
less demand on talent.

5.5 Stakeholder complexities

“Some things in this project are much harder to achieve than we thought.
Those things have more to do with people.”

In subsection 2.1.1 we introduced some of the general complexities of technological
projects in business organisations. For example, deploying innovative technology of-
ten calls for the involvement of different types of highly specialised experts. On top of
technological complexity, managing the coordination and communication between the
varying groups also increases project complexity.

Interacting with the various experts involved in anomaly detection in practice, we ob-
served these stakeholder issues (complexities and tensions). We divide our observations
into two main categories: the project teams, and innovating in a business organisation.
Furthermore, we extract and present relevant quotes from the case studies in the same
way as we did in the previous section.

Teams of security experts and data scientists

“It is difficult to manage a group like that, everybody has their own under-
standing, own way of working.”

At its core anomaly detection requires the bridging of two professional domains, statis-
tic/data science (e.g. building and tuning models), and cyber security (e.g. defining goals,
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evaluation and verifying alerts). From what we have seen in practice, people generally
fall into one or the other of these categories, i.e. people are seldom experts in both.
Thus, both data scientists and security experts need to be involved to take care of their
parts of the system, but they also need to communicate and work together. As discussed
in subsection 2.1.1, the stakeholder complexities come from these interactions between
different sub-systems and specialists.

It is a challenge to introduce and integrate data science, anomaly-based detection,
into a team of people that are used to rule-based detection/way of working.

On one hand, the team has to know when to use what type of tool, which is difficult
when the experts are not familiar with the anomaly-based tool. More specifically, when
people do not have good knowledge of statistics/machine learning, they do not have a
good understanding of the capabilities and limitations of anomaly detection. As a result,
they are less likely to identify problems and formulate them in a way that fits anomaly
detection.

“When you start to see what anomaly detection can do, you start to formulate
your questions in terms of them being handled with anomaly detection.”

On the other hand, the data scientists are most often making anomaly detection
models based on scientific literature that they intend to deploy within the organisation.
However, the security experts have a better understanding of the threats, network activ-
ity, and other contextual information related to the organisation. It is difficult for the
security experts to know how much they should try to integrate this context and under-
standing into the process of making an anomaly detector in a useful way. In their view,
it may be better to keep this contextual information separate from the data scientist so
as to not distract him in his work.

“Maybe they should be more separate so that you are not distracting the data
scientists with such information.”

More importantly, the two groups have to work together, agree on an approach, and
divide responsibilities. To explain this we provide three relevant examples from the case
studies. First, we see that the data scientists are focusing more on making advanced
models that detect specific threats while the security experts are more interested in sit-
uational awareness, smaller (modular) models, and monitoring capabilities. Second, in
neither case study was there a clear agreement on how to handle false positives, who
should handle them and when (see more detailed discussion in section 6.3). Thirdly, how
these two groups want to approach the problem is reinforced by their external profes-
sional peers, e.g. by sharing ideas with security experts at other financial institutions.

At the same time, we see the project and project management is more focused on
the end goal and deploying the various sub-systems. There is less focus on ’designing’
the interaction between the people belonging to different parts of the system.

In summary, the two types of specialists are needed to work on different parts of an
operational anomaly detection system. However, they are also faced with the challenge
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of deciding how to work together, i.e. the different types of experts need to find out how
to bridge their domains.

Innovating in business organisations

“Similar to ’building a rocket in mid-air’ but in something thick, you feel
pressure from everywhere, you have to work fast, but around every corner
there is a ’but’ and many stakeholders intervening in the project.”

For both organisations, anomaly detection is a new way of detecting security incidents.
They see the operational success of statistics and machine learning techniques in the
field of business intelligence, customer intelligence, and fraud detection. However, when
deploying anomaly detection, organisations are essentially doing research projects as
there are few tools and models readily available, and little practical information available
and shared across communities. For that reason organisations take it upon themselves
to develop and build (large parts of) the anomaly detection system.

As mentioned in subsection 2.1.1, the deployment of innovative technology can clash
with the way business organisations operate in projects and the interviewees mention
several examples of how these affect them.

“I love prototyping. Try something, if it does not work, try something else.
I think this way of working would be good in this project, but it is very hard
to get this approach into this organisation.”

Firstly, there is friction between the exploratory and experimental way of working
and standard business practice. As this is innovative technology these projects may need
a long exploratory phase where the team ’dives’ into the technology and tries different
solution in an effort to understand the effects of different decisions. In other words, to
better understand the technology the experts need room to explore and play around with
it. However, his way of working is difficult to incorporate into how an organisational
way of running projects, with a set budget, time constraints, and results to deliver.

“A lesson learned would be to externally develop the capabilities of the system,
then fit it into the organisation, or change the organisation to fit the system.”

Secondly, it is challenging to make the system fit to the organisation, i.e. comply
with its standards. During deployment are many internal dependencies to work with,
needs for approvals, discussions and meetings (elaborated on in section 6.1). Reaching
this point of compliance is costly in terms of time spent on documentation, analysis and
presentations in order to get approval. In other words, costing time the experts would
much rather spend on building the system.

“You sometimes get the feeling that these rules and guidelines have not
evolved as fast as technology, but this is something we have to do.”
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In summary, these are not issues that are confined to anomaly detection or innovative
technology. However, they are do affect the case study organisations, and deploying a
relatively unknown and cutting edge technology only exacerbates these challenges.

5.6 Summary

In this chapter we have answered RQ 4. Firstly, by testing the theoretical methodology
by comparing it with how business organisations approach and experience anomaly de-
tection (section 5.3, summarised in Table 5.5). Secondly, by identifying key issues with
anomaly detection that are important in practice but overlooked or underestimated in
the theoretical methodology (section 5.4). Thirdly, describing how general stakeholder
complexities of doing technological projects surfaced in the case study organisations
(section 5.5).

On the soundness of the theoretical methodology, we observe that the majority of
propositions were supported by the experts of the case study organisations, i.e. organisa-
tions where following the propositions to some degree, or were aware of (and agreed with)
the important issues from the literature. The ones that were not supported seemed to
expect a mature experience of anomaly detection or certain way of working and thinking
that did not fit the case study organisations, e.g. early definition of requirements or clear
arguments for their selection of methods.

On the completeness of the theoretical methodology, it did miss a few crucial issues
important to the case study organisations. Namely, the selection of open source or com-
mercial tools, retention of talent in today’s labour market, gaining situational awareness,
and how laws and regulations can add complexities to anomaly detection projects.

Propo-
sition

Description Support

Business understanding & Data understanding

P1
Business organisations are motivated to deploy anomaly de-
tection for detecting new/unknown attacks and for automatic
refinement of detection rules.

Partial

P2
It is important that the problem owner defines clear objec-
tives, requirements, constraints, and success criteria for the
anomaly detector in early phases.

No

P3

Anomaly detectors should have a narrow scope, e.g. around a
specific attack or malicious activity. A small scope is a success
factor for reduced false positive rate and increased likelihood
of project success.

Yes



58 CHAPTER 5. EXPLORATION OF ANOMALY DETECTION IN PRACTICE

P4

It is important to take inventory of technical and organisa-
tional resources in the early stages. E.g. ensure that data
is available and of good quality, arrange access to domain
experts in advance and verify that the project is sufficiently
supported within the organisation.

Yes

P5

It is essential to use data that is representative of the traffic
of an organisation’s networks and systems, e.g. real-life oper-
ational data. It is difficult to simulate realistic activity. The
results of anomaly detectors on simulated data are not a good
indicator of operational results.

Yes

Data preparation & Modelling

P6
It is important to reduce the variability and dimensionality
of the data. For instance, by filtering and aggregating it as
much as possible around the scope of the anomaly detector.

Partial

P7

It is important to keep in mind that attacks are not necessarily
anomalous and/or rare. Furthermore, anomalies are not nec-
essarily malicious or interesting. The goal is to find specific
malicious activity, not statistical anomalies.

Yes

P8
When selecting an algorithm or tool, it is essential to consider
the interpretability of its output. It is challenging to transform
detected anomalies into actionable alerts.

Yes

P9

Clearly argue why anomaly detection is suitable for a partic-
ular problem or for detecting certain activities, and how the
features in the data (selected or extracted) are significant for
detecting the activity.

No

P10

While supervised machine methods cannot be used on unla-
belled data, they can be used to post-process the alerts to
reduce false positives and/or provide additional information
that accelerates verification of alerts.

Yes

Evaluation & Deployment

P11
A low false positive rate is essential for operational usability of
anomaly detectors. As a result, organisations should prioritise
a low false positive rate over a high detection rate.

Partial

P12

It is important to achieve a very low rate of false positives
when working with large amounts of data. Even a small false
positives rate (>1%) can result in an unusable anomaly de-
tector.

Yes

P13
It is essential that an anomaly detector generates actionable
and interpretable alerts. Evaluating alerts is time consuming
and is done by expensive and busy experts.

Yes
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P14
It is important to address the issue of updating operational
anomaly detectors as the notion of normal traffic tends to
change over time.

No

P15

Organisations should recognise the value understanding what
makes an alert either a true- and false positive. This knowl-
edge can be used to improve detectors or construct detection
rules.

Yes

Table 5.5: Summary of the case study findings on the propositions
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Chapter 6

Discussion

To answer the main research question, ”What are the core discrepancies between
theoretical guidelines and operational practices when using anomaly detec-
tion in business organisations?”, we elaborate on key topics from the literature
review and case studies that exemplify the discrepancies between anomaly detection in
practice and in theory. Firstly, in section 6.1 we take a close look at an unfortunate
combination of organisational challenges that can negatively affect anomaly detection
projects. Secondly, in section 6.2 discuss how the challenge of defining and modelling
normal and anomalous activity looks in practice. Thirdly, in section 6.3 we use insights
from the case studies to expand on our understanding of working with alerts and ad-
dressing false positives. Fourthly, in section 6.4 we describe the challenge of choosing
between open source and commercial solutions, and the factors influence that decision.

For each topic we provide our opinion on the matter and come up with recommenda-
tions for practice. Future research directions and recommendations for researchers will
be discussed in section 7.4.

6.1 Gathering resources and support

The topic of gathering the necessary resources and support was explored to some extent
in section 3.3. During the case studies we saw that these issues are critical. For example,
in one of the case studies all eight respondents said that getting data from within the
organisation was the biggest (or one of the biggest) challenge they have encountered. In
the following paragraphs we elaborate on these issues in light of what we observed in
the case studies (summarised in Figure 6.1 and Figure 6.2).

Data. In one case, where the company charter allows the cyber security team to use
or access any data it needs, getting it is not as simple as showing up and asking for
it. In their view the hardest part of the project is getting the data, ”everything is hard
about it”, from both a technological and organisational perspective. Without the data
the system cannot detect anything and the interviewees mention several challenges they
have faced surrounding data.

61
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First, the network logs are not centrally owned or managed, instead various local
network/IT departments have the data. These departments do not necessarily under-
stand the usefulness of the data. They might use it for operational purposes, e.g. store
it for 2 weeks or collect only samples of the data. Often it takes some convincing to get
them to collect and deliver the data needed for the system.

Second, capabilities like generating NetFlow do not necessarily exist in all these
departments. In some cases, the project team has to support them with advice on specific
devices for collecting the data, best practices, or funding for building the capabilities to
collect and deliver the data. This process can take months.

Third, legal and privacy laws on a local, national and international level make it
difficult to collect some data. Commonly, it takes a long time to get all the necessary
approvals (e.g. from legal departments) and some laws even prohibit logs leaving the
country of origin.

Fourth, once the data is delivered it does not come with any quality assurance. This
can cause a problem for the anomaly detection if the models are being built with faulty
data. As a simple example, if no data was collected in the last two Tuesdays, the model
may produce a lot of alerts next Tuesday as it does not expect any traffic. Currently
there are no tools or processes in place to address this, but if someone suspects that
something is wrong it is investigated. The project team have recognised that the need
for processes and tools for monitoring and dealing with data quality.

Fifth, it is challenging to be context-aware in such a large setting, with data from
so many sources. Currently, the system is not collecting and providing these contextual
information, meta-information about the data in an organised way. This makes it dif-
ficult for the data scientists and anyone that needs access meta-information to explain
the data, e.g. for verifying alerts.

Sixth, as the amount of data grows the scale of the infrastructure has to grow as
well. The data currently in the system is a fraction of what the team intends to have
in the system. It is difficult to know whether the decisions that make the system run
today will not impede future growth.

Convincing	
data	owners

Capabilities	
of	data	
owners

Legal	and	
privacy

Quality	of	
the	data

Context	of	
the	data

Scalable	
design

Figure 6.1: Summary of main challenges with getting data

Project team. From the case studies we observed that within the project team the
system is highly dependent on people, the talent running the system. In one case study
organisation, once operational, the threat management system (including anomaly detec-
tion) needs considerable human resources from within the security team working on the
system. There is need for talented data scientists, experienced security people, and data
engineers (e.g. Hadoop specialists). From the interviews we observed some uncertainty
whether the small team will be able to handle investigating all interesting alerts (both
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from anomaly detection and threat intelligence matching) once the system contains all
the data they plan to collect and ingest.

Organisational support and dependencies. Within the organisation we see that
the project is dependent on several different departments and stakeholders. The inter-
viewees discussed a few of them: Firstly, there is a critical dependency on local IT- and
network departments for getting new data sources into the system. Secondly, people
from risk management, data protection, legal, and compliance departments have to be
actively involved in the project. This is mostly because the data (NetFlow, DNS, Proxy)
used for the system are privacy sensitive. The project team has constant open discussion
with these parties, incorporate their criteria (requirements/constraints) into the project.
Moreover, these parties have to be consulted before using certain data or expanding the
scope of the system to incorporate more data sources. Thirdly, the (continued) support
and funding from top level management. This type of project is not necessarily high on
the agenda of all members of senior management that may have other priorities in mind.
The priority of this type of project depends on many factors like the result it generates
and the perceived importance of detecting all cyber attacks.

Environment. Outside the organisation one case study project is mainly dependent
on three factors.

Firstly, the system is highly dependant on various (privacy, data protection, bank-
ing) rules policies and laws on different levels (local, national, international) that affect
how organisations can work with data. For example, some countries have banking se-
crecy laws that affect whether and how it is allowed to extract certain data. Moreover,
others have laws prohibiting the logs from leaving the country. Currently the system is
collecting data from FI’s country of origin and even though the country’s privacy law is
not always clear these issues were sorted surprisingly fast. However, the team expects
this will be a difficult challenge for other countries.

Secondly, the system is dependent on the outside anomaly detection ’market’ con-
sisting of academic research on the topic, open source communities and tools, vendors of
commercial solutions, other organisations pursuing anomaly detection, and freely avail-
able or commercial models.

Currently, doing an anomaly detection project is essentially a research project as
they have to rely on academic papers and research. One challenge is that there is
limited amount of (open source or commercial) readily available tools and models for
doing anomaly detection. However, the project team has observed the outside world
becoming more mature in the two years of working on the project, both vendors of
commercial software and other organisations pursuing similar projects.

Thirdly, the labour market. Finding and retaining talent for the system is difficult.
In the current state of building the system the project is highly dependant on external
employees. These external employees will leave, taking knowledge with them. In addi-
tion, internal employees working on the project increase their value on the job market
and may leave for other opportunities. Furthermore, the expertise needed for the build-
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ing, maintaining and operating the system are all hard to find in the current labour
market.

Environment

Organisation

Project team

• Law
• Anomaly	detection	
market

• Talent	and	labour	market

• IT departments
• Legal	and	privacy
• Top	management

• Security	experts
• Data	scientists
• Data	engineers
• Developers

Figure 6.2: Summary of main organisational dependencies

Discussion

While none of these issues are unique to anomaly detection we have observed all of them
directly influence such efforts. Most of the issues are hard to solve and come from outside
the core team involved in deploying the tools. In essence, the combination of challenges
is unfortunate for the potential success of these tools in a practical setting.

Recommendations for practice. Many of these issues are ingrained the culture
of business organisations, so unless the organisation is able to change they will likely
remain. A recommendation for practice is to try to identify all these types of issues
before starting a project or in an early phase, and then make a decision whether any of
these issues are likely to obstruct the project. In some cases it may be advisable to start
small and generate quick wins that may give the project the additional support needed
to clear some obstacles.

6.2 Defining and modelling normal and anomalous

One of the fundamental statement from the literature study about the challenges of
anomaly detection is that it is hard to define normal with operational data, and that
non-malicious and non-interesting anomalies are common. In the following paragraphs
we discuss how the case study organisations looked at the topic.

Defining and modelling normal A common success criteria in anomaly detection
is to detect malicious activity. From the discussion we understand that the distinction
between malicious and anomalous can be difficult. More specifically, an anomaly in
and of itself is not automatically considered malicious. Before making that distinction
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organisations have to define what an anomaly is and the only way to do that is to define
what is normal traffic.

From the case studies we observe that the definition of normal in statistics is not
the same as in cyber security (Figure 6.3). From a data science perspective, ’normal’
is when an event looks like most others, and has many neighbours around. From an
organisational cyber security perspective, the definition is more complex. Normal is
when the organisation is not being attacked, and there are no threats of interruptions by
internal or external parties, i.e. everybody and everything is running for business goals.

Data	science

• Event	looks	like	most	
others

• Has	many	
neighbours	around

Cyber	security

• Organisation	is	not	
being	attacked

• Everyone	working	
towards	business	
goals

Figure 6.3: ’Normal’ according to data science and cyber security

We also observed support for the proposition on using real operational data (P5) is
the only way to build an anomaly detector. From working on fraud detection one case
organisation has learnt that it is not possible to define normal unless they are using live
data, i.e. simulated data cannot be used to model and distinguish normal and anomalous.

It is hard to define normal traffic because organisations do not know if they have
normal traffic, i.e. live operational data may or may not contain malicious activity.
Furthermore, there is no one model or formula for defining normal, it is dependant
on each scenario. Therefore the data scientists have to create models based on the
observations at hand, and may never know if the model only contains normal behaviour.
The only way to overcome this challenge would be to use supervised machine learning on
a training dataset that has been manually checked for normal and malicious behaviour,
but on real-life scale that is not feasible. Therefore, the data scientists look to academic
papers where researchers use models for detecting anomalies in unlabelled dataset, i.e.
they are trying to find known models that are capable in distinguishing outliers in such
datasets.

We observed some real life challenges that organisations have had with defining
normal. For instance, two similar customers of an ISP (e.g. universities in the same
country) do not share a common definition of normal traffic patterns. Moreover, tools
based on available research designed to find statistical anomalies in traffic data simply
fail to find patterns in the data.

The limited success we observed only happened in cases where the scope of the
detector is small. For instance, it was possible for them to define normal traffic, and
subsequently anomalies, for UDP (User Datagram Protocol) traffic on for the DNS
(Domain Name Server) port (port 53). In their experience, such narrowly defined subsets
of traffic have a relatively stable baseline, enabling the use of anomaly detection.
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Defining and modelling anomalies. As mentioned before, anomaly detection is
about detecting malicious activity, and similarly to the problems with the definition of
’normal’, ’anomaly’ in data science and cyber security is not the same (6.4). From a
data science perspective, an event is anomalous when it does not look like the others,
there is sparsity in the neighbourhood. From an organisational cyber security perspec-
tive, the anomalies that they are after are not statistical anomalies as such, instead
malicious activity, i.e. an attack on the organisation. In addition, organisations are in-
terested in finding non-malicious but security related anomalies, e.g. data leakage or
misconfiguration.

Data	science

• Event	is	different	
from	the	others

• Sparsity	in	the	
neighbourhood

Cyber	security

• Malicious	activity
• Interesting	security	
related	event

Figure 6.4: ’Anomaly’ according to data science and cyber security

The case studies produced both promising and alarming insight into the issue of
detecting anomalies in practice.

One one hand, it is important to keep in mind that interesting anomalies are not
only detected using advanced statistical models. The case studies revealed a variety
of different ways anomalies have been detected when building a detection platform or
working with data. First, working with data on other parts of the system (e.g. data
ingestion or IoC matching). On several occasions the developers handling the data
have stumbled upon some strange events and patterns in the data. Some have been
investigated but none turned out to be security related anomalies but rather issues with
data quality. Second, doing basic visualisation and overview of the data can reveal
interesting fluctuations that the team wants to investigate. Through visualisation they
have seen interesting fluctuations in the data that were investigated. Third, using basic
statistics, looking at extreme values in the network traffic logs one data scientist did
detect (quick) port scans by internal employees. From investigating they found out that
the scan was intentional, but not malicious. Fourth, by doing a time-series analysis they
detected and investigated some of the outliers. These investigations lead to the discovery
of a malfunctioning router that was causing some of the anomalies. To summarise,
working with the data in new ways can reveal interesting anomalies and insights that
bring value to the organisation.

On the other hand, some experts discussed the negative experience they have had
with detecting anomalies. Firstly, it is difficult to define a narrowly scoped problem
that will generate relevant anomalies. For instance, in an early phase one case study
organisation was enthusiastic about a simple anomaly detector, detect IP addresses that
are responsible for an outlier amount of flows. While this seemed like the detector they
wanted, they quickly realised that there are many reasons for something to have many
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flows. Secondly, the organisation deployed a system that once an attack is detected, it
uses algorithms to generate rules to mitigate future attacks. As it turned out, the rules
it generated were too specific to detect anything remotely different to the original attack.
Thirdly, they have had to abandon models based on promising research; for instance,
after struggling to tune them for over a year.

Discussion

Based on the findings of the case studies and literature review it can be argued that
the problem of defining and modelling normal and anomalous is difficult to overcome.
Unlabelled data used to build anomaly detectors may well contain the attacks the goal is
to find. Promising ideas and models do not work as intended, and promising efforts get
abandoned. In fact, unless with a very narrow scope, we have yet to see an operational
anomaly detector that is producing satisfactory results.

The main promise of anomaly detection is to detect unknown or undefined attacks.
Having to define a very narrow scope seems to beat that purpose of using the technique
in the first place. Organisations want to deploy models that can detect all kinds of
anomalies, including attack patterns no one has thought of. In other words, anomaly
detection does not seem to live up to expectations.

Recommendations for practice. For organisations it is important to manage ex-
pectations of what anomaly detection can deliver. From looking at both theory and
practice they will likely end up with poor results unless they are ready to accept and
define a narrow scope for the anomaly detector.

6.3 Working with alerts and false positives

The literature and theoretical methodology is clear on the importance of usability, high
rates of false positives combined with the cost of verifying alarms that may quickly
render an anomaly detector unusable in a practical setting. From studying literature we
find that most research on anomaly detection is focused on achieving a certain detection
rate while issues related to usability see less attention. During the case study it was
obviously an important issue and in the following paragraphs we describe our findings.

Working with alerts. From the literature we understand that it is costly (time con-
suming and expensive) to evaluate alerts from anomaly detectors. This was supported
in case studies were discussion with experts that do investigations of alerts enable us to
better understand and explain the process.

Investigations can take considerable time (hours) and requires substantial manual
labour of answering various ’w’-questions (who, what, where, when, why). Firstly, the
alert is examined. Based on the experience and intuition of the security experts a decision
is made whether to follow up with an investigation. For example, there are cases were
a single alert is not a cause for concern, but with 10 alerts in a row an investigation is
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started. Second, more intelligence is collected in order to create context, e.g. identify the
machine(s) generating the traffic, which are receiving it, and whether this activity might
be part of something bigger. The experts use various sources for building this contextual
information, e.g. different tools, users, processes and contacts within the organisation.
Third, when sufficient contextual information has been collected it is possible to deliver
actionable information to the people responsible for handling the event, e.g. local security
team or customer that is affected.

Examine	
alert

Collect	
intelligence

Deliver	
actionable	
information

Figure 6.5: The basic process of working with an alert

Usability of alerts. The case studies also helped us gather understanding of what
usability criteria apply to alerts of anomaly detectors. Those that have experience with
investigating cyber security related alerts can generally express clear requirements and
expectations for the alerts that an anomaly detector generates. In cases where there
are no alerts being generated by anomaly detectors, these criteria come from experience
with rule-based detection systems, i.e. people have the same expectations for rule-based
and anomaly-based systems.

For instance, when an anomaly detection model raises an alert it is important to
explain why the alert is being raised, i.e. the logic of the detector should be interpretable
for humans. Furthermore, there should be an indication of the severity or importance
of the alert, e.g. how certain the model is about it’s decision or an indication of how
anomalous an event is compared to normal. At minimum, the alert should enable the
investigators to collect intelligence. More specifically, by making is possible to dig into
and explore the data and events connected to the alert. Moreover, as it takes a long time
to investigate alerts it should automatically provide as much contextual information and
directly answer as many ’w’-questions as possible. This information should not only be
limited to data available for models, but also use additional data (e.g. perform ’Whois’
lookup). Other usability criteria include automatically sending actionable alerts to the
parties responsible for handling them.

Addressing false positives. Most acknowledge the fact that anomaly detectors pro-
duce many false positives, particularly in the beginning. From the case studies we
observed two main types of false positives.

On one hand, when the anomaly detector is not sensitive to the context surround-
ing the anomaly event. Similar to when a smoke detector goes off when someone is
overcooking their food. The alert is justified but the detector is missing key contextual
information that makes it a false positive. The security experts expect an improvement
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Figure 6.6: Usability criteria for alerts

process where they can specify reasons/rules why an alert is a false positive and should
not be produce any more false positives under the same conditions (i.e. white-listing).

On the other hand, when the model is not good enough, producing too many alerts.
Similar to when a smoke detector goes off when a match is lit. For this type of false
positive the sentiment is that it is the role of the data scientists to fine-tune or fix
the models, for instance by re-evaluating decisions on models, feature selection and
extraction, weights and thresholds.

However, the boundary between the two types of false positives (Figure 6.7) is un-
clear. As a result, it is unclear who will be responsible for reducing false positive some
scenarios. Surprisingly, the security experts are not particularly worried about false
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tuning	or	re-
evaluating	model

Figure 6.7: The two types of false positives from the case studies

positives but welcome them as a part of increasing the understanding of what goes on
in the network. Their expectation is that the false positives will be reduced to a man-
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ageable amount in a learning process consisting of an increased understanding of both
the network and models (partly due to false positives) that is used to improve the false
positive rate.

On the contrary, we have observed examples where this learning process does not live
up to expectations. For example, a student research project where an anomaly detector
based on promising research results was deployed in a case study organisation. Once
deployed, the maintenance of the anomaly detector was in the hands of the security
team. The detector did not produce reliable results, and after spending over a year
trying to tune the model, it was abandoned. Likewise, tuning commercial solutions has
its own unique challenges. Software vendors may hide (or ’black box’) the underlying
models and limit tuning of the detector to few parameters. These restrictions may make
it impossible to properly tune the model to an organisation’s specific situation.

Discussion

Producing interpretable and actionable alerts. It is challenging to meet the
different usability criteria (Figure 6.6), especially if the organisation is building its own
anomaly detection platform. This is a challenge both for the data scientists and the
developers of the platform that should be considered from early stages.

On one hand the data scientist has to take interpretability into account when select-
ing algorithms and selecting or extracting features. In other words, it requires the data
scientists to consider whether a model/algorithm produces a human interpretable and
relevant explanation of why it labels an event as anomalous. This may be simple to do
if the problem has a very narrow scope and low dimensionality, e.g. finding anomalies
in packet rates on a single port/protocol. This may also be a very complex task if the
anomaly detector has a broad scope, e.g. finding anomalies for all flows of the organisa-
tion’s network. Moreover, certain machine learning algorithms transform (or need to use
transformed) data in order to work properly. For example, many algorithms normalise
data so that different features of the data are in the same scale [66], like transforming
both the number of packets and bytes sent on a scale between 0 and 100. If the algorithm
decides what is normal and anomalous based on transformed features the interpretability
suffers unless it is simple to translate the decision back to the original data.

On the other hand, it takes a serious development effort to build all the capabilities
needed to fulfil the usability criteria of alerts. The more usable an alert is (Figure 6.6)
the more tasks of the verification process (Figure 6.5) are automatically delivered with
the alert. It is difficult to automate these tasks, as they require skilled manual work,
come from many different sources of information, and in many cases require human
interaction. Furthermore, the alerting mechanism must be flexible enough so that the
output of different anomaly detectors can be processed, e.g. some identify a single anoma-
lous event while others produce a single alert for multiple events at a time (suspicious
communication patterns).

These are not easy tasks, but if organisations that want interpretable and actionable
alerts they need to consider these issues well before an algorithm starts distinguishing
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between normal and anomalous. Specific criteria for interpretable and actionable alerts
act as constraints for the data scientists when choosing tools, and act as requirements
for the developers of the detection system. If possible, these criteria are important to
define early, for example, so that resources are not wasted on tools that can not possibly
produce acceptable alerts.

Addressing the three types of false positives. It is important to reflect on the
distinction of different types of false positives from the case studies. Organisations un-
derstand that there are different causes of false positives that call for different reactions.

Looking at theory and practice, and assuming that the data used is correct1, we
define three main types of false positives. First, false positives caused by the lack of
key contextual information can be dealt with by white-listing events such as scheduled
back-ups that are statistically anomalous but normal activity given the context. Second,
false positives caused by a poorly performing model, generating too many unwarranted
alarms should be fixed by tuning or redesigning the anomaly detector. Third, from
theory we know that the notion of normal activity is variable in both the short term and
in the long run. In order to address this type of false positives the anomaly detector has
to be periodically updated so that the model reflects current activity.

Type	1	– Context	missing

• The	model	is	correct
to	generate	an	alert

• Key	contextual	
information	is	missing

• Security	experts
improve	by	providing	
context

Type	2	- Loud	sensor

• The	model	generates	
unwarranted	alerts

• Model	does	not	
sufficiently reflect	
reality

• Data	scientist	
responsible for	tuning	
or	re-evaluating	model

Type	3	– ‘Normal’	is	
changing

• A	good	model	starts	to	
increasingly	generate
false	alarms

• The	notion	of	'normal'	
changes	and	model
becomes	outdated

• Process	for	updating	
models	must	be	
defined

Figure 6.8: The third type of false positive from the literature review

As discussed in a previous paragraph, the boundary between different types of false
positives is unclear. If it unclear what is the main cause of false positives at a given
time, it is difficult to decide how to address the problem. Furthermore, it is not an easy
task to address any of the different types. For the first type, the contextual information
has to be collected, stored and translated into rules that white-list certain scenarios. As
for the second type, the process of building detector may need to be repeated. Lastly
for the third type, both the data scientists and security experts must define a process of
updating models based on how frequently ’normal’ changes for that particular situation.

1Incorrect or missing data may cause false positives if the anomaly detector. For instance if it includes
the error in its model of normal activity, or when erroneous data looks like an anomalous event.
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Many ways to achieve usability. The case studies confirm that false positives are
a problem. How serious a problem depends on more factors than the amount of false
positive, and interpretability of alerts (see examples in Figure 6.9).

False	positive	
rate

Interpretable	
alerts

Prioritised
alerts

Good	
investigation	

tools

Good	
knowledge	of	
network	 	or	
systems

Visualisation	
tools

Tool to	
reduce	

contextual	
false	positives

Post-
processing	of	

alerts

Figure 6.9: Factors that compensate high false positive rates

Surprisingly, the case study organisations were more relaxed about false positive
rates compared to the academic research. For one thing, the case studies did not reveal
any hard limits of acceptable number of false positives before a detector is considered
unusable. Instead, the definition of acceptable number of false positives depends on
many different things. For instance, organisations in the early phases may welcome false
positives as a mean to increase their understanding of what happens on the network.
Moreover, organisations may have improved the efficiency of their investigation process,
reducing the cost of false alarms.

In essence, false positives are a problem because alerts are costly to verify. As we
observed in the case studies, improving the tools used to investigate and verify alerts
can have an immense impact. For example, by developing a good combination of basic
monitoring, baselining (knowing what activity is normal), and predefined visualisations
(important ports, protocols), one organisation reduced the investigation time for some
alerts from taking them hours, to a few minutes.

Specific false positive rates do not automatically make a solution unusable and there
are many ways of reducing the problem and cost of false positives. From literature
and practice we see that high rates can be compensated with interpretable alerts, good
investigation tools, methods of white-listing certain false positives, post-processing of
alerts, and more (Figure 6.9).
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Recommendations for practice. For business organisations it is important that
they define usability for a particular problem and how they intend to achieve it. The
process of making a solution usable should not start after an anomaly detector has been
built or purchased. Fortunately, there are many ways to achieve usability other than
having a very low false positive rate.

6.4 Open source vs commercial tools

The decision on whether to develop the anomaly detector (system) yourself using open
source technologies or purchase commercial solutions on the market (or deciding on a
balance between the two) was prominent in the case studies. This was possibly the most
pressing issue not included in the theoretical methodology (section 4.3). In the following
paragraphs we discuss the practical implications both types of tools.

Open source. On one hand, organisations can use freely available, open source tools
to build the anomaly detector.

Developing an anomaly detection system (or large parts of it) internally is challenging
and makes the project unpredictable. Obviously it is challenging for a small team of
developers to build such a system if they do not have strong development capabilities with
similar technology to begin with. Furthermore, it is difficult to find and retain talented
developers on the labour market. While external employees may help address that
problem the organisation may not want to lose valuable knowledge and learning when
the project is over and external employees leave for other projects. Moreover, end-users
of such a system are used to working with systems with functionalities and interfaces
that would require development resources and capabilities that way exceed those of
the project organisation. For example, having a simple (web-search like) interface for
searching the data, or be able to seamlessly explore events from different perspectives.

On a related note, it is challenging to implement many of the functionalities and
controls required by the business organisation into a system that is built with and
around open source components. For example, the poor authorisation mechanisms of
the Hadoop framework which is central in the system.

When one case study organisation started its project there was little supply of com-
mercial solutions that could do anomaly detection for cyber security purposes. As a
result, the project team is doing anomaly detection in an ’open source’ way, getting
its models and inspirations from academic research. Still there are few ready models
available to purchase, some that are available are highly patented or not shared between
communities, others are incorporated into commercial software products.

As discussed in section 6.2, another case study organisation has already tried im-
plementing models based on available promising research. All things considered, their
experience has been negative as models based on promising research fail to live up to
expectations. For example, they have had students deploy models as a part of their
studies. Once in operation they have proved too difficult and time-consuming to tune
for reliable results.
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Commercial. On the other hand, the organisation can buy commercial solutions on
the market.

From the case studies, we identify two main advantages of buying solutions on the
market. Firstly, commercial solutions make projects more predictable. Developing the
system, its different features and functionalities is unpredictable. Open source tools are
not necessarily designed with organisational concerns in mind, e.g. authorisation and
access management. Secondly, the project is less dependent on the technical talent of
its people and the users of the system. Commercial solutions are often designed with
broader types of users in mind, i.e. people with less technical skills.

In the last two years, one case study organisation is starting to see more promising
commercial products available (albeit expensive) and are looking into how whether such
solutions could replace some of the open source components of their system. More specif-
ically, commercial solutions for both the matching of threat intelligence feeds, managing
and storing large amounts of data, and doing statistical anomaly detection.

As discussed in section 6.3 the other case organisation shared some negative experi-
ence with commercial solutions that are often sold as the solution ’to all your problems’.
Firstly, inflexibility with tuning commercial systems as the underlying models and al-
gorithms are often hidden by the software vendors, only allowing users to tune a few
parameters or simple thresholds. In many cases they have disabled some of these func-
tionalities as the limited tuning did not allow them to properly adapt the model to their
scenario.

Looking back some respondents do believe that doing this type of project with more
emphasis on commercial solutions is a better way to go.

Discussion

Whether to build the system internally or purchase commercial solutions is a critical
decision for organisations doing anomaly projects.

Both options are expensive, have their advantages and their disadvantages. Building
a system requires strong development capabilities, and talent that is difficult to find and
retain. Furthermore, the project is more unpredictable, e.g. since many functionalities
required by the organisational environment are not included in open source solutions.
Buying the solution on the market often comes with a hefty price tag, promises that fail
to live up to expectations, and less flexibility to adapt the solution to specific scenarios.

Weighing the advantages and disadvantages the discussion we find ourselves in favour
of commercial solutions.

We assume that most organisations are after the capabilities that the techniques
promise, as opposed to wanting to have the ability to build such a system. Building a
good anomaly detection platform that includes data ingestion, data storage, machine
learning capabilities, visualisation, and alerting requires substantial development effort.
In addition, there are many functionalities required by organisational rules (privacy,
authorisation, authentication, data segregation) that have to built around the open
source tools. From what we see in the case studies, going the ’open source route’ is
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unpredictable, and requires talent that is hard to find and retain in today’s labour
market.

In brief, defining the models are research projects and building the infrastructure
is an immense development effort. Unless an organisation is a research driven software
development company, they are likely to find themselves way out of their comfort zone.

With commercial solutions organisations saves them from the potential problems
that come with building such a platform, although they are sacrificing the flexibility of
that open source solution provide.

Recommendation for practice. Business organisations starting this journey must
decide whether they want to have the capabilities anomaly detection promises or have
the ability to build a detection platform. Building a platform is an immense development
effort unless the anomaly detection will consist of a small group of people looking for
strange patterns in a relatively small amount of data. Commercial solutions are not
perfect, but a more realistic option for most organisations.
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Chapter 7

Conclusions and reflections

In this research we have explored the topic of anomaly detection, focusing on the dis-
crepancies between practice in academia and industry. When compared to promising
research results, anomaly has been relatively unsuccessful when deployed in a business
environment. It is important to better understand this topic as these techniques have
the potential to detect harmful and sophisticated attacks.

We answer the main research question, ”What are the core discrepancies be-
tween theoretical guidelines and operational practices when using anomaly
detection in business organisations?”, in chapter 6 where we discuss in detail four
key issues that show the contrast between doing anomaly detection in practice and in
research.

First, we identify an unfortunate combination of organisational challenges that can
affect the success of anomaly detection projects. Second, we explain how the techni-
cal challenge of defining and modelling normal and anomalous activity affects practice.
Third, we identify the main discrepancies between alerts and false positives in research
and industry. Fourth, how the decision of choosing between open source and commercial
solutions is an important factor for anomaly detection in business organisations.

On our path of answering the main research question we answered the four sub-
questions that we outline in the following paragraph.

We first answered the research question ”What is the state of the art of research
on anomaly detection for detecting cyber attacks?” (RQ 1) in an extensive
literature review (chapter 3) on research topics related to deploying usable anomaly
detection in practice.

Here we found out that anomaly detection has the promise and potential to detect
attacks without the prior knowledge needed for constructing conventional detection rules.
The process of building rules is costly and rules constrained by the experience and
imagination of the experts that construct them.

However, there are significant technical challenges of doing anomaly detection in
business organisations, i.e. assumptions often made in research do not hold in reality and
there is an unfortunate combination of unique problems with using machine learning to

77



78 CHAPTER 7. CONCLUSIONS AND REFLECTIONS

detect cyber attacks.
Furthermore, the literature also identifies substantial organisational challenges that

anomaly detection faces in practice. With these techniques being new to most organi-
sations it is difficult to define a problem and gather the necessary resources.

Lastly, usability has to be considered from early phases and can be achieved with a
combination of two things. First, by having a very low false positive rate. Second, by
producing actionable and interpretable alerts.

In chapter 4 we answered the next research question ”What methodology for
anomaly detection does academic research propose for business organisa-
tions?” (RQ 2) by using the results of RQ 1 to construct a theoretical methodology
for deploying operational anomaly detection (section 4.3).

We used CRISP-DM [1], a well known framework for organisational data mining
projects as the underlying structure for the methodology. The framework covers all
phases of the life-cycle of anomaly detection projects we expect organisation will have
to undergo before deployment.

The methodology consists of 15 propositions, statements from the academic literature
on how organisations should approach the problem. The propositions are evenly divided
between the different phases of CRISP-DM and address the most important technical,
organisational, and usability issues we have identified (see summary in Figure 4.5).

Then we aimed to understand what anomaly detection looks like in practice by an-
swering the research question, ”How do business organisations approach anomaly
detection?” (RQ 2). In chapter 5 we describe the case studies where we answered this
research question. More specifically, the results of the case study are input for the test-
ing of the theoretical methodology in section 5.3, and in the discussion on the main
discrepancies between theory and practice in chapter 6.

Conducting a series of interviews (Appendix A) we collected information from two
different organisations at different stages of deploying anomaly detection.

In brief, we learnt that business organisations approach anomaly detection differently
than in academic research, and many important issues from practice have little impact
on academic research. For example, our observations suggest that they are motivated
by the promising capabilities of the techniques, i.e. detect unknown attacks, and its use
as a tool to better understand what goes on in the organisation’s networks and systems.
Consequently, they do not approach this problem in a scientific way with clearly defined
problem to solve using statistics or machine learning, it is a capability that they want to
have. For another example, people issues play a big role in business organisations. For
instance, the choice of tools (e.g. open source or commercial) has implications on what
kind of talent is needed within the team. Getting the right talent then depends on the
labour market, and as our interviews suggest, it is hard to find and retain people with
the right skills (security, data mining, analytics infrastructure).

Finally, we connect our understanding of theory and practice when answering the last
research question, ”How does the theoretical methodology compare to practical
approaches in business organisations?” RQ 4, in section 5.3 where we test the
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theoretical methodology (RQ 2) by comparing them with approaches observed from
practice (RQ 3). Furthermore, we identified important issues left out in the theoretical
methodology (section 5.4) and discussed the stakeholder complexities of doing anomaly
detection projects (section 5.5).

We find that overall the theoretical methodology is sound, i.e. most propositions were
supported in practice. Some are strongly supported, like the challenge of false positives
and importance of producing interpretable alerts for organisational success. For others,
the comparison gave new insights, like the fact that one of the main motivators for
using anomaly detection is to provide a better understanding of the activity on their
networks. The ones that were not supported seemed to expect a mature experience of
anomaly detection or certain way of working and thinking that did not fit the case study
organisations. For instance, it is unrealistic to expect early on a precise definition of
requirements or clear arguments for selection of algorithms or tools.

On the soundness of the theoretical methodology, we observe that the majority of
propositions were supported by the experts of the case study organisations, i.e. organisa-
tions where following the propositions to some degree, or were aware of (and agreed with)
the important issues from the literature. The ones that were not supported seemed to
expect a mature experience of anomaly detection or certain way of working and thinking
that did not fit the case study organisations, e.g. early definition of requirements or clear
arguments for their selection of methods.

On the completeness of the theoretical methodology, it did miss a few crucial issues
important to the case study organisations. Namely, the selection of open source or com-
mercial tools, retention of talent in today’s labour market, gaining situational awareness,
and how laws and regulations can add complexities to anomaly detection projects.

In this chapter we have answered RQ 4. Firstly, by testing the theoretical methodol-
ogy by comparing it with how business organisations approach and experience anomaly
detection (section 5.3, summarised in Table 5.5). Secondly, by identifying key issues with
anomaly detection that are important in practice but overlooked or underestimated in
the theoretical methodology (section 5.4). Thirdly, describing how general stakeholder
complexities of doing technological projects surfaced in the case study organisations
(section 5.5).

7.1 Reflection on research approach

In this section we reflect on the developments and choices made during the course of
this research. First, we reflect on overall type of research approach chosen. Second, we
discuss the long process of studying literature and its eventual use. Third, look at the
case studies conducted. Fourth, we reflect on the analysis phase of this work.

Exploratory approach

The choice of approach enabled us to discover new insights and facts about the research
problem. Doing an exploratory research approach proved a good choice for two main
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reasons. First, we headed into uncharted territory as this exact research topic is relatively
small, and few researchers have looked at this topic from the different perspectives of
this work (technical, organisational, usability). Second, we did not have a clearly defined
practical problem to solve, instead we wanted to gain a better understanding of the
discrepancies between theory and practice.

Literature and propositions

The choice of literature evolved in a process of defining the objectives of this research.
Furthermore, this process significantly impacted the direction of the research. More

specifically, two articles by Sommer [10] and Gates [14] on the discrepancies between
anomaly detection in theory and practice set us on this path. From there we expanded
the literature review around the ideas they presented and finalised the research design.

In this work we used propositions, that are commonplace in qualitative research, to
guide us in the research and case studies. Moreover, they enabled us to condense the
literature review into 15 statements that could be tested in practice.

Case studies

The case studies were obviously essential for this work as the purpose of this work was
to study and compare both theory and practice.

A key decision when designing the case studies was to collect data/investigate what
business organisations have experienced with anomaly detection, i.e. capture the learn-
ing of the case study organisations. Initially, the idea was that in the case study the
researcher would test the theoretical methodology by following it in a business environ-
ment. Looking back we consider it unlikely that this initial idea would have brought
as deep insights as we got from the experience and learning of people who have worked
with anomaly detection for years.

As a way to collect empirical data, we conducted semi-structured interviews. The
main advantage of that choice was that the freedom given to interviewees allowed for
responses that were outside the scope of the literature study. The main disadvantage was
that the interviews generate large amounts of unstructured data that was challenging to
analyse and quantify.

Analysis

Following the interviews we were confronted by vast amounts of unstructured interview
responses. We overcame that problem by using a qualitative data analysis tool to code
the interviews in an organised way, extract the key statements and determine the key
topics.

Again we find that the use of propositions was a good research decision. Linking the
empirical data back to the propositions enabled us to compare theory and practice (RQ
4) in a structured way.
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7.2 Reflection on findings

In this study we have discovered many new insights, both from theory, practice, and
the comparison of the two. Exploratory case studies often have no clear, single set of
outcomes [31] and the same goes for this work. In this section, we reflect on the outcome
of this work, what we find as the most interesting findings, and the implications of this
study.

Key findings

With many findings, insights, and no single clear outcome, we reflect on our key findings
that contribute to the academic debate.

The case study organisations want to deploy anomaly detectors that monitor their
networks/systems and generate alerts for anomalous activity. For these efforts to be
successful many different things have to go right, apart from finding strange patterns in
network/system activity.

For both case study organisations their main source of information and inspiration
is academic literature. This is because the commercial market does not currently offer
many solutions, although it has started to catch up and offer promising anomaly detec-
tion tools in the last years. Moreover, business organisations deploying these methods
may be reluctant to openly share information and best practices.

Due to privacy reasons, or other difficulties with gaining access to operational data
academic research often uses simulated datasets. Furthermore, these anomaly detectors
are in many cases only evaluated based on their detection rate, not operational deploya-
bility, or usability of alerts. As we know from the literature review, results from simulated
data are unlikely to indicate real-world results, and other metrics than detection rate
are important.

From the case studies we also see that the main challenges revolve more or less
about issues like getting the necessary data, ensuring data quality, managing alerts,
tuning operational models, developing alerting capabilities, or making the system fit to
the organisation.

It is apparent that there is a mismatch between what organisations want to achieve
and the resources that are available to them. In other words, finding and building an
algorithm that detects cyber attacks in a lab environment is a small step towards solving
the problem at hand.

It is important that organisations not only focus on the exciting capabilities of
anomaly detection driving their efforts. They must also understand the challenges they
will likely encounter and effort required to build an operational and usable anomaly
detector.

With this in mind it is also important to keep in mind that these challenges can be
addressed and overcome in a variety of ways. For instance, high false positives rates
can be addressed in many ways including reducing the scope of the problem, generating
interpretable alerts, having good investigation tools, or by good post-processing of alerts.
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Implications of study

This study is a step on the path of developing a methodology for deploying operational
anomaly detection, i.e. not solving a practical problem, but providing a better under-
standing of a complex research problem. The theoretical methodology of section 4.3 is
built around a generic framework for data mining in a practical setting. Moreover, we
have tested propositions, statements specific to anomaly detection, in a case study of
two business organisations (section 5.3). It served as a tool for achieving the objective of
this research, to investigate and understand the core discrepancies between theory and
practice. The findings of this work can be used to iteratively improve, adapt and test
the methodology in practice.

7.3 Limitations

Every research has its limitations and we will outline the main limitations of this research
in the following paragraphs.

Firstly, the case study may be considered small, interviews with ten experts from two
business organisations. While we have discovered new insights it is difficult to generalise
based on the results. For instance, the two organisations may share similarities (e.g.
culture, resources, talent) that affect their experience with the subject.

Secondly, we only used one type of empirical data, qualitative evidence from semi-
structured interviews. More specifically, we are not working with ’hard data’ to support
our claims, but the opinions and experience of people who have worked on anomaly
detection.

Thirdly, this research is overall on a general level, i.e. not tailored to specific types of
organisations (e.g. size, industry), tasks (e.g. clustering, visualisation), or resources (e.g.
data sources, human expertise). Therefore, it may be a challenging task for organisations
to apply good practices we have identified in this research.

7.4 Future research

In chapter 6 we proposed several recommendations for organisations practising anomaly
detection. In this section we propose recommendations for researchers. A work like
this can not thoroughly explore all directions and topics that present themselves. These
topics remain as research interest for future research projects. Considering these topics,
limitations of this work, and main findings we propose the following directions to be
explored further in future research.

A practical anomaly detection methodology. In this work the theoretical method-
ology’s main use was to guide the research and analysis of empirical evidence. Further-
more, data from the case studies was used to test the theoretical methodology, and give
new insights into anomaly detection in practice. However, the methodology was not put
to the test in practice, e.g. by following it when addressing a cyber security problem.



7.4. FUTURE RESEARCH 83

In addition, two case studies are not sufficient to generalise for anomaly detection in
general. Future research topic is to use the results of this work to iteratively refine and
test the methodology in practice and in different anomaly detection scenarios with the
goal of constructing a practical anomaly detection methodology.

Working with alerts and false positives. Further research on usability is needed.
The problem of maintaining an anomaly detector and dealing with different types false
positives presents a future research challenge. In this work we have found that false
positive rates are and will remain a challenge. Addressing the problem only by decreasing
the rate by reducing scope may not fit with project where the goal is to detect unknown
attacks, and it is challenging to produce interpretable alerts. From the literature these
two were identified as the ways to address usability, but the case studies revealed more
ways of achieving usability (see section 6.3).

First, research needs to focus on ways to manage and handle false positives, e.g.
how to incorporate white-listing of events that are anomalies but should not generate
alerts. Second, research should identify good practices of monitoring and diagnosing
performance of anomaly detectors so that practitioners can better respond when perfor-
mance is poor. Third, research must clearly explain any assumptions made regarding
the updating of the anomaly detector.

In summary, there is need for research specifically on the usability of anomaly detec-
tors and methods of handling alerts and false alarms.

Gathering data and support. Research is needed on the best practices with gath-
ering and working within this type of data across business organisations, especially large
multinational ones that face even greater challenge of working with the different rules
and regulations of different countries.

Furthermore, it is important to further explore these insights to better understand the
organisational side of doing anomaly detection. The organisational issues from the litera-
ture review mostly come from research on data mining in general. However, as discussed
in section 6.1, many organisational challenges can affect anomaly detection projects. For
example, getting data that is distributively generated and governed throughout an or-
ganisation, setting up a project team and responsibilities, getting support, and working
with different legislation.

Open source vs commercial tools. From the case studies we saw that organisations
look to academic research for models to deploy. We observed the difficulties of imple-
menting the tools described in research, e.g. in many papers an algorithm is described
or a certain technique used but key information is missing. To help lower the cost of
the ’open source route’ researchers should increasingly share code used in their work, or
the very least provide clear information about the tools used, parameters set, and other
criteria that make it easier to replicate the approach.

In summary, a future research direction is to explore, combine and test freely available
tools for their potential for deployment, and operational success in business organisations
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Appendix A

Interviews

This appendix contains the formal interviews conducted in this work. For each interview
we outline the questions asked and provide summaries of the response.
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Interview questions

General questions from theoretical methodology

1. What makes your organisation interested in using anomaly detection?

2. What kind of threats or attacks are you trying to address?

3. What do you consider a successful deployment of anomaly detection in this project?

Domain specific

Data Management Security

D4. What data is used in
this project? Who sup-
plies it and who is re-
sponsible for quality and
explaining the data?

D5. How do you define (or
model) normal activity?

D6. What kind of anomalies
are trying to detect?

D7. How will false alarms
generated by the
anomaly detector be
addressed?

M4. How are criteria such
as objectives, require-
ments and constraints
for the anomaly detec-
tion defined and up-
dated?

M5. Do any legal or privacy
concerns directly affect
this project? If yes,
how?

M6. Are there any parties
that this project is
highly dependent on?

M7. What amount of re-
sources (time and
people) will work on
anomaly detection once
operational?

S4. How do you evaluate
whether an anomaly is
interesting or malicious
(an attack or threat)?

S5. What action do you take
once you have an in-
teresting or malicious
anomalies?

S6. What makes the alerts
(or the output of the
anomaly detector) us-
able for you?

S7. How will false alarms
generated by the
anomaly detector be
addressed?

Open/exploratory questions

8. What have been some ’lessons learned’ in this project?

9. What has been successful in this project?

10. What are some upcoming challenges for the project?
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