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ABSTRACT

After a brief historical review of the evolution of flight simulation
techniques, the present lecture notes first deal with the main areas of
flight simulator applications. Next, they describe the main components of a
piloted flight simulator. Because of the presence of the pilot-in-the-loop,
the digital computer driving the simulator must solve the aircraft equations
of motion in 'real-time'. Solutions to meet the high required computer power
of todays modern flight simulator are elaborated.

The physical similarity between aircraft and simulator in cockpit layout,
flight instruments, flying controls ect., is discussed, based on the
equipment and environmental cue fidelity, required for training and research
simulators.

Visual systems play an increasingly important role in piloted flight
simulation. The visual systems now available and most widely used are
described, where image generators and display devices will be distinguished.
The characteristics of out-of-the-window visual simulation systems
pertaining to the perceptual capabilities of human vision are discussed.
Faithfull reproduction of aircraft motion requires large travel, velocity
and acceleration capabilities of the motion system. Different types and
applications of motion systems in e.g. airline training and research are
described.

The principles of motion cue generation, based on the characteristics of the
non-visual human motion sensors, are described. The complete motion systen,
consisting of the hardware and the motion drive software, is discussed.

The principles of mathematical modelling of the aerodynamic, flight control,
propulsion, landing gear and environmental characteristics of the aircraft
are reviewed. An example of the identification of an aircraft mathematical
model, based on flight and taxi tests, is presented.

A brief discussion on the application of ADA in real-time flight simulation
is given.

Finally, the lecture notes deal with the hardware and software integration
of the flight simulator components and the testing and acceptance of the
complete flight simulator. Examples of the so-called 'Computer Generated
Checkout' and 'Proof of Match' are presented.

The concluding remarks briefly summarise the status of flight simulator

technology and consider possibilities for future research.
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NOTATION and ACRONYMS

a acceleration
a engine model parameter
a constant depending on runway-condition
a.c. aerodynamic center
a(t) stochastic process, output of filter Fa (Fig. 46)
bz
A =35 wing aspect ratio
Ax,Ay,Az specific force along X-, Y- and Z-ékis respectively
b wing span
b ' engine model parameter
b tyre-width
b(t) stochastic process, output of filter Fb (Fig. U6)
=P
B = 3L
g
c local wing chord
Ce chord wing flap

-~

chord of aileron, elevator, rudder or tab, aft of hinge line

c chord length in the plane of symmetry




ot

w,h,v

a,e,r,t

chord length at wing tip
stochastic process, output of filter Fc (Fig. ﬁ6)

gtrut damping constant

b/2

g J ctdy mean aerodynamic chord (m.a.c.)

(o]

mean aerodynamic chord of wing, horizontal tailplane, or

vertical tailplane

mean aerodynamic chord of control surfaces and tabs, aft of
hinge line
rate of climb

. _D
LpV2Ss

drag coefficient, three-dimensional flow

center of gravity

234

H
= —2 hinge moment coefficient of the elevator. The indices

HOVES s
a, r or t are used to indicate the hinge moment coefficients of

the aileron, the rudder or a tab respectively

= I;%;gg coefficient of the aerodynamic moment about the X-axis,
2 :

three dimensional flow



...3_

= :—E;— 1lift coefficient, three dimensional flow
LpVv2S ‘

dC

plie o derivative of the liftcoefficient with respect to angle of

attack, three-dimensional flow

C‘2 due to turbulence

contribution to C due to the wing

2 ’
p

contribution to C

Co s due to the wing
r .




=M coefficient of the aerodynamic moment about the Y-axis,

LpV2Sc

three-dimensional flow

coefficient of the moment about the aerodynamic center three-
dimensional flow

Cm due to turbulence

contribution of the horizontal tail to Cm

aC
__m
gc
¥y
__1
LpVSc du
am
S W
1pV3S  au
2
aC
m
- —g
u_c
g
v

aC

= 23 at & = cénstant
da e



aC

3a e

acC

-

(e} ]

a8
-y
aC

= 332 elevator effectivity
e

3(dp, [+ oV?)
yawing moment coefficient

_N
LpVZSb

Cn due to turbulence




contribution to C, » due to the wing
p

contribution to Cn , due to the wing
r

ac
= EEE static directional stability

aC
aBb
2V

aC
=

s
a

aC
=

36
r

tyre cornering gain parameter

_X
LpVZS

CX due to turbulence

- X

qc
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VS ° au
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Lov2s

CY due to turbulence
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Loves

C, due to turbulence

YA

ac

@
<%|

aZ
* 3u



contribution to CZ' due to the wing{plus fuselage

= CZ_in steady flight

}
I
N

= CD}pV’S drag. three-dimensional flow

tyre-diameter
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Db = 3 gt dimensionless differential operator, asymmetric motions
Dc = % %t dimensionless differentail operator, symmetric motions
F total force

Fa,e,r aileron, elevator or rudder control force exerted by the pilot
Fbr brake force (longitudinal)

FO force ratio

FS side force (lateral)

FV vertical force

g acceleration due to gravity (9.81 m/sec?)

h | altitude

hp radio altimeter altitude

H{w) filter transferifunction. the index indicating the output

variable concerned

ITT interstate turbine temperature

Ix =/ (y* + z?) dm moment of inertia about the X-axis
Ix principle moment of inertia
o

1 = [ (2?2 + x*) dm moment of inertia about the Y-axis



J
xy
Xz

Yz
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principle moment of inertia

= J (x* + y?) dm moment of inertia about the Z-axis

principle moment of inertia

/ xy dm product of inertia

J xz dm product of inertia

J yz dm product of inertia

J 55 radius of gyration about the%X—axis

I 4
J EX radius of gyration about the!Y-axis

I :
J EE radius of gyration about the'Z-axis

Xz

Kurtosis of the probability distribution

constant of input white noise power spectrum, the index
indicating the variable concerned

k

X

b

dimensionless radius of gyration about the X-axis

dimensionless radius of gyratibn about the Y-axis

n|L<w
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k
KZ = BE dimensionless radius of gyration about the Z-axis
KXZ = E¥£ dimensionless product of inertia
2 wavelength of elementary field of flow
Qh =X, T X, tail length, horizontal tail
Q = x = x tail length, vertical tail
v v w
L = CQ LpV2Sb rolling moment about the X-axis
L = C, ppV2S lift three-dimensional flow
Lu v .w scale length of turbulence, the index indicating the turbulence

g''g’ g
component concerned
m central moment of the probability distribution function of the
order n

m.a.c. mean aerodynamic chord, ¢
m.p. manoeuvre point.
M = le}pV‘SE moment about the Y=axis, three-dimensional flow

a :
M =y Mach number
M total moment
M M due to turbulence
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normal load factors

engine speed

tyre-cornering-gain-parameter

CN LoV?S normal force, three-dimensional flow

C, §pV2Sb yawing moment about thé Z-axis
LP rotor speed

HP rotor speed

origin of the reference frame

static pressure

anguiar velocity qbout the X-axis :

tyre pressure ratio adviced by man@facturer
actual tyre pressure ratio

manifold pressure

engine power

strut preload

= LpV? dynamic pressure

impact pressure

angular velocity about the Y-axis

ratio between the standard deviations of u(t) and c(t),

(Fig. u46)



Re
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angular velocity about the Z-axis

'patchiness' parameter,ratio between the cutoff frequencies of

filter F_ and filter F_ (Fig. 46)
Reynolds number

pilot's control deflection, aileron, élevator or rudder control

respectively

wing area

area of one aileron, behind hinge line

area of elevator, rudder or tab respectively, behind hinge line
area of horizontal or vertical tailplane

time

Temperature

gross thrust

net thrust

T

= P .
ToVeS thrust goefflclent

static air temperature



trim
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static air temperatur at sea level in standard atmosphere
component of V along the X-axis

horizontal gust velocity parallel to the aircraft's plane of

symmetry

<|e

. &
v
stochastic process, product pf a(t);apd b(t), (Fig. U46)
component of V along the Y-axis
horizontal gust velocity along the aircraft's Y-axis
magnitude of the airspeed vector Yf
total gust velocity relative to ea;th
velocity of the airplane's center of gravity relative to the
turbed air
equivalent airspeed
minimum control speed
trimmed airspeed, V at which Fe =0

ground speed
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w component of V along the Z-axis

Wy ‘vertical gusp velocity

w(t) stochastic process, output of the system representing u .
Wy o+ Vgill , Or w respectively (Fig. U46) v

sym asym asym

W airplane weight

x x-coordinate, abscissa

Xoc abscissa of the a.c. of the wing

X..g. abscissa of the c.g.

X abscissa of the a.c. of the horizontal tailplane

X, abscissa of the a.c. of the vertical tailplane

X, abscissa of the a.c. of the wing with fuselage and nacelles

X abscissa of the leading edge of the m.a.c.

X = Cx LpV2S component of the total aerodynamic force along the X-

axis

Xb ‘ X-axis of the airplane bode axes

Xg X due to turbulence

X X-axis of the stability reference frame
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y-coordinate, ordinate

= CY LpV2S component of the total aerodynamic force along the Y-

axis, lateral force

Y-axis of the airplane body axes

Y-axis of the stability reference frame
z-coordinate

z-coordinate of the a.c. of the wing
z-coordinate of the center of gravity

= CZ LpV2S component of the total aerodynamic force along the

Z-axis

Z due to turbﬁlence

Z-axis of the airplane body axes

Z-axis of the stability reference frame
angle of attack

angle of attack of the X -axis at CL =0

b

<bq€

angle of attack in steady flight
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Y oW angle of attack of thé horizontal or vertical tailplane, or the
wing

B angle of sideslip

Bg = V

Y tyre ground-slip anglé

Y flight path angle, angle betwéen V, relative to the earth, and

the horizontal plane

L5 flight path angle in steady flight
8, =6, -6, total aileron defléction
r 2
éaf’éag' deflection Of the right or left aileron’
6bp brake pedal position
Gé elevator deflection’
Sp .flap deflection
Gg total gear defléction )
6. rudder deflection
S, strut deflection’
é spoiler or airbrake deflection



GS

LOC
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deflection of a trim tab
tyre deflection
increment

increase of total pressure over the propeller

tailwheel stearing angle

downwash angle, usually at the horfzontal tailplane

‘glide slope deviation

localizer deviation
tyre deflection diameter ratio

angle of pitch, angle between the‘Xb—axis and the horizontal

plane
angle of pitch in steady flighp

friction coefficient

= pgb relative density, asymmetric motions
= m— relative density, symmetric motions
pSc

rolling friction coefficient

air density



-20-

air density at sea level
runway condition dependent friction coefficient
side force friction coefficient

variance of a stochastic variable, the index -e.g. u,v,w,etc.-

indicating the variable concerned

angle of roll, angle of the Yb-axis and the intersection of the

YbObe-plane and the horizontal plane

angle of bank, angle between the Yb-axis and the horizontal

plane

power spectrum of a stochastic variable, the index indicating

the variable concerned
track angle

angle of yaw

angular velocity (rad/sec)
circular f?equency (rad/sec)

spatial circular frequency (rad/m)
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Subscripts

a aerodynamic
a aileron
a.c. aerodynamic center
b body axes reference frame
c.g. center of gravity
e earth reference frame
e elevator
f flap
f fuselage
fix ée = constant
free Fe =0 (Ch = 0)
e
h horizontal tailplane
h heading attached aircraft carried vertical axes frame
i inertia reference frame
L left gear
2 landing gear
mo model axes frame
M measurement reference frame
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relating to the propulsive system
rudder

root of the wing

right gear

spring in the control mechanism
stability reference frame

tip

trim tab

tailwheel

vertical tailplane

static unbalance

wing or wing with fuselage and nacelles
along the X-axié

along the Y-axis

along the Z-axis

initial, steady flight condition



ADA
AEEC
AMUX
AOM
ARINC
ATC
ATG
ATM
CAE
CAT
CGI
CGC
CPU
CRT
DFVLR
DHC
DME
DOF
DuT
EFIS
FAA
FMS
FSAA
FSCM
IATA
IRS
MFLOPS
NASA
NLR
RAE
RLS
RMDU
RSIS
SST
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ACRONYMS

modern computer language (standard software of U.S. DoD)
Airlines Electronic Engineering Committee

ARINC multiplexer

aircraft operating manual
Aeronautical Radio Inc.

air traffic control

approval test guide

acceptance test manual

Canadian Aviation Electronics Ltd.?
clear air turbulence

computer generated image

computer generated checkout

central processing unit

cathode ray tube

Deutsche Forschungs- und Versuchsanstalt fir Luft- und Raumfahrt
De Havilland of Canada :
distance measuring equipment
degrees-of-freedom

Delft University of Technology

electronic flight instrument system

Federal Aviation Administration

flight management system

flight simulator for advanced aircraft

flight simulator critical manoeuvre
International Air Transport Association
inertial reference system

million floating point operations per second
National Aeronautics and Space Administration
National Aerospace Laboratory

Royal Aircraft Establishment

Government Civil Aviation School

remote multiplexer digitizer unit

rotorcraft system integration simulator

supersonic transport




STOVL
TAS
TIFS

USA
USAF
USN
VMS
VSTOL
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short take-off vertical landing
true air speed

total in-flight simulator
United Kingdom

United States of America
United States Air Force

United States Navy

vertical motion simulator

vertical, short take-off and landing
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REFERENCE FRAMES

______________ )

This is an aircraft-fixed, right-handed reference frame with the origin in
the center of gravity of the airplane, see Fig. 61. The Xb-axis is in the
plane of symmetry, parallel to the centerline of the cylindrical part of the
fuselage (which is parallel to the cabin floor) and is defined positive in
the forward direction. The Zb-axis is,iﬁ the plane of symmetry,

perpendicular to the X -axis and positive pointing downward. The Yb-axis is

b
perpendicular to the Xbe-plane, positive to the right (starboard).

Stability axes frame, F_ (O_, X , Y , Z_)

------------------- s s’ "s' s s
This is an aircraft fixed system defined as the body axes frame with the
difference, that the XS-axis coincides with the velocity vector of the
center of gravity projected on the XSZS—plane in a reference flight

condition.

Earth_axes_reference frame, F_ (0 , X , Y, Z))
This right handed frame has its origin fixed relative to the earth,
coinciding with the airplane's center of gravity at the start of the motion
studied. The positive Ze-axis points to the center of the earth. The Xe-axis
is perpendicular to the Ze-axis. positive to North. The Ye-axis is

perpendicular to the XeZe-plane, positive to the East.

Model axes frame, F (O ., X ., Y . 2Z.)
This is a reference frame, which is not body-fixed. The origin is situated
in the center of gravity of the aircraft. The Xmo-axis coincides with the
projection of the velocity vector of the center of mass on the plane of
symmetry and is defined positive forward. The other two axes are defined as

in the stability axes frame.
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Heading_attached sircréift Carried vertical axis frame, Fp (0., X, Y., 2,)
This frame has its origin in thé cénter of gravity of the aircraft. The Z,-
axis coincides with the local g-vector. Thé Xh-axis i$ perpendicular to the
Z; -axis and is defined as thé projection of the airplane's longitudinal
body axis on the horizontal plare; see Fig. 60. The Yh-axis is perpendicular
to the XhZh—pléné. positive in the direction of the right wing.

This is an aircraft fixed, left-handed orthogonal reference frame, see Fig.
61. The origin OM lies in a point resulting from the perpendicular
projection of the forémost point of thé wing chord, parallel té6 the
aircraft's plane of symmetry, situated in the starboard wing 1.400 m from
the aircraft's plané of symmetry, on this plane of sSymmetry. The XMOMZM—

plane coincidés with this plané of symietry and the XM-axié points rearward.

The positive YM—axis points to the left and the positive Z -axis points

M
upwards.

Intertial reference frame (0, X;, Y,, Z;)
This is a Newtonian frame with the origin situated in thé earth center. The
Zi-axis coincides with thg rotation axis of the earth, positive in the
direction of the North Pole. The Xi-axis lies in the equatorial plane
perpendicular to the Zi-axis. The Yi—axis is perpendicular to the XiZi—

plane, positive according to a right-handed system.
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1. INTRODUCTION

When reviewing the progress in aerospace ‘science with regard to the
evolution of flight simulation techniques, huge}advances can be observed in
the research and application of flight simulation since the bellows-driven
'Link'-trainer. j

The purpose of flight simulation in the context of these lecture notes, is
to reproduce on the ground the behaviour of an aircraft in flight, as sensed
by the pilot. The objective of these lecture notes is to provide an
overview of the techniques used in flight simulation.

Subjective fidelity, or a sense of realism in the flight simulator is
essential to productive use in the subsequent four main areas of flight

simulator applications:

flight crew training;

- research on the man-machine interface;

- aircraft and equipment design, development, test and evaluation;

- licensing, certification and accident investigations.
The creation of subjective fidelity requires varying degrees of engineering
similarity to the actual flight situation, depending on the task and the
objectives of the simulator application. Dynamic mathematical models of the
aerodynamic, propulsion and inertia characteristics of the aircraft can now
be implemented in order to represent actual aircraft in-flight
characteristics. Cockpit displays and controls can be faithfully duplicated.
However, in two main areas of aircraft-state feedback to the pilot, the
ground-based flight simulator can never actually duplicate the aircraft's
behaviour in flight. These are the generation of:

* the visual scenery of the outside world;

¥ the simulator cockpit motion. A
As a consequence an engineering compromise for visual and motion cueing is
inevitable. ,

In addition to the description of flight simulator applications and the main
components of a piloted flight simulator, the lecture notes present a review

of flight simulation techniques, i.e.:

Mathematical modelling for flight simulationj;

Out-of-the-window visual simulation;

Motion cue generation;

The application of ADA in real-time flight simulation;

Flight simulator integration, testing and acceptance.
The lecture notes are restricted to mainly civil applications of fixed wing

airplane simulation.




-28-

2. HISTORY OF FLIGHT SIMULATION

Since the beginning of manned flight, the importance of pilot training has
been realised. The pilots of the first powered airplanes trained by
proceeding through a graded sequence of exercises on real aircraft. After
some familiarisation flights, as a passenger, a student would attempt
taxiing, using a low powered machine enabling rudder control to be
practiced. Next, he would graduate to a higher powered aircraft and would
first make short hops using elevator and aileron control. After longer hops,
he would eventually achieve flight. The following presentation on the
evolution of the ground-based flight simulator is based largely on(l).

The first proposals for truly ground-based trainers were based on aircraft
attached to the ground, but capable of responding to aerodynamic forces. The
'Sanders Teacher' (1910) was an example of such a device. It was an aircraft
mounted on a universal joint in an exposed position and facing into the
prevailing wind. As an actual airplane of the type, it was able to respond
in attitude to the elevator, aileron and rudder controls. Unfortunately,
because of the unreliability and irregular nature of the wind, the 'Sanders

(6) (2)y

Teacher' and many of similar devices (Billing , see Fig.1l, Gabardini

were not very successful.

The first truly synthetic flight training device, the Antoinette trainer,
see Fig. 2, consisted of twd half-sections of a barrel. The device was moved
manually by instructors to present the pitch and roll motion of an airplane.
The prospective pilot, sitting in the top-section, was required to line up a
reference bar with the horizon, using his controls.

The replacement of the human actuators in Antoinette type machines with
mechanical or electrical actuators, linked .to the trainer controls, was the
next step in the evolution of the synthetié flight trainer. These actuators
rotate the fuselage of the trainer into an attitude corresponding to that of
the real aircraft in response to the pilot's control inputs. Usually a
provision was made for an instructor to introduce disturbances, to simulate
the effect of turbulence, and to present control problems to the student.
The Link Trainer was, of course, the most successful and well-known device
of this type. Its designer, Edwin Link, gained his early engineering
experience with his father's firm, the Link Piano and Organ Combany of
Binghamton, New York. The trainer was developed in the period 1927-1929 in
the basement of the Link factory and made use of pneumatic mechanisms,

familiar in the organ business. The first Link-trainer, advertised as an
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"efficient aeronautical training aid", was described in a patent filed in
1930(15).

bellows for actuation. The various control valves, operated by the stick and

Roll, pitch and yaw movements were initiated using pneumatic

rudder, were fed by an electrically driven suction pump, mounted in the
fixed base. Another motor-driven device produced a repeated sequence of
attitude disturbances. The performance of the trainer was adjusted by trial
and error until a satisfactory 'feel' was obtained. Fig. 3 presents an
illustration of the Link-trainer in one of its later forms. The first
description of the trainer made no reference to flight instruments and the
simulated effects of the ailerons, elevator and rudder were independent.
They did not represent the interactions of an aircraft's coordinated
behaviour. The Link-trainers were soon being fitted with 'flight'
instruments as standard equipment. ‘

In the early 1930's blind flying training was started by the Link Flying
School. As the importance of this type of training was fully realised, the
sales of Link-trainers increased.

The newer versions of the Link-trainer were able to rotate in yaw through
360 degrees, which allowed a magnetic compass to be installed. The various
instruments were operated either mechanically or pneumatically. Altitude,
for example, was represented by the pressure of air in a tank, directly
connected to an altimeter. The interaction of rudder and ailerons was
provided in the more advanced trainers, as was a stall feature. However, the
simulation of aircraft behaviour was still achieved in an empirical way.

The benefit of the trainers was further increased with the attachment of a
course plotter, to enable the instructor to monitor the manoceuvres of the
student inside the trainer. This well-knowm 'crab' device, which was self-
propelled and steerable, traced the course of the simulated flight on a
chart by an inked wheel. The instructor was able to manually control the
transmission of simulated radio beacon signals to the trainer, by relating
the position of the student's aircraft to marks on the chart.

The 1930's were certainly the years of the Link-trainer. It was produced in
various versions and was exported to many countries, including the USSR,
Japan, France and Germany. ’

In 1937, the first Link-trainer to be sold to an airline was one delivered
to American Airlines. In that year, the Royal Air Force (RAF) in Britain
also took delivery of their first Link-trainer. By the beginning of the
Second World War, many of the major air forces were doing their basic

instrument flight training on 'Links' or derivatives.
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Developments in aircraft, such as variable pitch propellers, retractable
landing gears and higher speeds, made training in cockpit drill
essential(q). The mock-up fuselage was introduced as an aid to training on
these procedures. One such device was the Hawarden-trainer, made of the
centre section of a Spitfire, which enabled training in the procedures of a
complete operational flight(3). The Link-trainers too, were developed to the
stage, where the instrument layout of specific aeroplanes was duplicated.
The U.S. Army-Navy Trainer, Model 18 (ANT-18), for example, was designed for
introduction to flying in 'Harvard' (AT-6 and SNJ) aircraft.

In 1939 the British requested Link to design a trainer, which could be used
to improve the celestial navigation capabilities of their crews, who were
ferrying 'surplus' U.S. aircraft across the Atlantic. This trainer could
also be used to improve bombing accuracy during night raids over Europe(lq).
Edwin Link, together with the aerial navigation expert, P. Weems; worked out
the design of a large trainer, suitable for use by an entire bomber crew.
This was the Celestial Navigation Trainer to be located inside a 45 foot
high silo-shaped building, see Fig. 4. This trainer incorperated a larger
version of the conventional Link-trainer fuselage, which could accommodate
the pilot, navigator and bomber. The pilot flew the trainer, which included
all the normal Link facilities, and instruments. A bomb aimer's station
provided the appropriate sight and an image of targets over which the
trainer 'flew'. The navigator was provided with radio aids and, in addition
was provided with a very elaborate celestial view from which he could take
his 'astro sights'. The 'stars', of which twelve were collimated, were fixed
to a dome which was given a movement to correspond with the apparent motion
of the stars with time and with changes in the bomber's longitude and
latitude.

The first Celestial Navigation Trainer was completed in 1941, and the RAF
placed an order for sixty, of which only a limited number were installed.
Hundreds of these devices,: however, were installed and operated in the
usa (16}

Throughout the war many "home-made" devices for training were constructed,
as a consequence of the long delivery times and low priority given to the
manufacture of training aids. An early development was the "instructional
fuselage" of a certain type, mounted on stands inside a hangar. All the
hydraulic, electric, and pneumatic services, and their recording instruments
were made to work in the normal manner, so the various drills carried out by

the crew during training, were realistic.
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The so-called 'Silloth Trainer' was an example of this type of device, which
had a broader succes, see Fig. 5. The basic flying behaviour, and all
engines, electrical and hydraulic systems were simulated and sounds were
generated. An instructors panel (Fig. 5) was provided to enable monitoring
the crew and insertion of malfunctions. Like the Link-trainer, all
computation was pneumatic. Siloth Trainers were manufactured for many types
of 2- and lU-engined aircraft throughout the war, while 1l were in existence

or on order in 1945.

During World War II, a major advance in simulation waé the use of a type of
analogue computers, the differential analysers, to solve the equations of
_ motion of an aircraft. These analogue computers enabled simulation of the
aircraft response to aerodynamic forces as opposed to an empirical
reproduction of these effects.

The first known discussion on the computer method for flight simulation is
that of H. A. Roeder in his German Patent Specification in 1929. Roeder
treated the general problem of the control by instrumehts of vehicles,
freely moveable in space, such as airplanes, airships and submarines. His
outlines of the requirements of a simulator for such a task could almost
refer to a modern flight simulator, see Fig. 6. As an example of this
technique, Roeder described the dynamic simulation of an airship height
control system, using a fluid operated analogué computer. The diagram of
Fig. 6 shows the interaction of variables in a dynamic model of an aircraft.
No successful training devices are known to have resulted from this work.

At the Telecommunications Research Establishment (TRE) in Britain, an
electronic simulator, which solved aircraft equations of motion, was
designed and built in 1941, see Fig.7. This simulat?r)was the 'flying unit'
9

constructed the first model of the analogue (d.c.) computer of the trainer

for the TRE aerial interception radar trainers . Dynatron Radio Ltd.

and many were used throughout the war.
Also in 1941 a U.S. Navy commander wrote a "Report on Britisch Synthetic

(11)

Training" . This highly significant report led to the establishment of

the Special Devices Division of the Bureau of Aeronautics, the forerunner of
the present Naval Training Equipment Center(17). In the same year the
Silloth Trainer concept was brought to the U.S., but after evaluation it was
decided to build an electrical version of this trainer. The new trainer was

produced by Bell Telephone Laboratories for the Navy's PBM-3 aircraft. A
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total of 32 of these electronic flight trainers for seven aircraft types

were built by Bell and the Western Electric Company during the war.

After the development of his electrical flight trainer(8), dr. R.C. Dehmel,
an engineer of Bell, applied analogue computing techniques to the design of
an instrument flight simulator. This trainer, called the Z-1, see Fig. 8,
was manufactured by Curtiss-Wright for the AT-6 aircraft. The U.S. Air Force
ordered two of them and these were followed by production examples,
indicated as the Z-2, Z-3 and Z-U. |

Competition from Curtiss-Wright stimulated Link to develop his own
electronic simulators after World War II. It was argued in those days, that
the modern pilot should not fly "by the seat of his pants", but by
instruments(lu). Edward Link disagreed with this idea and held the view that
trainer motion was needed, even if incorrect, since motion was present in
flying. Customer pressure caused Link, however, to follow the trend to
fixed-base flight simulators. Therefore, the company developed their own
electronic analogue computer, which was used in their C-11 jet trainer, see
Fig. 9. In 1949, the U.S. Air Force awarded a contract, and over a thousand
of these trainers were produced and sold.

In the mean time, Pan American Airways had contracted Curtiss-Wright, to
develop a full simulator for its Boeing 377 Strato Cruisers. This flight-
simulator, installed in 1948, was the first full aircraft simulator to be
owned by an airline. No motion or visual systems were installed, but in all
other respects the simulatér duplicated the appearance and behaviour of the
Boeing 377 cockpit. This forerunner of present day procedure trainers was
especially useful to practice emergency conditions and also complete routes
could be flown, using the same navigational aids as in real flight.

A similar simulator was built for BOAC by Rediffusion (Redifon) in Britain,
under license of Curtiss-Wright. Before the final acceptance of the Strato
Cruiser simulator in 1951, Rediffusion received an order to build a Comet I
simulator for BOAC. This was to become the first jet transport simulator in

the world.

One of the restrictions in flight simulation in the early 1950's was that
aircraft manufacturers did not have much analytical information on the
performance and dynamic characteristcs of their airframes and engines. The
simulator manufacturers were therefore required to use trial and error

methods and pilot evaluations, to make the simulator 'fly' as much as
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possible like the aircraft. This situation changed fortunately, when more
and more data became available from flight testing programmes. Later on,
even special flight tests were carried out, to generate a flight simulator
data-base.

Together with requirements for driving the motion and visual systems then
being introduced, and pressure from the operétors for improved accuracy
(resulting hopefully in better transfer of training), significant increases
in the amount of analogue computer hardware becéme necessary. However, the
cumulative errors of all this interacting circuitry exceeded the improved
accuracy implied by the data now available. Also a decrease in reliability
was observed, despite improved component technology. The latter effect was
multiplied by the increased utilisation of simulators for training (at that
time typically 8-10 hours per day for five days per week). ‘
From the earliest days of programmable electronic digital computers, it was
realised that a potential application woﬁld be in real-time digital
simulation. The second generation of digital computers, introduced in the
early 1950's, had the potential of solving'the accuracy and reliability
problems of their complex analogue counter parts. In 1950, the U.S. Navy
initiated a research program on real-time digital simulation at the
University of Pensylvania. The Universal Digital Operational Flight Trainer
(UDOFT), the computer of which was manufactured by the Sylvania Corporation,
resulted from this research program and was completed in 1960. The UDOFT
project demonstrated the flexibility of real-time digital simulation.

In the early 1960's Link developed a special purpose digital computer, fhe
Link Mark I, designed for real-time simulation. This computer had three
parallel processors for arithmetic, function generation, and radio station
selection. In the late 1960's general purpose computers, designed for
process control applications, were found to be also suitable for real-time
simulation. As a resuit, the use of special purpose computers declined.
Today special purpose digital computers are only used in applications
deménding very high speed processing, such as computer image generation and

radar simulation.

Up to the mid 1950's, nearly all the simulators produced had no cockpit
motion systems. This was often justified by the statement -as mentioned
before- that modern pilots did not fly 'by the seat of their pants'.
However, the fact remained that fixed-base simulators did not 'fly' like

airplanes. The lack of motion was partly compensated by adjustment of the
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aircraft'dynamics simulation and the control loading characteristics. The
simulator manufacturers made proposals for motion systems, but it was not
until the late 1950's that the airlines decided to purchase them.
Rediffusion received a contract from BOAC for the production of a pitch
motion system, as part of a Comet IV simulator in 1958, see Fig. 10. Later
more complex motion systems were developed capable of producing motions in
two- and three-degrees-of-freedom (DOF). With the introduction of large
wide-body transport aircraft, like the 747; lateral simulator coé¢kpit motion
was required, which led to the development of four- and six DOF motion
systems.

At the Faculty of Aerospace Engineering of Delft University of Technology
(DUT), research on flight simulator motion started in 1964. It resulted in
1969 1n the introduction of a 3 DOF motion system (roll, pitch, heave),
using hydraulic actuators with hydrostatic bearings(s). It was the first
motion system using this now well-known and accepted technique to improve
the dynamic characteristics of motion systems. Responsibility for the design
of this motion system, see Fig. 11, was with the Faculty of Mechanical
Engineering of DUT, where T.J. Viersma(lg) and P. Blok(7) started
development work on hydrostatic bearings for this application in 1966.

(20). The first commercially

Results of these efforts are reported in
available 6 DOF motion system, using hydraulic actuators with hydrostatic

bearings, was developed by LMT (Thompson CSF) in 1977.

Visual systems to simulate the out-of-the-window visual scene have been
proposed and constructed for almost as long as flight simulators. Realistic
and flexible visual attachments, however, are a fairly recent development.
Due to the large number of visual systems which have been developed, only
the most commonly applied types will be mentioned here.

The shadowgraph, or point-light source projection method, was popular in the
1950's, in particular for helicopter simulators(ls). However, the short-
comings of the shadowgraph based visual system seems to have limited the
success of this concept. The first visual system achieving widespread use on
civil aviation training as well as on research and development simulators
was based on the glosed‘gircuit Television (CCTV) method. In this case the
view of a scale model of an airport was presented to the pilot by a moving
televsion camera. In the mid 1950's serious development of CCTV visual

systems began with monochrome systems, being produced by Curtiss-Wright,
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Link and General Precision Systems(lz),see Fig. 12. The first colour CCTV
visual system was produced by Rediffusion in 1962. '

An other method, based on a film, taken duriné the actual approach of an
airplane, has also beén used with success for inom restricted applications.
In this case anamorphic optical systems were used to 'deviate' from the
nominal approach path. ‘

The first computer generated image (CGI) systems for simulation were
produced by the General Electric Company in the USA for the space programme.
Early versions of these systems were able to generate a two dimensional (2D)

(10)

real-time. Progress in this technology has been fast as its increase in

"pattern ground plane"” image , while later versions produced 3D images in

performance is closely linked to the advances in microelectronics
development(18) . :

The first CGI systems, economically f‘easibie for airline crew training
simulators, were of the night-only type using the stroke-writing or
calligraphic display method, rather than the raster scan (TV) method of
display. This resulted in a superior reproduc{:ion of the light points of
e.g. a runway and its surroundings. The first ?night-only CGI system of this
type was the 'Vital II', manufactured by Mc Donnell-Douglas Corporation in
1971.

In 1967 the DUT flight simulator, developed since 1962, was prt()v)ided with a
5

the possibility for studies on approach and landing simulation. This visual

so called contact analog visual display of a runway outline , providing
display, using a high-intensity projection oscilloscope, was replaced in
1980 by a CGI night-only visual system, using beam-penetration color CRT's
and collimating optics, see Fig. 11.

The following chapters deal with the modern flight simulator, which in its
present form probably arrived at the end of the 1970's,_ as a result of the

application of the current flight simulation techniques.
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3. FLIGHT SIMULATOR APPLICATIONS
3.1 General

The most important and frequent application of the flight simulator is its
use for the training of aircrew. Over 100 airlines all over the world
operate more than 400 flight simulators for the skill developmént. licensing
and proficiency maintenance of their cockpit crews. An overview of the
extent to which airline simulators are used for training can e.g. be
obtained from the Aviation Journal 'Flight International' in their
'Simulator Census', appearing about once per year.

A similar acceptance of flight simulation for training has taken place in
military aviation. The air forces of most countries in the world use a range
of simulators for pilot training and also for airplane maintenance tasks.
Military use of flight simulators starts as a part of 'ab initio' pilot
training and continues with advanced training, including type conversion and
training for specific tasks. Examples are: air to air refuelling, airborne
surveillance and air to air combat.

Astronautics is another area where flight (space) simulation has an
invalueable training function. No other means than simulation exists for
astronaut training for the manned space programme. The Mercury, Gemini,
Apollo, Skylab and Space Shuttle missions depended entirely on simulators
for engineering, development of flight procedures and for the space flight
training of astronauts and flight control personnel. How close these
simulations were to the actual missions is illustrated by the recovery of
the Apollo 13 in 1970. When the Apollo 13 spacecraft was 200.000 miles out
in space, a liquid oxygen tank exploded in the service module. By hoocking up
a coast to coast network of simulators, computers and experts, providing the
possibility to simulate every action to be taken in advance, & successful
return to earth was achieved for the three astronauts: Lovell, Haise and

Swigart by making use of the ascent-stage of the 'Lunar Module'.

Research and development simulators are used in the design and development
of modern aircraft, research on the man-machine interface and for licensing,
certification and accident investigations.

A distinction should be made here, between ground-based facilities and in-

flight simulators. An indication of the range of simulators for research and

(36)

development is presented in , the largest ground-based facilities in the
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Western hemisphere being available at NASA-Ames (USA) and RAE Bedford (UK),
see Section 3.3. _ ‘ _
The scope of research work done on flight simulators is reflected by the

variety in size and cost of the research and development facilities, ranging

"from about $10.000 to more than $100 million.

3.2 Training simulatofs

The most common use of simulators -as mentioned before- undoubtedly is
training. Airlines as well as the airforces use part-task trainers, cockpit
procedure trainers and full flight simulators. of which the latter, being
the most complicated, are treated here. The aim of the use of a flight
simulator for training is to reproduce the aircraft behaviour in all flight
phases synthetically, so the cockpit crew-members by flying the simulator
can:
1. acquire and maintain the skills, necessary to safely and efficiently
operate the real aircraft; ’
2. prove their proficiency to a check-pilot or examiner (prof-check, to be
performed every six months).
Simulators are used for initial (military only), continuation, and recurrent
training of cockpit-crew, maintenance personnel, and command and supervisory
staff. Simulators trying to duplicate all or part of actual equipment or
systems are used extensively for purposes like familiarization. acquiring
procedural and continuous control skills, learning part- or whole-task
performance, and the practice of complete or segments of missions. A
simulator that duplicates the behaviour of an aircraft can be used for
training purposes in much the same way as the real aircraft. However, most
training simulators incorporate instructional features to simplify and
control the training process.
The way a simulator is used for training and the availability'of
instructional support facilities, are as important as the handling
characteristics of the simulator. A training simulator does not train by
itself, but is only a tool to carry out and support a training program.
Instructional support features usually include, as a minimum:
- means for instructional control of the simulation process, providing
performance feedback to the trainee, and supplying performance information

to the instructor;
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- a situational context or scenario for the training-session.

Modern instructor stations carry out most of the manual, time-consuming

btasks required to operate the simulator automatically. This enables the

instructor to concentrate on his main task: manag%nﬁ)the training exercises.
2

Such automated instructional features may include :

¥ Automatic_ Demonstrations, meant to achieve standardized performance of

manoeuvres and procedures.

* Programmed Missions, meant to establish standard problems with standard

performance measurement approaches.

* Automated Malfunction Insertion,<where malfunction insertion is tied to

programmed missions.

* Performance Record/Playback, where the trainee afterwards can observe

control movements, cockpit indications, visual and motion cues, enabling

\

the learning principle known as self-confrontation.

* performance Measurement, meant to define the performed flight in detail,

and to monitor how student performance fares with respect to predefined

standards.

With the instructional capability provided by advanced instructor stations,
the role of the simulator in a flight training program will continue to
change from that of a mere substitute airplane to that of a more
encompassing training tool.

The advantages of ground-based 'flight' training over airborne flight
training include reduced costs (the 747 costs in the order of
$12.500./flight-hour, while the 747-simulator costs only some $750./hour),
fuel savings, no pollution and noise, less risk and as may be clear from the

above: more efficient training. For the use of flight simulators for civil

cockpit-crew training, the US Federal Aviation Administration (FAA) issued

(21). The allowances and requirements for Phase

its Advanced Simulation Plan
I, II, and III simulator approval levels may,be cited here:
* Phase I: .
-Allowances: Training and proficiency checks of qualified airline pilots,
including take-off and landing, and ground handling.
-Requirements: Night/dusk visual system, field of view (FOV) U8 degrees
horizontally and 30 degrees vertically (FOV 48/30); 3DOF

motion system with a maximum latency of 300 msec.

* Phase II:
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-Allowances: Upgrade from first officer to captain and transition from
aircraft type.

-Requirements: Dusk visual system, able to generate texture, FOV: 75/30;

6 DOF motion system, maximum latency of 150 msec.
* Phase III: '

-Allowances: Total simulation, which means fhat the new captain may make
his first real flight with passengers under the supervision
of a check-captain.

-Requirements: Day/Dusk/Night visual system, FOV: 75/30;

6 DOF motion system, latency as for Phase II.

Most of the civil training simulators, acquired these days, are Phase I1

approved. This means that a pilot could qualify from one type of aircraft to

another, or upgrade from first officer to captain with total training on the

flight simulator.

3.3 Research and development simulators
3.3.1 Ground-based facilities

Research and development simulation has emerged as an essential tool in
aircraft and equipment design, development, test, and evaluation. Real-time
engineering simulation provides the possibility of introducing the human
element interactively at various phases into the design process. As a first
benefit, realistic system performance requirements can be established in
various operational situations before the manufacturer commits to further
system development.

The development of advanced aircraft and their flight critical subsystems
follow a classical, hierarchical design validation process(zz). This process
consists of analysis, off-line and 'pilot-in-the~loop' simulation, followed
by flight testing, .see Fig. 13. Each phase of development achieves
increasing fidelity and confidence in the design, however at significantly
increasing costs. The elimination of major design deficiences early in the
development process may result in tremendous cost savings. As a consequence
piloted engineering simulation is a powerful, cost-effective tool for the

verification of a design before hardware manufacturing. It is equally. useful
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for the validation of hardware/software integration, prior to first flight
of a newly designed or upgraded aircraft.

Next to performance, stability and control, and subsystems considerations,
real-time engineering simulation provides an early opportunity to bring
experienced flight crews into the development program to assess and insure
iﬁ particular proper man/machine interfaces and workload levels. In this
manner these flight crews are able to contribute to control system design
and flight deck layout and to the integration/operation of complex
subsystems, like an integrated flight management system (FMS) .

In earlier aircraft developments, many of the subsystems were dedicated
electro-mechanical devices. In today's aircraft, with the emergence of
integrated avionic information systems, these independent devices have been
replaced by networks of embedded computers and multiplexed buses. Therefore,
the total integrated design, dynamic operation and safety are completely
dependent on the embedded software design. This idtegrated system software
must be verified in dynamic, real-time, multi-mode conditions. Pilot-in-the-
loop engineering simulation is the only way to provide the crucial
validation of the total embedded hardware/software package in a modern
aircraft, before first flight.

In terms of equipment, research and development simulators run the full
spectrum from fixed-based cockpits, without even a visual system, to full 6
DOF motion-base visual flight simulators. The visual systems range from
simple one window infinity displays, affording takeoff and landing imagery,
to domes completely enclosing the crew station providing imagery for air-to-

air combat, see Section 4.4,

Examples of the successful use of ground-based flight simulators for

research and development are(37):

- The investigation of the inertia coupling problem of fighter aircraft, at
North American Aviation in 1954, following the loss of a F-100 'Super
Sabre'. The inertia coupling caused the aircraft, during fast rolling
manoeuvres, to end up perpendicular to the airstream. Using flight records
of the control inputs, a very good match between simulation and flight was

achieved.

- In the late 1950's, early 1960's a major achievement in R & D simulation

was the X-15 program at North American. The first powered flight of the
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X-15 occurred on September 17, 1959, when this rocket powered aircraft was
launched from a B-52. Heights greater than 200.000 ft, and speeds above
MACH 6 had been achieved by the end of‘1961. An essential part of this
program was the preparation on the flight simulator. Pilots, like Scott
Crossfield and Chuck Yeager, spent 8 - 10 hours in the X-15 simulator

before making a 10 - 12 minutes research flight.

In February 1964, a prototype BAC 1-11 was lost in stall-testing. The
piloting aspects of the so-called 'Deep Stall' were explored on the
Research Simulator at Warton, U.K. and the inherent stability problemn,
posed by the T-tail configuration was recogniéed. The implications of the
accident were understood within weeks and recommandations for a change to
a fully powered elevator, and the installation of a 'stick pusher' were
proposed. Both air worthiness authorities and the aircraft customers were
convinced, by use of the simulator, that the problem was solved. Similar
circumstances arising on other designs were prevented, using simulators by

manufacturers and research establishments in Europe and the USA.

Control difficulties on the large jet transports, cruising at high
altitude, were experienced in the mid 1960's. These incidents resulted in
the loss of several thousands feet of height and were caused by so-called
'Clear Air Turbulence' (CAT). During CAT, pilots easily exceeded the
critical MACH number and retrimming in attempting a recovery, resulted in
a serious danger of overstressing the aircraft. NASA and RAE research
" simulators were used to investigate these incidents, and to demonstrate to

pilots the best operational procedures to minimize the impact of CAT.

A fore-runner of the use of a training simulator for accident
investigations was the contribution of the Trident simulator, following
the loss of a BEA Trident aircraft in 1972. The entire sequence of events
of the aircraft, which entered a deep stall following premature retraction
of the leading-edge flaps, was reconstructed on the simulator.

(32) e

In the design, development and certification of the 'Concorde
first and, until now, only Supersonic Transport (SST), extensive use was
made of flight simulation (ground-based as well as in-flight simulation).
The range of problems, studied on simulators at Aerospatiale (Toulouse),

B.A.C. (Bristol) and R.A.E. (Bedford), was large: system development,
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cabs. The interchangeable cab concept is the key to efficient use of the
VMS. To reduce the simulator down-time for cab teardown and the preparation
of a new experiment, the interchangeable cabs: are reconfigured and checked
out in a separate laboratory, while the VMS remains operational with a fully

checked cab on the motion platform. The four interchangeable cabs include:

- two single-seat helicopter cabs, used in the 'Rotorcraft System

Integration Simulator' (RSIS), see Fig. 15;
-~ a side-by-side transport cockpit, used a.o. for Space Shuttle simulation;

- a fighter cab, used for the simulation of the Grumman X-29 forward-swept-

wing fighter aircraft.

The RSIS is used for research into rotorcraft‘handling qualities, and to
support all phases of the development of a family of light helicopters
(LHX) .

The Man-Vehicle Research Facility provides an opportunity for scientists to
study human factors problems in thé complex relationships between cockpit
crew members, current advanced transports and Air Traffic Control (ATC).

This facility includes:

- a Boeing 727 moving-base simulator, representing current-technology

transport aircraft;

- an 'Advanced Flight Deck' simulator, representing 1990's-technology

transports, see Fig. 16;

- a simulated air traffic control environment, which includes three
controller consoles and 40 'pseudo-pilot' terminals that appear to the

simulator pilots as other aircraft, using the airspace.

At RAE Bedford in the UK, a research and development simulator with a new 5
DOF motion system, with an excursion capability of 10m heave and 8m surge or
sway, is used for the investigation of new forms of flight control and of
the influence of atmospheric turbulence on aircraft, flight crew and

(40)

passengers
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At the National Aerospace Laboratory (NLR) in the Netherlands, a multi-
purpose research flight simulator facility is used to investigate problems
related to pilot-aircraft interQCtions(zg)- A new, second generation 6 DOF
hydrostatic motion system was developed for this facility, which possesses
unique dynamic characteristics for demanding tasks like the simulation of

high-performance helicopters and fighters, see Section 4.5.

In a University environment, the Faculty of Aerospace Engineering of DUT

uses the moving-base visual flight simulator for (20);

- Aircraft stability and control research;

- Research on flight simulation techniques.

Similar work is performed at the Institute for Aerospace Studies at the

(35)

University of Toronto, Canada

3.3.2 In-flight simulators

An in-flight simulator is a specially equiped aircraft of which the
stability and control, feel, i.e. the handling characteristics can be
varied, to match the characteristics of the aircraft to be investigated. In
the 'simulation-mode', this so called 'variable stability aircraft' operates
under 'fly-by-wire' control, where the functional connection between pilot
control inputs and flight control actuator outputs is given by user defined
functions. This results in iri-flight simulator control laws, which allow the
evaluation pilot to fly an aircraft model programmed in the on-board
computer system. As the pilot moves the controls, the aircraft responds as
the simulated aircraft would. The model following control laws in the
variable stability system generate commands for all the flight control
actuators, to force the in-flight simulator. to follow the on-board computed
equations of motion. As a consequence the pilot experiences the flight-

motions and handling qualities of the aircraft simulated.

The advantages of in-flight simulation over ground-based simulation are the
readily available visual and motion cues. The visual is the real world and
the motion is complete and sustained. Besides the provision of real visual

and motion cues, the in-flight simulator forces the pilot into the mental
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realization that he is flying a real aircraft. This elevates the 'pilot
gain' to a realistic level, resulting in more precise control. In-flight
simulation also provides all the concerns of actual flight, in particular
the knowledge that a human error may result in possible aircraft damage and
personal injury.

Just as in ground-based simulation, certain aspects may degrade in-flight
simulation. A near perfect simulation is achievable only, when the in-flight
simulator has the same flight envelope, complete control of all six-degrees-
of-freedom (6 DOF), and adequate control power to match the linear and
angular accelerations of the simulated aircraft. For the in-flight
simulation of large flexible aircraft, see Fig. 17, this is a heavy demand
on the 6 DOF independent controls of the in-flight simulator. '

An in-flight simulator, especially designed for this purpose, is the Calspan
'Total In-flight Simulator' (TIFS), see Fig. 18. This is a highly modified:
Convair 131H having a.o. large vertical control surfaces on both wings to
generate lateral acceleration, and an evaluation cockpit in the nose-section
of the aircraft.

(33),

Other well-known in-flight simulators in the US are

- the NT-33A of the Flight Dynamics Laboratory, used a.o. for the simulation
of the F-16 and F-18 fighter aircraft(3});

- the NASA Gulfstream II Shuttle Training aircraft(3o);

- the US Navy's X-22, a 4-engined research aircraft with 4 ducted

propellers, used for V-STOL research;
- the USAF/USN/Calspan Learjet.

A unique application of in-flight simulation is the training of test pilots
at the Air Force and Navy Test Pilot Schools, using the NT-33A and Learjet
variable stability aircraft. Different sets of aircraft dynamic
characteristics are programmed in the variable stability systems and
subsequently flown by the student test pilots. In this way handling
qualities evaluations are performed and new technologies, such as side-
stick-controllers and head-up-displays with various characteristics , are

introduced to the student pilots, greatly enhancing the level of academic
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instruction. Even dahgéroius (unstable) configurations cafi bé demonstrated
sdfely,; becausé the saféty pilot can take over control insténtly:

(23)

Ih Eufope; thé following in-flight simulators are in iiSe
- the Jaguar T2 digitdl fly-by-wire reséaréh fighter aircrift of British
technblogy, system architéctife; éte.;

- the BAC 1-11 twin jet medium transport airctdft of the Royal Aircraft
Establishiient (RAE, Bedford; UK); used for civil avioniés ressdrch like
flight manageient systems (FMS); coékpit displdys,; #ddvanced control

téchniques,; é&te.;

- the Harrier T2 two sedt VSTOL fighter diferaft of RAE, sed for
VSTOL/STOVL research and the investigation of &advaficed contr6ls &and
displays for this type of aiféfaft(34);

- the VFW 614 ATTAS (Advanced Technology Testing Aifcréft Systei),; a short-

haul twin jét variable &tability dircraft of the "Deutsché For§chungs- und

Versuchsanstalt fuf Luft-~ und Raumfahrt" (DFVLR) ih Gériiany: Thé ATTAS is

uséd as a flight teést véhicle for research and developmént dimed at thé

defionstration and validation 6f new méthods énd téchhologiés in the aréds
of flight control, flight guidance,; navigdtion; fian-machiné intéractions;

ghd in-flight éimﬁiétidn627); seé Fig. 19;

- the BO 105 ATTHES (Advanced Teéchnology Testing Helicopter Systém), 4
digital fly-by-wire variable stability heliéoptér 6f DFVLR; uséd for
helicopter handling qualitiés research, future coéKpits, and ddvénced
helicopter flight control sysféﬁ’dééigﬁ(28)#

- the Falcon MySteré 20 twin-turbofan variable stability eéxécitive transport

of Franceé.

Experience obtained in the application’ of both ground-baséd and in-flight
siiulation has shown that both' simulation téchniques havé dévelopéd théir

Lii g s e P T IO P T O T T T S O IR P T TR T TR L R AT
own' areds’ of excellénce., Théy generally complément each' other when used in &
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combined test program. Many factors influence the choice between ground-
based and in-flight simulators and the level of sophistication to be used.
Serious consideration should be given to wﬁich items are critical by
evaluating the desired final results of the simulation. The use of both
types of simulators -if at all available- ﬁay often be justified in a

combined ground-based and in-flight simulation program.
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4. MAIN COMPONENTS OF A PILOTED FLIGHT SIMULATOR
4.1 General

The main components of a piloted flight simulator are, see Fig. 20:

* The real-time digital computer, driving the simulator.

* The simulator cockpit, containing the flight controls, displays and the
sound simulation system, providing various levels of equipment fidelity to
the pilot, see Sectiom 4.3.

* Visual sys‘tems'.‘ generating the visual scenery of the outside world.

* Motion systems, generating aircraft-like specific forces and angular
accelerations;, see Section 4.5.

The basis: of any flight simulator is the mathematical mode1(5‘6 ) » Including

the: data packag_ez(:‘uu‘) ,, deseribing the characteristic features of the aircraft

to; be: simullated. No- matter how sophisticated the componemts of a f£light
simulator may be, an incorrect mathematical model and/or data package will
cause the simulator to be unable to fulfill its intended mission

satisfactorily, see: Chapter 5.

The: next. Sections: discuss the main flight simullator eemp‘o'ne"ri-_ts‘e,« starting.

with: perhaps: the: most. important part, i.e. the 'real-time' digital computer

driwving, the: flight. simulator.

Iy, 2 Real-time digital computer

Progress; in. computer' technology, especially’ in: processing speed’ and memory:
capaciity, permits: simulation of multiple, complex: functions: in' real-time..
Piloted: flight. simulation, using computer speed: and: memory; capaciity: to- the
limits;,, is: realized: by mathematical. modelling of the aircraft's: aerodynamic ,.
aeroelastic, flight control, propulsion, landing gear, avionics: and
environmental characteristics,. i.e.. the response: to: atmospheric turbulence
and; wind: shear,, see: Fig.. 21.. In' this: figure;,. the: 'lifeware' module: "HUMAN-
PILOT", is the:only one which. cannot. be completelys described in: mathematical:
terms..

Mathematical models,. used: to: simulate modern: aircraft, consist oft am
extensive: set: off nonlinear’ differential: equations: wiith: large amounts- of-

aerodynamic: function: data: (tables);. sometimes: déepending: on 4 to-5: variables:.



-49-

In addition, these equations contain arbitrary discrete and continuous
forcing functions, and a multiplicity of constraints imposed on the states
of the different aircraft systems. From the resulting forces and moments,
generated by these systems, see Fig. 21, the equations of motion are
composed and solved by the digital computer using an adequate integration
algorithm. This process allows the simulation of the complete range of
static and dynamic aircraft operating conditions, including landing and
takeoff, ground-handling and emergency situations such as engine failure,
stalls and component malfunction. For training simulators other significant
parts of the computations involve fuel systehs equations, weight, balance
and inertia changes, autpilot/flight director functions, flight management
system, navigation functions, radio aids and the instructor station, see
Section 3.2.

Frequently the above avionics equipment consists of 'flight hardware'.
Aeronautical Radio Inc. (ARINC) has prepared.a working paper(qz)for the
Airlines Electronic Engineering Committee (AEEC) to enable direct use of
applicable airborne equipment in flight simulators. This provides for
readily available spares, the most recent version of operational software,
and the assurance that equipment response will be the same in the aircraft
and in the simulator. In particular the integration of 'the seventeen IATA

(42)

Simulator Functions', like e.g. freeze, reset, slew, recall, etc. in new

avionics designs, is proposed.

Because there is a 'PILOT-IN-THE-LOOP', and/or hardware and avionics in the
loop, the complete set of equations must be solved in real-time. This means
that the simulated events must occur at the same time scale as they would
occur in the real aircraft. Therefore in real-time flight simulation, the
computer must carry out all calculations in the mathematical model,
including input/output, a sufficient number of times per second to achieve
dynamic fidelity of the highest natural frequency present in the simulation
response(u3). Fig. 22 shows the required computational duty cycle (sample
period) as a function of airplane natural frequency.

The real-time constraint for a serial host computer, with analog and digital

input/output, can be expressed as:
[Code Processing Time + Input/Output Time] < [Sample Period] (4-1)

This can place severe demands on required computer power.
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The computations needed for flight simulation can be broken down into the

following basic computational operations:

* Addition and Subtraction

* Multiplication and Division

* Function Generation (up to 5 independent variables)

* Numerical Integration (1 to 4 passes per sample of
input data, e.g. 4 for a 4 pt. Runge-Kutta routine)

* Coordinate Transformation

* Analog and Discrete Input/Output

* Bulk Data Access (Navigation data base)

* Decisions and Branching (Boolean).

For a particular simulation application, the real-time constraint (4-1), the
total number of computational operations, the applied integration algorithm,
the number of samples per cycle of the highest frequency of interest and the
airplane natural frequency, determine the required computer power. A measure
of the required computer power for e.g. the simulation of the Boeing 747,

(43),

can be expressed as

FLOPS =N .P .S .F (4-2)

where: FLOPS the required number of FLoating Point Operations per

Second.

No - normalised static operations to update dynamics per
program pass (i. e. the first three items in the list of
basic computational operations, = 4 . 10“ for B-747).

PS - number of program passes per sample of input data (= 4
for 4 pt. Rung-Kutta).

Sc - number of samples per cycle of the highest natural
frequency (= 20 for the B-747).

F - highest relevant airplane natural frequency in Hz (e. g.

1.5 for the B-747).
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For the B-747 simulation this results roughly in a required computer power
of 4.8 Million Floating Point Operations per Second (MFLOPS). Some estimated
computer power requirements for other types of aircraft are:

- Fighter, including weapons simulation: 3 - 6 MFLOPS.

- Rotorcraft, including the simulation of a five blade main rotor at 200

RPM: 14 - 15 MFLOPS.

An alternative way to meet the high‘required computer power of todays modern
flight simulators, is the use of a functionally distributed computing

(58)

system . It consists of microprocessors, partitioned on a functional
basis with the autonomous major functions connected as a network, see
Fig. 24. In this figure the microprocessors, providing for the major
functions in the functionally distributed computer system, replace the
single host computer in a traditional simulator configuration, as
schematiéally depicted in Fig. 23.

As an example, a functionally distributed computer system for an Airbus
A300-600 simulator(58) may contain seven major functions devided over a

total of 27 CPU's for its real-time application software.

By way of an example, at the Faculty of Aefospace Engineering of DUT, a
Gould SEL 32/87 single host computer drives the moving-base visual flight
simulator. The real-time simulation software running on this 'super-mini'
computer, has a modular program structure in five levels(sz), as shown in
Fig. 25. The acronyms used to identify the software modules in the modular

program structure of Fig. 25 have the following meaning (top to bottom, left

to right):
* First Level:
- START : Main program unit of task 'MAIN.LM' ('LM' = Load Module),
used for Array-declaration and transfer of data to subroutine
MAIN.
- MAIN : Control program for non-linear, real-time flight simulation.
- INCO : Main procedure of task 'INCO.LM', used to establish a memory

area for communication between tasks 'MAIN.LM' and 'INCO.LM'
and between 'INCO.LM' and 'AERO.LM'. In the initialization
phase, the initial condition is computed (FINCO) and during

simulation the integration procedure is executed (FAIRC).




- MODL

- VIDL

- INSTR

Second level:
- FSIDS

- FINER

- FSTAT :

- FINCO

- INPUT
Z-CARD

- FAIRC

- OUTPUT
Z~CARD
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: Motion Drive Laws to control the flight simulator motion

system.

: Visual Drive Laws generating inputs to a C.G.I. visual

system.

: Instruments software interface to drive the flight

instruments inside the simulator.

: FSIDS provides a survey of the input data for subroutine MAIN

and specifies the descriptors of the aircraft variables.

: Subroutine computing the inertia parameters in the equations

of motion in a form where all time derivatives appear in the

lefthand side of the equations, see Chapter 5.

Subroutine computing the air density at a given flight

altitude, using the model of the 'US Standard Atmosphere'.

: Subroutine computing a steady initial condition using the

non-linear equations of motion of the aircraft. FINCO is used

prior to actual simulation.

: The 'Z-CARD' is the I/O-interface between the Gould SEL 32/87

and the flight simulator systems. The routine INPUT Z-CARD

converts 32-bit reals into the correct output format.

: Subroutine computing the aircraft state vector using one of

three numerical integration methods: 1. Adams-Bashforth (AB2)

2. Heun (2-step) 3. Runge-Kutta (4-step), see Section 5.2.

: This routine converts the input-signals from the flight

control systems in the simulator cockpit (after analog to

digital conversion) into 32-bit reals for the Gould 32/87.
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* Third, Fourth and Fifth Level:

- AERO

- FENGA4

- LAGMY4

- FDERI

- FCOMY

- FAIR4

- FDBRD

- FTABINT

: Main procedure of task 'AERO.LM' used to establish a memory

area for communication between tasks 'INCO.LM' and 'AERO.LM'.

: This subroutine computes the dimensionless forces and moments

resulting from the operation of the aircraft engine(s); the

number indicates the aircraft-type, see Subsection 5.2.2.

: This subroutine calculates the forces and moments of the

landing gear on the aircraft during taxi, take-off and

touchdown, see Section 5.4.

¢ In this subroutine the augmented state time derivatives of

the airplane are computed, using the aerodynamic model
(FAIR4), the engine model (FENG4) and the landing gear model
(LAGM4), see Subsection 5.2.2 and the Appendix.

: This subroutine computes the airspeed V, the angle of attack

a, the side-slip angle B, the flightpath angle Y, the rate of
climb (descent) C and the altitude h from the state vector

x(t) and presents them in the output vector y(t).

: Subroutine calculating the aerodynamic forces and moments

acting on the aircraft, see Subsection 5.2.2.

: This subroutine reads a matrix or vector from a database,

containing for example the lift coefficient (CL) as a non-
linear function of angle of attack (a), flap position (Gf)

and Mach-number (M).

: This subroutine performs a linear table interpolation in

tables with dimension of either M*N or 1*N.

Chapter 5 describes the mathematical models in the subroutines mentioned

above in detail. One of the applications of this modular program is the

real-time simulation of a business jet

(45)

, see Section 5.5. Because of its

modular structure, with airplane dependent and’independent modules, the

real-time simulation software can be readily adapted to simulate any

airplane of which a mathematical model and data package is available.




=54

There generally is a strong relationship between the level of model
complexity, vehicle type, intended usage of the simulator and the required
computer performance capabilities. Current in-place computational power,
dedicated to real-time simulation ranges from 3 MFLOPS for a conventional
transport to 15 MFLOPS for a high performance compound helicopter, using

(61)

rotating blade-element models , including rotor-fuselage interference.

4.3 The flight simulator cockpit

Before starting the discussion on the flight simulator components providing
direct aircraft-state feedback to the pilot, it is appropriate to divide the
cues, provided by these simulator components to the pilot, into two
(54)

classes

- Equipment cues providing a duplication of the appearance and feel of the

flight displays and controller force and displacement characteristics
ingide the simulator cockpit.

- Environment cues providing the (attempted) duplication of the environment,

mainly using visual out-of-the-window cues and platform motion cues.

environmental cues match those of the real airplane. A subtle distinction
between the real cues, measured objectiveiy and the cues the pilot
subjectively experiences, provides the following definitions for two types
of fidelity®V:

- Objective fidelity is the degree to which a simulator reproduces the

behavior of the real airplane, in flight and on the ground, as sensed and
recorded objectively by an instrumentation system on board the aircraft
and the simulator, respectively. By including both equipment and
environmetal cues, this definition encompasses all pertinent dynamic cue
timing and synchronization aspects of simulator fidelity.

- Perceptual fidelity is the degree to which the pilot subjectively

perceives the simulator to reproduce the real aircraft behaviour in the
operational task situation. The consideration of the operational equipment
in the context of the task situation ensures that not only cue timing and
synchronization, but also cue priority effects in the way the pilot

performs his task, are taken into account.
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The requirements for objective fidelity in the cockpit of the flight
simulator vary with its objectives. However, the general assertion can be
made that the character and the workload of the pilot's task in the
simulator should be representative of thosé seen in flight. Hence the

emphasis on perceptual fidelity.

The physical correspondence between simulator and airplane in terms of
cockpit layout, flight instruments, controls, etc. for training simulators
should result in high equipment cue fidelity. Environmental cue fidelity is
of paramount importance for Phase II and III approved simulators, see
Section 3.2.

Research and development simulators should have high environmental cue
fideiity, while equipment cue fidelity may be iess important here.

Fig. 26 shows the requirements for equipment and environmental cue

(54) -

With the introduction of Electronic Flight Instrument Systems (EFIS), based

fidelity

on the ARINC 700-series specifications, actual flight hardware is applied in
civil aviation training simulators. The necessary adaption of such airborne

(42) .

equipment for flight simulators has already been mentioned in Section
4.2,

One of the most sensitive elements in terms of fidelity requirements are the
primary flight controls in the simulator. The static force levels and
dynamic feel perceived by the pilot in control of an aircraft must be
totally reproduced in the simulator, to provide high equipment and
environmental cue fidelity. The control forces and displacements felt by the
pilot are due to a combination of break-out force and dead-band, spring
force, control column inertia, forces due to aerodynamic hinge moments,
static friction, coulomb and viscous friction. Today's control loading
systems, based on hydraulic actuators with hydrostatic bearings(zo), have
demonstrated impressive capabilities to provide the precise forces
calculated in the mathematical model of the control system characteristics.

Primary flight control system models may be identified from dynamic flight

test manoeuvreé(57) in a similar way as the aircraft mathematical
models(qs), see Section 5.5, using high accuracy flight test instrumentation
equipment,

The sound simulation system reproduces significant sounds audible in the
simulated aircraft cockpit, by means of a multiple speaker arrangement.

Simulated sounds like those from the turbine, compressor, taxi rumble,
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touchdown, crash, etc. are realistic to the degree that direction as well as

amplitude and frequency content are correctly presented.

Future airplanes may be flying under control of the autopilot,; autothrottles
and Flight Management Systems 95% of the time. The maintenance of the
pilot's manual flying skills and the training of unusual and emergency
procgdures, using advanced flight simulators, will require more and more
attention(ul).

NASA Langley and NASA Ames Research Centers initiated, in cooperation with
Lockheed Georgia, the development of Advanced Concepts Research Simulators
(Acrs) (69)

concepts(53), human engineering aspects and operational procedures. One of

. These flight simulators will be used to evaluate new flight deck

the envisaged cockpits has already been shown in Fig. 16.
The purpose of the research program carried out using the ACRS will be the

evaluation of:

Future aircraft operation techniques;

New display technology and criteria;

Flight station integration;

Flying qualities and control systems;

Crew performance and associated human factors aspects;

Flight hardware and system reliability.

More complex interfaces between the pilot and the aircraft systems, e.g.
'touch’panels'(53), are introduced which may also impact training, as the

controls can no longer be identified by location and shape.

4.4 visual systems

In piloted flight, vision is the primary sense for the perception of real
world data. Even today, with the availability of many sophisticated .
instruments, systems and automatics, out-of-the-window vision still plays a
crucial role in the piloting task. In flight simulation visual systems are
equally important. Out-of-the-window visual simulation presents a formidable
challenge because of the terrific performance capabilities of the human
eye(48). The central foveal area of the retina, having a resolution better
than 1 arc min., answers the question of 'what' of pattern vision. The

peripheral retina, having a resolution of about 20 arc min. and being highly
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sensitive to image movement, answers 'where' the observer or the environment

are moving. The field of view limits of human vision are:

- Fixed head and eyes: foveal 5° diameter; peripheral 190o horizontally (H)
and'113° vertically (V).

- Moveable head and eyes: foveal 144°H by 1700V; peripheral 474°H by 170°V.

Besides these spatial properties, other perceptual capabilities of human

vision, like luminance/brightness, contrast, acuity and colour are very

important in flight simulator visual systems, see Section 6.2.

Together with the other body senses, see Section 4.5, the pilot's visual

sensory system provides a visual/vestibular/kinesthetic interaction, which

plays a vital role in the perception and control of motion in a closed loop

control task.

Over the past 35 years a wide variety of visual simulation systems have been

conceived and developed and many of these systems are in use to day.

The visual systems which are now available and most widely used, are:

- Modelboard systems, using closed circuit television (CCTV) or a laser
camera and laser projector.

- The shadowgraph system, using point light sources shining through
transparant models.

- Computer generated image (CGI) systems, using a beam penetration colour
CRT, a TV monitor, a TV projector or a laser projector for presentation.
Fig. 27 shows some of the typical components of visual systems and the

combination of these components that have been employed(sg).

Modelboards still offer the richest scene content but they have fundamental
limitations on operating volume. So, several modelboards are required to
cover a reasonable operating volume, occupying a lot of space and incurring
high running costs. The introduction of the laser camera system improved
resolution and it may ultimately provide adequate depth of field by dynamic
focussing. -

The shadowgraph system has an even more restricted operating volume than the
modelboard. Therefore, shadowgraphs are of value only for special'
applications, such as the current sky/ground projectors, and possibly for
the generation of a large field of view for helicopter operations in and

(50)

At present Computer Generated Image (CGI)-data bases still lack detail and

around hover

texture content, but rapid advances are being made. Realistic texture helps

the pilot in perceiving his own motion relative to the outside world.
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Texture enhances the sense of proximity to inclined and vertical surfaces.
Texture.kupdated at an acceptable fate, also offers the prospect that all
the picture-content needed for training may be available in the near future.
Fig. 28 shows a functional block diagram of a current CGI system(sl), using
pipeline processing; specifically an SPX Image Generator built by Evans &
Sutherland in the USA. The front end of the system is a Multi-Processor unit

(MP) that monitors and manages overall system load and controls special
effects and moving objects. During a training exercise, it performs input
processing of Host Computer data, defining airplane position and attitude.
It also does data base management, data being stored on disk and accessed by
the MP. The data base contains the 3-D polygons (surfaces) defining objects,
texture maps defining 2-D surface patterns and colour maps containing the
palette of visible colours and intensities available for lights and objects.
The data are generated in non-real time before a training session starts.
During a training exercise, the MP in conjunction with the Object Manager
(OM) determine from the momentary range, which objects appear in a channel.
A channel is defined as a specific field of view to the pilot. The selected
objects are ranked according to range and passed to the Geometric Processor
(GP). The GP is responsible for clipping polygons to channel boundaries and
for back face elimination. It performs the critical transformations which
ensure proper scene perspective. The final step in the pipeline is
assembling a video image that forms a raster-scanned picture of lines and
pixels. This is performed by the Display Processor (DP). The DP takes
polygons and lights in perspective space and colours them as a function of:

1. assigned colour according to a specific colour map;

2. atmospheric visibility;

3. illumination effects such as sun angle, aircraft landing lights, etc.
Coloration across the surface of a polygon néed not be uniform, if it is
assigned a shading function during data base design. Finally the objects and
lights ére assembled in a video frame buffer (VA), anti-aliased to remove

sampling artifacts, and scan-converted for display to the pilot.

For display devices, field of view and resolution are, for one channel and
a given bandwidth, inversely related. The most common display device is the
television monitor, in combination with an ihfinity display consisting of a
beam-splitter and a spherical mirror, see Fig. 29. It can achieve a
resolution of about 3 min. arc on a 60o diagonal field, using a 1000 line TV

display. The calligraphic display is an alternative to the conventional TV
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raster format. It is generally combined with raster insertions for specific
features like runway markings and horizon glow as used in a night/dusk
visual. The resolution of these displays is generally better than TV
resolution, but a limited colour spectrum is available using a beam
penetration CRT. _

A full colour calligraphic projector is avaiiable, however, and several of
them may be combined to give a wide angle, collimated field of view (WIDE),
see Fig. 30. The laser projector offers significant improvements over

(46)

virtue of its 100 MHz bandwidth. These projectors may be used with either

current systems in both field of view and resolution , primarily by
modelboard or CGI-systems, see Fig. 31.

One of the latest developments in display devices is the helmet-mounted
visual display system(ug), developed by Canadian Aviation Electronics (CAE)
for the Crew Station Research and Development Facility at NASA Ames Research
Center. The purpose of this display device is to provide the pilot wi;hvan
image, which dynamically tracks the head motions. The fiber-optic helmet-
mounted display system (FOHMD) consists of a lightweight, custom—fittea
helmet on which two 3-inch diameter pancake windows are mounted in front of
the eyes, see Fig. 32. These devices are compact, in-line, wide-field
reflective infinity displays. They provide overlapping, full colour images
to each eye. The images are transferred to the helmet by two fiber-optic
cables, from four high-brightness light valve projectors. An infrared head-
tracker monitors head moveﬁents, using four cameras in the overhead
structure, which scan a ring-array of Light Emitting Diodes (LED) on top of
the helmet (Fig. 32). An angular rate sensor package, on the rear of the
helmet, provides for lead predictions to compensate for CGI transport
delays. The host computer calculates the head position and directs the CGI
system to display the appropriate image, permitting an almost unlimited

field of regard.

An urgent need exists for improved display devices to take advantage of
improvéments in CGI-systems. New techniques are being developed, e.g.
matrices of LED or LCD and liquid crystal light valve projectors. The latter
achieve 1 min. arc resolution over a small and 4 min. arc over a large field
of view. Section 6.2 presents a more extensive treatment of visual system

characterisgtics.
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} .5 Motion systems

Non-visual perception of motion relies on the following human sensors, see
Fig. 33:

1. The vestibular system, containing the semi-circular canals and the
otoliths. Although the semi-circular canals are fundamentally overdamped
éngular accelerometers, their function is more analogous to that of rate
gyros, sensing angular velocity of the head. However, at frequencies
below 0.1 Hz, which are quite common in airplane motions, the semi-
circular canal signals rather exhibit a phase lead making them closer to

(54). The otoliths play the role of

measures of angular accelerations
linear accelerometers sensing specific forces, see Section 7.3. Like any
accelerometer, they are incapablé of distinguishing between
gravitational acceleration and linear acceleration with respect to
inertial space. ’

2. Pressure sensors consist of both surface tactile receptors in the outer
layers of the skin, and deep pressure sensors, located well below the
skin surface. They aid the otoliths in sensing specific forces and their
output forms the basis of 'flying by the seat of the pants'.

3. Proprioceptive and kinesthetic sensors in the muscles signal to the
central nervous system the relative positions of parts of the body, as
well as their movements. Three basic types of sensory mechanisms are
involved. The muscle spindels sensing muscle length and the Golgi tendon’
organs sensing muscle tension. The combination of the proprioceptive
senses permits subjects to perceive forces, acting on the human body.

The non-visual sensors are less precise than the visual sensory system.
However, they may respond more rapidly, providing lead information, and do
not require direct attention of the subject. The above characteristics of
the non-visual sensors permit the simulation of motion in a very limited

space, using simulator cockpit motion systems, see Chapter 7.

Nevertheless, faithfull reproduction of aircraft motion may need relatively
large travel of the motion system. That is why research institutes like NASA
Ames and RAE Bedford use large travel systems in their research and
development simulators, see Subsection 3.3.1. The major users of 6 DOF
motion systems, the airlines, apply for their training simulators so-called
synergistic motion systems, see Fig. 34, The six actuators with a travel of

about 1.50 m each, commonly used in these motion systems, have been provided
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with hydrostatic bearings(zo)since about 1977. This development resulted in
large improvements in the dynamic characteristics of these motion

(55)

systems . The main critisism of synergistiq motion systems, compared with
systems having independent travel for each deéree of freedom (e.g. the FSAA,
Subsection 3.3.1), is that independent systems can achieve the full travel
in all axes simultaneously. Synergistic sysiems, however, suffer severe
restrictions if axes are used in combination.

British Aerospace at Warton acquired a small synergistic 6 DOF motion system
with a jack travel of about 0.6 m for integration with their research and
development fighter simulator, located in a do@e(u7). The aim is a compact
installation with good dynamic performance to simulate small responsive
airplanes. The primary functions of the translgtional modes of this motion
system are to simulate vibrations (buffet, run&ay-rumble, turbulence, etc.).
The rotational modes provide initial angular accelerations and the change in
gravity vector with aircraft attitude.

A modern, state of the art motion system, built by Hydraudyne Systems &
Engineering, Boxtel, The Netherlands (Fig. 35) for the National Aerospace
Laboratory, NLR, in Amsterdam(zg). uses advancéd technology actuators having
a travel of 1.85 m. These actuators have beeﬂ designed in cooperation with
Delft University of Technology(zo). Faculty of Mechanical Engineering.
Inside the actuators, a spine is mounted. As?a result, the upper and lower
piston areas are equal, resulting in symmetrical flow fdr accurate control
{no discoﬁtinuities at motion reverse), and higher lateral stiffness.
Chapter 7 describes motion hardware dynamic characteristics and motion cue

generation in detail.
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5. MATHEMATICAL MODELS FOR FLIGHT SIMULATION.

5.1 General
The basis of any flight simulator -as mentioned before- is the mathematical
model, including the data package describing the characteristic features of
the airplane to be simulated. Airplane mathematical models may be obtained
from theoretical analysis, windtunnel measurements and flight tests.
This chapter presents the principles of mathematical modelling of the
aerodynamic, flight control, propulsion, ground-handling and environmental
characteristics of the airplane, starting from the most general equations of
airplane motion. Linearization of these equations results in the small
perturbation equations, valid only for small deviations from a certain
airspeed and altitude. The simulation of a complete mission, however, from
takeoff to landing, needs the non-linear equations of motion, covering the
full flight envelope.
Atmospheric turbulence, wind and wind-shear disturb the aircraft motions.
Models, describing these phenomena are therefore essential in flight
simulation.
Ground-handling simulation became an important item, since the arrival of
visual simulation systems. For the simulation of taxiing, take-off and
landing, the mathematical model of the aircraft-undercarriage is
indispensable. |
In order to obtain an airblane mathematical model and data package for
flight simulation, a possible option is dynamic model identification using a

flight test instrumented aircraft.

5.2 Equations of motion of an airplane.

The motions of an airplane are affected by the external forces (F) and
moments (M), resulting from flight through the atmosphere, engine thrust and
landing gear forces during takeoff and landing, acting on the airplane. The
airplane motions are calculated using the equations of motion as derived

(89) |

from Newton's laws

dF?= — (dm . V) (5-1)
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where point mass dm moves with time varying velocity V under the influence

of a force dF, and:

dM = %E (dm r x V) j (5-2)

where the moment of the force about a fixed point dM is equal to the time

derivative of the angular momentum of the body relative to that same fixed
point.

The equations of motion of an airplane can be deri&ed oh'the basis of the
above two expressions, by adding up the forcesjacting on all parts of the
airplane as well as the moments due to these forces about the center of

gravity of the airplane.

The resulting general equations of motion of an airplane in the body axes

(75) |

reference frame read

Fx = - Wsin 8 + X =m. (G + qw - év)

Fy = Wcos O sine +Y=m. (G + ru - pw)

F2 = WcosOcose®+Z=m. (w ; pv - éu) ' (5-3)
M = L=1Lp+ (I, -I)ar- Jx;(é + pa)

M, - M= I (L - I)ep + I (07 - r°)

M= N=1Ir:+ (I, - I)pa - 3 (p - ra)

To the equations (5-3) the kinematic equations (5-4) should be added,
expessing the relations between the rates of change of the airplane's

attitude angles and the angular velocities about the airplane body axes:

* sin @ cos ¢
¥ =9 o5 0 T Cos 8
6 = qcos @ - r sin @ (5-4)

P+qgsine tg 6 + r cos ¢ tg 6

S
i
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Fig. 35 shows the successive rotations to obtain the Euler angles ¥, 6, and
@, respectively, determining the attitude of the airplane relative to the
earth. In order to avoid sigularities when pitch attitude 6 reaches 90
degrees, the so-iﬁiiid 'quaternions' are used for defining the orientation

of the airplane In particular, military airplane simulators use these

quaternions.

The above equations describe the most general motions an airplane can

perform and are based on the following restrictive assumptions:

1. The airplane's mass is constant in the time interval during which the
motions of the airplane are studied. »

2. The airplane is a rigid body in the motion under consideration.

3. The mass-distribution of the airplane is symmetric relative to the XO0Z-
plane.

4. The rotation of the earth in space, as well as the curvature of the

earth's surface are negligible.

5.2.1 Small perturbation equations

The purpose of using the small perturbation equations of motion is that,
because of their linearized form, they are suitable to treatment by a number
of analytical techniques. Examples of these techniques are the use of
Transfer Functions, Laplace and Fourier Transforms, and the computation of

(71). In the design stage of a

eigenvalues, eigenvectors and root locus plots
new aircraft these analytical techniques present the possibility to
establish data on the stability and handling qualities of the aircraft,
using simplified mathematical models.

The small perturbation equations of motion may be applied, if the motion of
the airplane deviates only to a small extent from steady, trimmed,
symmetrical flight. The permissible magnitudes of the small deviations are
those for which linearization of the equations about the steady flight
condition results in a sufficiently true replication of the actual airplane
motions. Many comparisons of response calculations with flight test

measurements have shown, that linearization indeed results in a useful range

of motions about the steady flight condition.
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Another simplifying characteristic of the small perturbation equations of
motion is that no aerodynamic coupling exists between the symmetric and
asymmetric degrees of freedom, as long as the deviations remain sufficiently
small. This results in the possibility to separate the small perturbation
equations in the equations for the symmetric airplane motions and those for
the asymmetric motions of the airplane. As the aerodynamic forces and
moments in these equations are usually expressed in non-dimensional
coefficients, it is common practice to use the equations in a non-
dimensional form. To this end, also the ineftial characteristics and the
time scale are made non-dimensional(75).

The resulting non-dimensional equations for the symmetric motions in the

stability axes reference frame, as derived in(ZS), read:
- ; | qc -
(CX 2pch)u+CX .a+CZ .9+Cx . v +CX .6e 0
u a o] q - [¢]
- _ _ B gs':_ .
CZ .u+{CZ +(CZ. ZpC)DC}.a Cx .9+(CZ prC) vt CZ .6e 0
u o] a (o} q (o]
i qc .
D6 + v 0
g . . -2y K2 .ac o =
Cm .u+(Cm +Cm. Dc) a +(Cm ZpCKYDc) v +Cm Ge =0
u a a q S
, (5-5)
or, using matrices:
Cx -ZuCDc Cx CZ CX u -Cx
u a o q (¢}
Cz CZ +(CZ'-2uc)D -CX CZ +2uc a -CZ
u a o q . - () .5
0 0 - 1 0 0 ©
. - qac -
Cm Cm +Cm D 0 Cm ZpCKYD v Cm
u a q [¢)
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The non-dimensional equations for the asymmetric motions in stability axes,

(75)

as derived in , read:

.—I-‘—Q-..C

- . .pb - o PO
{Cy +(Cy,=21,)D, }B+Cy s@+Cy 2v* (Cy ~fhi) 2v* Oy, *%*Cy "0 O
B B p r S S
a r
1
- Ip . pb -
2D e 2V =0
. - 2 .pb .rb . . _
Cq B+(Cy ~BupKyDp) *5y*(Cy +HmKyyDy ) o 5yCy =644Cy "6, =0
B p r : é S :
a r
(C_ +C_ D.) B+(C_ +by K, D, )+BRu(C -l k2D ) +ERac_ e5.4C_ 5. =0
n ns b n b XZ b’ 2V n b 'Zb 2V 'n a n r
B B p r o] o)
a r
(5-7)
Using matrix notation, the equations (5-7) are written as:
Cy +(Cy,-2m )0y Cp Cy Cy ~Hmy, B
p p p r
1
0 -;'Db 1 0 . [ )
iy K2 pb |
Cy 0 Cy ~MupKyDy, Cp +Hm Ky Dy oV
B p r
: 2 rb
Cn +Cn°Db 0 Cn +uubKXZDb Cn -upbKZDb 2V
B B p r
-C -C.
¥ ¥,
a r
0 0
= *§ _+ *5 (5-8)
a
€y Cy
5 5
a r
-Cn -Cn
s s
a r

In both sets of equations (5-6) and (5-8) the stability and control

derivatives as well as the inertia parameters are constants for a given

aircraft configuration and weight, airspeed and altitude. Table 1 presents

an example of the stability and control derivatives and the non-dimensional

inertia characteristics of the DHC-2

5.2.2.

'BEAVER' aircraft, see Subsection
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5.2.2 Non-linear equations covering the complete flight envelope

In real-time flight simulation the non-linear equations of motion, covering
the complete flight envelope are used, starting from the total force and
moment equations (5-3). '

Rearranging the equations (5-3):and introducing'the inertia parame;ers qu.
qu’ Pn’ PQ’ Qpp' Qpr' er’me' qu’ Rqr' Rn ané RQ _
equations, where all time derivatives appeag in the lefthand side, see

Subroutine FINER in Section 4.2:

results in the following

. X . ?
u = - g.sin 0 . = gw + rv
. Y . ‘
v= o + g.cos B.sin ¢ + pw | = ru
w = % + g.cos 0. cos @ - pv + qu
| (5-9)
p = qu. Pq + qu.qr + Pn.q + PQ.L
q = Qpp.p + Qpr.pr + erﬂr + Qm.M
r = qu.pq + Rqr.qr | | + Rn’N ' ‘+ RQ.L
where:

(I -1 +I )+J
p - X'y 2z XZ
P Irr

[(I-1)°I-3°]
p - y z z "Xz
qr Irr
p o Jxz
n

rr

I
PQ = —

rr

-JXZ
%p * T
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R RS B S S o
! [N 1 TARLL 8

" ” ,2 £
[T, Ty) Lt Tg )

R =
Pa rr
(I -1 -1 )7 “p o & nle.y -
R = y z "x X2
ar I'rr_ | Y
BE Y Botke. 8 opon.g o L
Ix
Rn = _I r . ) ;
FENERY ey rr )
sz
Rg=1_
rr

I = (1LI-32)
rr X Z Xz

From the components u, v and w of the airspeéd’y-of the airﬁléﬂé c.é.
relative to the ambient air, the components of V along the axes of the earth

a(7),
!

reference frame are compute

Xe = vnorth

{ucos 8 + (v sin @ + w cos @) sin 8} cos % +

- (v cos @ - w sin @) sin ¢ o
Ye = Veast = {u cos 6 +‘(v sin ¢ + w cos @) sin 8} sin ¢ + .. (5-10)

+ (v cos ¢ - w sin @) cos ¥

Ne

=V "-u sin 8 + (v sin @ + w cos @) cos 8
e vert . _
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The equations (5-4), (5-9) and (5-10) are the complete set of the equations
of motion of an airplane, however, they are independent of a particular
airplane. These equations are solved in subroutine FDERI, see Section 4,2
and Fig 25. As an example, Fig. 36 shows the stfuctured-flowchart of FDERI

and the Fortran 77 source-listing is presented in the Appendix.

The external forces X, Y and Z, and moments L, M and N in (5-9) are those
generated by the aerodynamics, engine and landing gear. In aeronautical
engineering it is customary practice to relate Fhe aerodynamic forces Xa, Ya
and Za’ and moments La' Ma and Na to the corresponding dimensionless force -

and moment coefficients: Cxa. CYa, CZa, Cﬂaf Cm and Cn , writing:

ja a
1
X =C 7PV S g
a |
1 ;
Y =C, 7o VS
a
1
z =C, 7pVS
a
(5-11)
L2
L,=C, 7PV SD
a I
1 -
Ma = Cm TP V2 Sc
a
1
N, =C_ S epv?Sh
a

The aerodynamic forces and moments (5-11) result from flight through a
volume of ambient air at rest, relative to earth. Adding the contributions
of the forces and moments due to atmospheric turbulence (g), engine
operation (T) and landing gear ground contact (LG), results in the following

general equations for the external forces and moments in body axes:
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1 2
X=3pvVsg (CX + Cx + CXT) + XLG
a g
1 2 ‘ .
Y=5pvs (CY + CY + Cy.) + YLG
a g T
1 2 ) .
Z=3pv°g (Cz + Cz + CZ') + ZLG
a g T )
- (5-12)
L=szpveg b(CQ + C,.!2 + C@») + LLG

a g T.

o2 o o -
M=3+pVes c(qm + C.m + CmT) + MLG
a g

1 2. o L .
N=3>pveg b{(C. +C & C. ) +N.
n, ng n, LG

The equationg (5-12) are solved in Subroutine FDERI ag well, see Fig. 36 and

the Appendix.

As an example the aerodynamic mode] and engine model of the De Havillarg
DHC-2 BEAVER laboratory éircraft of DUT, see Fig. 37 are described below.
The datg package used in these modelg is based on flight tests throughout
the normal flight envelope of the'airplane(go). Sections'5.3 and 5.4
describe the contributions to the external forces and moments of atmospheric
turbulence and windshear, aﬁd of the landing gedar model respectively.

The aerodynamic mode]l

The DHC-2 BEAVER is g sevén-seat, single combustion engine, high-wing all-
metall aircraft, having a Daximum take-off weight of 22.800 N. Some general
data of thig airplane are Presented in Table 2 ang Table 3'presents the
inertia data on which the aerodynamic model ig based. -In the aerodynamic
model, pPresented below, the effect of compressibility is neglected, ag
airspeed ig assumed to be low, Also scale effects are not taken iﬁto account
since, at g relatively high Reynolds number, the effect of Reynolds number
variations, ag occurring in flight, ig considered negligible, |

To present non-linear aerodynamic data, two Possible methodg are available,

- The table look-up method.
~ The Polynomial fit to data.
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Using the table look-up method, a table of values of a dependent variable as
a function of one or more independent variables is given. Fig. 38 shows, how
the data may be arranged. In this figure thé break point sets F1 and F2
present the tables of values of the independent variables and E contains the
values of the dependent variable. As an example, the lift coefficient CL'as
a function of the angle of attack a and flap ‘deflection éf of the DHC-2
BEAVER is shown in Tabel 4 and Fig. 39. The value of CL for any value of a
and éf
FTABINT in Section 4.2.

is obtained by linear interpolation; see subroutines FDBRD and

If it is possible to fit the curve, describing ‘the dependent variable, with
a first, second or third degree polynomial, gjsimple continuous expression
is available for computation. f

Using the polynomial fit to data, the non-lfnear aerodynamic model of the
DHC-2 BEAVER, in terms of the dimensionless force and moment coefficients in
(5-12) becomes:

Cx = Cx + Cx . a o+ Cx o+ a + CX 3 a” i+
a 0 a a a -
ac ;
CX -Vt Cx e dr + CX . Gf:+ CX . a . Gf
o] (o} df adf
- b rb
Chy =C *+C -B*+Cy . 5y*C -3y*
a 0 B p r
gb
Cy -6+ C 6.+ Cy §.a+Cy, - 5y
S S S a B
a r r
- 3 qc
CZ = CZ + CZ .a o+ Cz 3 - a” + CZ -V + CZ . de +
a 0] Qa a q ée
C S 52 + C 6, + C a. S
Zé 52 - Z6 S ¥ YA 5 : f
e f a f
(5-13)
- pb rb
CQ = C2 + C2 . B+ C2 .« 5y + C2 Y + C2 . Ga +
a 0 ) P 68
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C 5§ +C . 6 a
26 r 26 o a
r a
_ 2 qc
Cm = Cm + Cm a + Cm 5 - @t Cln vt Cm de +
a 0 a a q de
2 rb
Co2 B *C 2wl - %
p Sp
- pb rb
Cn - Cn * Cnf - B Cn vt Cn vt Cn da *
a 0 B p Ga
C 6§ +C. . qc + C 53
n, ° r n °V n,3 °
. q p

The values of the coefficients of thé variables in the equations (5-13) are
summarized in Table 5. From this table it follows that this aerodynamic
model includes effects like longitudinal-lateral crosscoUplihg and unsteady
aerodynamics. For ihstance the gyroscopical effect of the propellér, for one
nominal constant engine speed of 1800 RPM, is expressed in terms of the

coefficients C_ (= -0.3118) and (= 0.1595).
r ; q
Fig. 40 shows the dimensionless aerodynamic forces and moments for the

symmetric and the asymmetric:motions as a function of angle of dttack a and
side-slip angle B, respectively. This figure also shows the effect of engine
operation on these forces add moments. The equations (5-13) are solved in
Subroutine FAER 4, see Section 4.2 and Fig. 25.
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The engine model

The contributions of the propeller/engine combination to the external forces
and moments (5-12), in terms of dimensioneless force and moment

coefficients, become:

Apt ' Apt 2
CXT = Cx T35t Cx > a3
sp, 7PV adp, 7PV
C, =0
Yy
Ap
t
c, =¢C .
Z YA 12
TR T | (5-14)
Ap :
2 t
CQ = CQ P -
T a .Apt 7PV
Ap
c =C i3
Y Ap, 7pV
4y ’ | |
Op Apt 7PV |

In the equations (5-14) Apt denotes the increase of total air pressure

measured in the propeller slipstream. If the péopeller is represented as an
Ap

ideal pulling disc, the following relation between —72—2. the airspeed V and
7PV

the engine power P holds for the DHC-2 BEAVER:

Apt
T3 Tartbit3 (5-15)
7oV 7PV
. . KW ,
with ;7= in | — |, a = 0.08696 and b = 191.18.
7oV kg/sec

In the case of piston engined airplanes, variations in airspeed V and engine

power settings (engine speed n and manifold pressure pz) can be replaced by

1 (56)

the variable Apt/; pV . Engine power P as a function of the engine speed
n in RPM, manifold pressure Py in " Hg and air density p is obtained from
the 'engine power chart', as given by the engine manufacturer. In the

present example, the equation for the engine power reads:
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P = -326.5 + [0.00412 (pZ + 7.4) . (n + 2010) + (408 - 0.0965 n)

(1 -'%—)} (dimension of P in Brake Horse Power) (5-16)
o

(Multiplication of P by 0.7355 results in P in %)

The values of the coefficients in the engine equations (5-14) are summarized
in Table 6. Fig. 40 shows the effect of engine operation on the external
force and moment coefficients for three values of Apt/;pvz. Subroutine FENGY4
solves the equations (5+<14), see Section 4.2.

Figs. 41, 42 and 43 show the‘respohsé of this non-linear DHC-2 BEAVER Model
on a blockshaped elevator‘(ée). aileron (6a) and rudder deflection (Gr),

respectively.

In Fig. 41 the responses of the angle of attack (ALFA) and pitchrate (Q)
¢learly show the 'Short Period' motion of the Beaver. The 'Phugoide' is
visible in the responses of the true airspeed (TAS), the pitch angle
(THETA), the flight path angle (GAMMA) and the rate of climb (C). The
responses of the angle of roll (PHI) and the side-slip angle (BETA) clearly
show the 1ongitudinalhlaterai crosscoupling, included in the model.

In Fig. 42 the responses ofjthe roll rate (P) and roll angle (PHI) show the
roll response of the‘Beaver.;The 'adverse Yaw', due to aileron deflection
(DAIL), which is typical for the Beaver, is clearly visibie in the responses
of the side-slip angle (BETA) and yaw angle (PSI).

The well-damped "Dutch Roil' oscillation of the Beaver is clearly shown in
the responses of the yaw rate (R), the roll rate (P) and the side-slip angle
B, in Fig. U43. /

1
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5.3 Mathematical modelling of flight in turbulence and windshear.

The application of turbulence and windshear in piloted flight simulation may
be used for several purposes, e.g.: ‘
- To serve as a general distracting element to‘increase the pilot's overall
workload. v
- To represent the actual disturbances acting on the aircraft in real
flight, in order to investigate pilot-aircraﬁt performance.
In the first application, simple filtering%of Gaussian white noise is a
possible solution, as the accuracy requirementé on the simulated turbulence
are rather low. However, as greater reliance is placed on the flight
simulator, the accurate reproduction of turbuience and windshear becomes
more important. Atmospheric turbulence is, id contrast with other elements
of flight simulation like aircraft motion due ﬁo control inputs, not deter-
ministic but stochastic by nature. So, the #athematical model, describing
the turbulence velocity components, is based cn statistical methods like
power spectra and probability distributions. |
Measurements of actual turbulence velocities ﬁave shown that atmospheric
turbulence is a non-Gaussian process which poses a serious problem on its
simulation. The so-called 'patchy'’ characteristics of atmospheric turbulence
exhibit local regions of higher energy concent:ations separated by relative-
ly calm periods, which cause deviations froﬁ the Gaussian distribution
function. The non-Gaussian characteristics will be described in the follow-.
ing by two parameters: 'Kurtosis', K, and a "patchiness parameter", R.
Fig. 44 shows the Gaussian and a possible non-Gaussian distribution function

which are distinguished by the value of the Kurtosis, K, defined as( 2)

m,

"~ (m,)?

where:

m, is the second order central moment, known as the variance, o?;

m, is the fourth order central moment, which takes the value

- m, = 30" - (resulting in K = 3, see below) in a Gaussian process.
The second parameter, which descfibes‘the 'petchiness' in atmospheric
turbulence, is the parameter 'R', to be defined below. The patchy
characteristics may cause sudden large deviations in aircraft attitude,
which demand pilot corrective actions. In particular in training and
research simulation with the pilot-in-the-loop, patchy atmospheric

turbulence is essential for pilot acceptance.
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The complete patchy turbulence simulation is obtained, using five turbulence
velocities as inputs to the mathematical model of the airplane, see Fig. 45,
The generation of each of these turbulence velocities consists of three
independent white noise sources, feeding tﬁree linear filters, as shown in
Fig. 46. The filter outputs a(t), b(t) and c(t) are mixed such, as to obtain
the desired patchy characteristic of the turbulence velocity. The

longitudinal turbulence velocity u and vertical velocity w in
rSym | sym

Fig. 46. determine the symmetric airplane motions due to atmospheric
turbulence(7 ). The lateral turbulence velocity vg and the turbulence

velocities u and w in Fig. 46 determine the asymmetric airplane

motions due to atmospheric turbulence .

The actual generation of each of these five stochastic turbulence velocities
employs the product of two independent Gaussian processes, shaped by linear
filters to acquire the power spectra of the turbulence velocities, according
to. Dryden(7 ). Turbulence veloc1t1es as a result of the multiplication,

however, are more severely non-Gaugsian than indicated by experimental

(86, 87)

data Therefore, a third independent Gaussian process, linearly
filtered also to. obtain the Dryden power spectrum, is added to create a wide
(82)

variety of possible patchy characteristics
The following describes the mathematical formulation for the generation of
each of the five turbulence;velocities.

1. The 1ongitudina1 turbuleece velocity u :
i ' . sym

The spectral equation for the longitudinal turbulence velocity, accordlng to

Dryden, reads(76)
L, . o
2 2__31' 1 : -
ngug (w) =3 ug vV L, ‘ (5-17)
1 v (8

where: o 2 is the variance of the longitudinal turbulence velocity and‘Lu
g : g

is the scale length of this velocity. Fig. 47 shows the standard deviation

of the longitudinal turbulence velocity for different atmospheric conditions

as a function of altitude. Flg 48 shows the scale length as a functicn of

altitude for the same atmospherlc condltlons( 2). The auto-power spectral
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densities of the filter outputs al(t). bl(t) and cl(t), see Fig. U6, as

derived in(82), read:
L ,
-2 _‘15 1 18
Qalal (w) = 3 0“1 v (R+1) L : (5-18)
B2 (Re1)2 2
1+ T )€ (R+1)€ o
Lu K
22 _ & (R+1) 1 -
°b1b1 (0) =3 % W R L ;2' (5-19)
1o (92 R W8
v R
L, ‘
.2 2_&g_ 1 f -
ﬁclcl (0) = n oc1 v L | (5-20)
g2 2 '
1+ [_Vs) w

The patchiness parameter R in the equations (§-18) and (5-19) is defined as
the ratio between the cutoff frequencies of the filters with transfer

functions Ha (jo) and Hb (jw)(gz), see beloﬁ. Values applied for R in the
1 1 ; :
simulation of patchy turbulence range from zerq to one. With decreasing R,

the average patch length increases. Figs. u9§and 50 show the effect of the

parameter R on the longitudinal turbulence velocity u

- Osym

The filter transfer functions Ha (jw), Hb (jo) and Hc (jw), see Fig. U6,
1 1 1

completely determine the shapes of the power spectral densities Qaa(w),

be(w) and Qcc(m), according to the following equations(gz):

2oa(0) = | Hy (50) 128 (),
o (o) = | Hy () 1« e, (), . (5-21)
3 (0) = | H. (do) |2+ 8 (0)
cc c1 00 3

where Qoo(m)l, Qoo(w)z, and Qoo(w)3 are the input auto-power spectra of

independent Gaussian white noise signals, having the constant values of Ki,

Kg and Ki respectively.
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Substituting the expressions (5-18), (5-19) and (5-20) in (5-21) gives the

expressions for the filter transfer functions(82):
. Lu
1 2 ‘
H (o) = TG o, F BeD] — L (5-22)
a : 1 - u
1+ 8 (R+1) jo
Ly
1 2 ' R+ 1
Hbl(:lm) = q f[;- O-ul' __\75 ( ;1)‘]: @ (5-23)
21 : u
' 1 + £ _(B_"'_l_)_ jw,,
vV R
Lu
=1 2 _& 1 -
1 c 1 u
1+ —‘—lg jo

In the equations (5-22), (5-23) and (5-24). the following relations yield:

o] =0 (o} , where o =0
uy 8 by a; by
2 _ 2 2 2, 2 2 _
o, = % +o, =0, ° 0y * o, | ‘ (5-25)
g 1 1 1

The parameter Q is defined as the ratio of the standard deviations of the

processes ul(t) and cl(t), see Fig. U6:

Q- —1-21 (5-26)

From equations (5-25), it follows for %4 and o,
‘ 1 1

Qo o
u ; u
- and o S - S— . (5"27)

g =
© J1+ @)

Y1+ Qd)
The Kurtosis K of the probability distribution of the turbulence velocity

u is completely determined by the parameter Q:
sym
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b2
k=20 +60 +3 | (5-28)

1+0%)2

where Q ranges from zero to infinity. The Gaussian probability distribution
(K=3) is obtained for Q = 0. The modified Besspl distribution (K=9) results

for Q = =,

2. The vertical turbulence velocity w
sym

The spectral equation for the vertical turbulénce velocity, according to

Dryden, reads(76):
L, '
L 2 gy 2
w 1+ 30° )
Qw w (0) = % 0w2 \Y LV (5-29)
g8 g

w
1+ [FE19)°

where o 2 and Lw are the variance and the scale length of the vertical

g g |
turbulence velocity, respectively, see Figs. 51 and 52, which present the

standard deviation and the scale length of the vertical turbulence velocity
as a function altitude for different atmospheric conditions. The auto-power

spectral densities of the filter outpdts az(t). bz(t) and cz(t), see

Fig. U6, as derived in(82), read:
LW
_2 _ g (R+1) 1 _
.. () = n %, V R L (5-30)
272 2 Wo 2 Rely2 2
- e (77 R e
LW
L e (1-R) + (3+R) (Re1)® ()% o
8, (0) =1o E (Re1) T (5-31)
272 2 We 2 2 2.2
[1+ (B)° (R+1)® 7]
L
L g2 2
L 2w, 1+3 (57w
iczcz(w) =;ocz v T (5-32)

[1+ (<82 o1
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Substituting the expressions (5-30), (5<31) and (5-32) in the equations

(5221), results in the expressions for the filter transfer functions:

L

1. pr v 1 :
o, (30) = =17 0, F RHI—— (5-33)
Lo <
, L,
L,
P J(1=R) ¥ (Re1) J(3+R) —5 qo
By, () - %‘; o, B (1) ) Dy (5-34)
[1+ (®e1) & jo]?
L
L, ,
] ‘ 73 E g
S I 1 gt V3N | y
H o) = ko, ;1 L (5-35)
(1% ~'—VE jo)2

The values ‘of éu ‘and o, follow from equation (5=27). However, in this
2 2
eduatidn~du should ‘now be fepIacedvby-ow
' g g

3. The lateral turbulence véIOcity Ve

The spectral equation for the lateral turbulence velocity, according to

'Dryden, is identical to the spectral equation for the vertical ‘turbulence

(717)

sym
of the filter outputs a (t), 3(

the expressions (5-30), (5 31) and (5- 32), provided ‘that the index wg is

replaced by vg and the subscript 2 by 3. Summarizing the expressions for the

veloc1ty w . So, the derivation of the auto-power spectral densities

t) and c (t), see Fig. 46, are identical to

filter transfer functions for the generation of the lateral turbulence
velocity:

Lv A
1 2, g (R+1)7 1 . _
L3 &R . (5-36)

(Jw)
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L

L v

v J(1-R) + (R+1) J(3+R) =& jo
H (J0) = i—b Iz 0y, (B0} —T v (5-37)

[1+ (Rv1) < jo)?
L
Ly 143 —E g0
I 1_g v -

fo () = o I3 A | (5-38)

The values of o and 0. again follow frod equation (5-27). However, in

3 3

this case o, is replaced by o, -
g g

-

4. The longitudinal turbulence velocity u , where u_ =
Basym g

"

The expression for the effective one-dimensional power spectral density

function of the longitudinal turbulence velocity u , as derived in(77) .
1 asym
reads: (
EZ T, L 1+ o2 Li . uni 12
o (eL. B = 5[ v, x & ¥ E - ael) (5-39)
g (1 +9 + Q5 LY)
o X g y 8
This function is approximated by the following general expression(77):
e 2a2 i
Iug (@Lgs B) = Iug_(o'B) PR 22D (5-40)
1 "x g 2°x g
where: B = =2~ and L_ = L
* 2L g u
g g

Il“l (0,B) is presented as a function of B in Fig. 53 and Fig. 54 presents
g
T1r T2
these variables.

T, and 13 as functions of B. Table 7 presents the numerical values of
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Using the same method as for the derivation of the filter transferfunctions

for u and w ,» the filter transferfunctions for the generation of
- sym (83) sym
u read , see Fig. U6:
asym
1 1
By, 39 =k 07 (5-41)
a
O B +E * jo _
By, (39 = i P b (v avw) (5-42)
Ll oy 1+L-jo _
He, 49 =k BT re a s e (5-43)
The constants A up to read:

and including N in the above transfer functions

L
u
_ _& , R+l
A= R 1
L L
B = [11 (R+1) - tZR]2 * [1+ aR (t, - 12]‘
L
R+1
Q2 .. r g
C = [ 1 (0,B) (a+ B)] -t
J(1-+ QZ) n ug ! \) R 1
12 _ T2 T2 _ 12
1 3 e 2 3
where: a = and g =
T (12 - 12) T (12 - 12)
1 1 2 2 2 1
L
g
D = v (R+1)/1‘1
Lu
2 . 2 L
E = _Vg (R+1) [11 13 + B R T 12(11 - 12)]z
IG (0.B) , Lu T, (R+1)
F=—3% (2.8 7. ; 1
" 2 n (a + B) v 2
J( + Q% [11(R+1) - TZR]
L
o - _EE 5T, (R+1) :
\' 11(R+1) -1, B
1 N
H 1~ (0,B)
1+ Q2 ug
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L L L
s s i
L = v . 13 H M= v T N = v * T,
: w
5. The vertical turbulence velocity a , where a_ = VE:
asym '

The expression for the effective one-dimensional power spectral density

function of the vertical turbulence velocity a_ reads(77):
€as
asym
m i2 2 2.2
-= Q" LT +Q L
2 2 b X g y g
I (QL.,B)=3a Jh(Q by . ; ae_ L)
ag X B n g y 2 (1 + g-2 L2 . QZ L2)5/2 Yy &
o X 8 Y B
| (5-44)
This function is, like I; (Qng. B), appréximated by the following
g |
expression(77):
1+ 12 Qi L:
I (eL,B)=1I_ (0,B) ; . (5-45)
a X g a ! 2 2 .2, 2 2 .2
g g (1 + o Qx Lg)g(l + 15 Qx Lg)
where L = Lw . The expression Ia (0,B) is pﬁesented as a function of B in
g g '

Fig. 53 and Fig. 55 presents Ty 15 and 16 as functions of B.

Table 8 presents the numerical values of these variables.

The expressions (5-41), (5-42) and (5-43) also apply to the filter transfer
functions Ha (jo), Hb (jo) and Hc (jo) of the vertical turbulence velocity

5 5 5
a (Fig. U6), except that in the constants A up to and including N in

asym
these transfer functions:

I; (0,B) should be replaced by Ia (0,B);

g g
L

u
g
should be replaced by Lw H

g

"1

should be replaced by ru;

T2

should be replaced by 15;

3
should be replaced by '

T
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The patchy turbulence simulation described above, runs in real-time on the
Gould SEL 32/87 in combination with the modular flight sifmulation software,
described in Subsection 5.2.2.

Coupling of .the patchy turbulence.sidulation and the mathematical model of

the airplane

The coupling of the patehy turbulencé simulation with the aircraft
mathematicdal modél; to compute the dimensionléss force and moment
coefficiénts due to atmospheric turbulenceé, has been derived in{78) for the
symmetric and in'7T) for the asymfietric airplané motions. As a result, the
expreéssions for the force and moment coefficients in the equations (5-12),
due to atmospheric¢ turbulence, in case of a linear aircraft model as

described in Subsection 5.2.1., read:

Cx = Cx . uguh/ + Cx . ag
g u Sym a sym
¢, = c, *B
Y. Y.
g B g
Cy =Gz " | +Cp ta  (5-b6)
‘g u sym a sym
¢ =-C *wu +C, B +C, *a
‘e “  Basym, p B %, Sasym
A u_c a_ ¢
¢ =C -*u +c. o-B— s qa +c . B
m m g ... me \'} m g m* \Y
g u sym ‘a sym a
g g
Cn = - Cn . + Cn B+ Cn *qa
g r Basyn B & P asyn
w w
In the equations (5'46)'Cm., and Cm. ‘are :
u, a
g g
u h ¢
g

(Where:'C is ‘the contribution to Cm’ due to ‘the horizontal tail)
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In the case of a non-linear mathematical model bf the airplane, covering the

complete flight envelope, the'coupling of thegpatchy turbulence model is

more complex, as the stability derivatives ib the equations (5-46) are no
|

longer constants.

i

i
i
i

During an actual approach to landing of an airélane there usually is some

Wind Shear and Wind Profiles

wind in the lower atmosphere. Of major impértance to the pilot is the

variation with altitude of the wind velocity énd direction, known as the

wind shear, as experienced by the airplane. :

The combined effect of two atmospheric disturbénce components represents the

total wind shear, see Fig. 56: S

1. The variation of the mean or steady-state w#nd velocity with altitude, as
determined from the wind profile and the chénge in wind direction with
altitude. j

2. A stochastic component, which is the resu#t of the prevailing patchy

atmospheric turbulence as described above.

Experimental data indicate that the atmospheric stability influehces wind
profiles, and large wind shears are known to-occur, especially'if the
atmosphere is very stable. Since the mathematical model of the steady-state
wind variation with altitude, presented below is a function of the
atmospheric stability, this parameter is discussed first.

The rate of change of air temperature with altitude, dT/dh is one of the
major factors affecting atmospheric stability. Excluding temperature
inversions, the air temperature decreases with increasing altitude. So, the
so-called' lapse rate, dT/dh, is normally negative. Atmospheric stability

characteristics are usually given for three atmospheric conditions:

1. Stable: =-dT/dh < 0.005 °C/m
2. Neutral: 0.005 s -dT/dh § 0.01 °C/m
3. Unstable: -dT/dh > 0.01 °C/m
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Both the wind profile model and values of some parameters defining the
turbulence model, presented earlier in this Section, depend on the
atmospheric stability, see Figs. 47, 48, 51 and 52..

Assuming that the mean or steady-state wind velocity has no vertical

component at low altitude, the horizontal wind velocity vector Vw is defined
by its magnitude Vw and its direction ¢w' both of which can vary with
altitude. The change of wind direction with increasing altitude over coastal
planes in the northern hemisphere normally is clockwise. On the average it
amounts to 0.04°/m up to an altitude of 900 m(63)

direction may be much larger than 0.04°/m in the so-called shear conditions,

. Actual variations in wind

due to factors such as a locally irregular temperature profile, occurring in
particular in very stable air(sl).

The wind velocity vector magnitude, df wind speed, is modelled by
expressions. matched to experimental data. In unstable atmospheric conditions
a logarithmic law seem7 ;oggit the. experimental data quite well. Employing
79, .

the notation as given in

u(z) ;:—" + 1n () (5-47)

o

where:

u(z) = wind speed at Height z.

u* = friction velocity = 0.47 m/s, being constant
up to a height, z, of at least 100 m;

k = Von Karman constant = 0.4;

z, = gerodynamic roughness height = 0.1 m.

In order to bring the wind shear and turbulence models on a common basis,
the wind speed is expressed as a function of the wind velocity at a

reference height of 9.15 m (30 ft). The following expression for the wind

speed Vw can be found from equation (5-47), using a different notation(6u):
Vw = Vw (0.43 logio h + 0.572) 0 <h <300 m
9.15 }
V = 1.637 Vw ; h 2 300 m

v 9.15
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where:
Vw = wind speed at height h (m/sec);
\ = wind speed at 9.15 m altitude (m/sec);
w !
9.15 .
h = altitude above the terrain (m).

The shape of the wind profile depends more criﬁically on the lapse rate in

neutral and stable atmospheric conditions. Iﬁ these cases the wind profile

w \

can be represented by a power law(go):
h® - n° |
vV =V LI 0 <h<300m

P _ P
9.15 9.15° - 1Y |

i

v, =V, | h 2 300 m
300 i
where:
ho = 0.03 m;
= 0.43 + 27 d4T/dh;
\Y = wind speed at 300 m altitude (m/sec)
¥300

Fig. 57 shows the wind profiles, according to the above expressions, for
-dT/dh > 0.01, -dT/dh = 0.0065 and -dT/dh = 0.003, representing unstable,
neutral and stable atmospheric conditions, respectively.

A cumulative probability of reported mean wind and cross wind at the

58(64)

this figure may provide an estimate of the mean wind speed at 9.15 m

reference height of 9.15 m is shown in Fig. . The data presented in

altitude required to utilize the curves in Figs. 47 and 51 in order to

generate patqhy atmospheric turbulence.
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!

Other meteorological phenomena causing dangerous windshears to aircraft are
the thunderstorm and thé microburst. Windshear profiles occurring during a
thunderstorm are measured and modelled(73) for use in flight training
simulation. Examples arée the wind shear profiles, which occurred during: .

- the Logan/Iberi$n, 1973, accident;

- the‘Kennedy/Easéern. 1975, accident.
What might happen to an aircraft that tries to take-off or approach to
land,respectively, in thunderstorm shears, is shown in Fig. 59.
Microbursts are small| but intense downdrafts that last only a short period
of time. Close to the ground they cause severe head and tail winds and are
of great concern to the pilot, when encountered during final approach or
just after 1lift off at altitudes below 2000 ft. The Joint Weather Studies
(JAWS) field exper1ment‘7 ). conducted at Stapleton Airport near Denver in
1982, provided radar measured data of some 190 microbursts less than 2
nautical miles in diameter. Aproach and take-off wind shear profiles as a
result of the JAWS-data, are programmed and used in flight training
simulators. The so-called 'ring-vortex downburst model' provides a

(78)

" mathematical model for the simulation of microbursts

5.4. Ground handling

Some of the most impqrtant factors affecting airplane performance on runways
and taxi tracks are the characteristics of the landing gear. The methods
used to model an airplane iﬂ flight apply equally well to its modelling,
while moving on the ground. The landing gear model should allow the tyres,

wheels, suspension, and steering of the airplane to be simulated. The

special properties of the ground surface, as well as the aerodynamic effects
as speed increaseSﬂmust‘als¢ be reproduced.

The ability to simulate take-off and landing emerges when the non-linear

|

airborne model, as described in Subsection 5.2.2., and the representative

|

ground-roll model are cbmbined. Furthermore the aerodynamic changes

[ ) : 3
associated with flight close to the ground(67) should be added to the

|

aerodynamic model, as non-linear 1ncremental lift, drag and pitching moments

(68 69)

due to ground-effect

As an example, the landing gear model of the De Havilland DHC-2 BEAVER

l
laboratory aircraft of DUT (Fig. 37) is described below. The landing gear of
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the DHC-2 BEAVER consists of two non-retractable main gears and a tail-

wheel, connected to the rudder.

The landing gear model

The DHC-2 BEAVER landing gear model consists of three separate models(gz):

1. The longitudinal force model

2. The lateral force model

3. The vertical force model.
As the longitudinal and lateral forces generatéd by the landing gear model
depend on the vertical or normal force FV onfeach gear, the vertical force
model is described first. Table 9 presents the:DHC-Z landing gear data, to

be used in the three models described below.

The vertical force model

The vertical force model generates verticai forces on the airplane as a
function of: '
- the tyre deflection (ét)
- the strut deflection (GS)

where: total gear deflection 68 = Gt + GS

- the gear rate of deflection (ég) .

The total deflection of each landing gear strut 68 and deflection rate Gg

follows from, see Fig. 60:

8§ =2z, -h - X

g =% " P g ¥ sin® +y, sine . (5-48)

Gg = - hc.g - %, 0 cos 6 + Yo @ cos @ (5-49)
where the coordinates of the landing gear struts in the measurement
reference frame, Fm’ see Fig. 61, are determined from the airplane

c.g.position and from the gear geometry (xo, Yo and z, measured in Fm):
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|

yQ = yc.g * Yo

(zc.g. negative in Fm)
Three conditions are possible, depending on the value of Gg:

1. 6 80
g

This landing gear strut| makes no ground contact and so:
|

F,=0 3 &6 =0

0

|
|
2. 6,>0and 6, =0
i

The strut makes ground %ontgct, but the vertical force Fv does not exceed
the reload of the strut|P (FV $ P), so: Gg = ét and
: ‘

%
FV:PGt ;
P
|
!
where: |
- |
P = preload of the landing gear strut
l !
8, = deflection of the tyre for F, = P
tP | | \Y
l
|
3. 8§ >0and §_ > O
g s !
i

In this case the vertical?force exceeds the preload of the strut (Fv > P).
The strut damping for?e (FD) is considered to be linear with the gear

deflection rate ég. So,%in this case the vertical force yields:

l
|
[
|
i

!

t
t

i
'
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S
F, =P “max + F
' (8 + Gt -8) D
gmax P g
where:

S = maximum deflection of the strut ;
Enax . |
= ° = i
FD =c, ég (cV damping constan;)

Fig. 62 shows the vertical force as a function of static gear deflection of

the 'BEAVER'-main gears.

The lateral force model

The lateral or side forces, which are forcesgalong the earth's surface and
orthogonal to the Xh—axis, see Fig. 60 and below, are determined by the tyre
ground-slip angles(gz). A tyre ground-slipfangle (tyre yaw angle) is the
angle between the aircraft velocity vector and:a tyre syﬁmetrical axes.

The equation for a tyre ground-slip angle reads:

V +x, *r

-1 Q

Y = tan []Vy =y
X

e'rl]

where:

Vx and Vy are the airplane velocity components along the Xh— and Yh-

axes, respectively:

v

V,cos ¢ + V

x - N g Sin ¢

<
1

VE cos ¢ - VN sin ¢

r = airplane yaw rate




i -92-

The tailwheel steering angle (¢) compensates the ground-slip angle of the

tailwheel:

The 'tyre deflection diameter ratio' x is represented by:

K = (Gg - Gs)/D

The 'cornering gain' CO represents the side force, which is generated on a

t f
dry surface per unit ground-slip angle (at small ground-slip angles):

2

Cco = (pO + 0.44 p) » b + n,

r

I
|
!
!
i
t
!
|
!

where: P,: operating tyre pressure ratio

E
|
P.: actual tyre pressure ratio
|
|
b : tyre width |

|

[

n : tyre corneriég gain parameter
|
3 i ! .
The 'tyre cornering gain parameter' n depends on the value of «x:

|
x < 0.0875: n

1]
[y

2k - 8.8 k2

Kk 2 0.0875: n 0674 - 0.34

n
o

Now a dummy 'working parameter' wp is introduced:

CO - ¥
W= o

p Fv * Py

i
;
i
3
b
i
i
i
i

where pd represents theiground-slip angle, for which the maximum side force

will occur; is a runw y condition dependent friction coefficient, which

)
d :
will be larger on a dryEsurPace than on a wet surface.

I

The 'force ratio' FO depends on the absolute value of wp:
!

]
[
i}
'
'
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cw (1 -2
|wp| < 1.5: FO = w (1 -5 wp)
W n
lwpl 2 1.5: FO = TGRT * sin (—5——)
p 1+ 3 'Wpl

where the 'force ratio' determines the ratio between the actual side force
and the maximum side force. The parameter a is a constant depending on
runway condition. On a dry surface a will be 1drger than on a wet surface.

Using the 'force ratio', the side force FS on each tyre becomes:

FS = FV * FO - Py
where Py is the side force friction coefficient, depending on the forward

velocity of the airplane and on the runway surﬁace condition.

i
1
i

The longitudinal force model

The longitudinal force model generates longitudinal forces along the Xh-axis

as a function of:

the brake pedal deflection (6bp)

the vertical force (FV) on each gear

the braking friction coefficient (uB)

the rolling friction coefficient (urol)

The braking friction coefficient depends on the brake pedal deflection, ébp:

‘¥g = Hp . Gbp/G

max bpmax
where:
Mg = maximum braking friction coefficient
max
S = maximum brake pedal deflection
bpmax

The rolling friction on each landing gear is taken into account, by adding

the rolling friction coefficient to the braking friction coefficient:




f
t
I
|
|
t
H = Mg * Hpo1 |
I
where: u = the effective friction coefficient.

Using the effective friction coefficient, the longitudinal force Fu on each

main gear becomes:

The longitudinal force and side force on the tailwheel become:

g ° sin el

T

[
uT VT rol T IF
l
!

F = F * CO8 €
ST ST

Transformation of the landing gear forces to body axes
I

i
{
i

The vertical, lateral aéd longitudinal landing gear forces are calculated in

the heading attached %ertical axis reference frame, Fh' In case of a flat
earth, the Xh- axis is the projection of the airplane's Xb- axis on the
horizontal plane, see Fig. 60 Therefore the landing gear forces have to be
transformed to body axes. in order to be added to the external forces and
moments acting on the airplane. equations (5-12). For each landing gear, the

forces in body axes result from:

FX - co? o 0 | sin 6 Fu
FY = | -~ sin Q sin @ - cos @ - cos 0 sin ¢ . FS
FZ - sin q cos @ sin ¢ - cos 0 cos @ FV
l ‘
{

The external forces due! to landing gear ground contact in the equations

{(5-12) now become: E
{
|

Xg = (Fy)y + (F )R * ( X\
i
Vg = (Fy)y + (F )R + (Fy)g

Z = (F

e = (Fply * (FZXR *f(Fz’T
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The external moments due to landing gear ground contact in the equations
(5-12) become: .

LG 2, X
MLG = Ei z’lc 0 -x2 . FY
NG Yo ) 0 Fz

where:

z, is the actual length of each landingggear strut, corrected for the
c . H )

gear deflection, according to:

i is the contribution of the left main géar (L), the right main gear
(R) and the tailwheel (T) to the external ‘moments.
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5.5 Mathematical model identification, based on flight and taxi tests
The subject of this Section deals with describing a case history.

In the spring of 1986 the National Aerospace Laboratory (NLR) in Amsterdam
and the Faculty of Aerospace Engineering of DUT were selected to develop the
- mathematical model and data package of a Cessna Citation 500 jet aircraft,
see Fig. 63. These aircraft are used by the Dutch Government Civil Aviation
School, RLS, in the final part of civil aviation pilot training. By
purchasing a FAA Phase II flight simulator for the Citation, the objective
was to transfer part of the type training from the aircraft to the
simulator, énabling the RLS to reduce its fleet from six to three Citations.
It was expected, that using the simulator will improve the cost
effectiveness and the quality of the advanced flight training course.

The Citation 500 was developed in the late sixties. At that time there was
much less emphasis on flight simulation. Therefore it was no surprise, that
an adequate simulation model of the aircraft did not yet exist. The pfoblem
is not unique and applies to many existing aircraft types for which advanced
simulation facilities are wanted. A possible option is to execute a flight
test program with one of the available aircraft in order to form a database
from which an accurate mathematical model can be developed.

At first sight, this may look like a very expensive solution, but in the
case at hand a flight test brogram was necessary anyway, since Phase II
certification of a flight simulator requires a succesfull 'Proof of Match'.
This means that simulated responses are to be directly compared to aircraft
flight traces, permitting an objective examination of the fidelity of the

mathematical model and data package.

A priori models

To gain insight at an early stage in thé structure of the mathematical
models of the aerodynamic forces and moments, the static and dynamic engine
performance, the mass properties, the flight control system and the landing
gear, it was decided to build a priori models of these aircraft systems to
be simulated . The a priori models are based on available flight test and
windtunnel data, complemented with data of comparable aircraft and engineer-
ing judgement. They are formulated in accordance with the requirements

prescribed by IATA(MQ).In this way rather comprehensive models were
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developed, including all kinds of non-linearities and dependencies on the
aircraft state. Coefficients or functions, which were not available for the
a priori models from the preliminary data base, were initially set to zero.
Also from a software managing point of view,}it was supposed to be a good
philosophy to develop these comprehensive mode1§ in advance, where time was
less restricted, than during the rather shdrt period available for the
analysis of the flight test data and the develobment of the final models. If
later on particular parts of the models appearéd to be insignificant or
could not be identified from the flight test data, it would be much simpler
to set the corresponding coefficients to zero, rather than having to expand
the model . i

Below, the a priori aerodynamic 1lift coefffcient will be compared to the
1lift coefficient in the final aerodynamic model, resulting from flight test

data analysis.

For the a priori engine model, data were obtained from the General Installed
Turbofan Performance Program, issued by Unitéd Aircraft of Canada Ltd. for
the commercial version of the Pratt & Whitney (Canada) JT15D turbofan. This
computer program was used to generate power setting values of fan speed,
resulting in not less than minimum rated thrust on production engines. The
program, whfch is of the curve reading type.jwas adapted to run on the CDC
Cyber of NLR as well as on the Gould 32/87 of DUT. An example of the
calculations performed using this program is presented in Fig. 64, where
corrected net thrust is plotted versus fan speed as a function of MACH (M)
and flight level (FL).

The major further development of the engine model was the transient model to
incorporate realistic variations of all engine parameters with Power Lever

Angle (PLA) command, including start-up and shut-down.

The mass properties model, which describes the centre of gravity (c.g.)
position and the moments of inertia of the Citatibn 500 for several loading
conditions, was developed using the Weight and Balance Manual of the
Citation(65). The moment and product of inertia envelopes were calculated
for several configurations, using calculated fuel inertia and inertia data
of the complete aircraft, received by early 1987. Fig. 65 shows, the yawing

moment of inertia envelope resulting from these calculations.
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To describe the Citation 500 flight control system, which is fully mechani-
cal, a simple second order system was used in the a priori control force
system model(qs). Below, the final flight control system model will be
described which resulted from the ident%figation of the Citation 500 flight
57

controls, using flight test measurements

In the a priori landing géar model, deséribing the conventional tri-cycle
landing gear of the Citation, three submodels are being considered, i.e.

those for the vertical forces, the side forces and the longitudinal forces

due to aircraft ground contact, see Section 5.4. For the simulation of

'‘minimum unstick speed' a tailscraper was added to the model.

The final landing gear model, identified from flight and taxi tests, will be

briefly described below.

The a priori models were implemented on the Gould 32/87 Super Mini computer
driving the moving-base visual flight simulator of DUT,'see Fig. il. After
integration of the models within the DUT fiight simulation software, see
Section 4.2, it was possibie to fly the 'a priori Citation' on-line with the
pilot-in-the-loop. This gaVe the opportunity to check the functioning and
flyability of the models at an early stage by our Pilot-engineers and Pilots

from the Civil Aviation School.

Flight test measurement systém

One of the RLS Citations was equiped with én advanced high accuracy flight
test measurement system. The rack of the measurement system, as installed in
the Citation cabin, which .is identical to the racks used in the Fokker-100
and Fokkér-SO flight test prbgrams. contains a Honeywell laser-gyro Inertial
Reference System (IRS) to measure specificlaerodynamic or ground reaction
forces and aircraft body rotation rates and accelerations. High accurécy
pressure transducers in a temperature controlled box were used' to measure
airspeed and altitude variations in quasi steady flight. A variety of other
variables was measured in addition, such as primary control forces and
displacements, elevator, aileron, rudder .and trimtab deflections, angle of
attack and side-slip angle, using a specially designed nose boom. Where
possible, standard onboard systems were used, such as for the measurement of
engine speeds, inter-turbine temperature (ITT) and fuel flow, fuel quantity,

stick shaker, anti skid warning, landing gear down- and up-locks, speed
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(85)

quantities were converted into electrical signals, which after signal

brakes extended/retracted and radar altitude . All these physical
conditioning are digitized using a Remote Multiplexer Digitizer Unit, RMDU
see Fig. 66. Data from modern avionics that complied with the ARINC standard
were processed using an ARINC multiplexer (AMUXZ) . Digitized data were stored
on a 14 track magnetic tape recorder with enough capacity to allow
continuous recording of all transducer outputs during the complete test
flight, from before engine start until after engine shut down. A reference
time signal was recorded on a separate track f_‘or correlation of the data
tracks. Transducer signals were, depending on frequency contents, sampled
with sample frequencies ranging from 2 to 50 Hz. However, for vibration
measurements, three accelerometers positioned in the cockpit were sampled at
a frequency of 256 Hz. Also sound measurements were recorded in another
Citation cockpit, using two microphones(88).

The first stage of post flight data processing consisted of adding the time
to the measured data, using a frame synchronize:'r and expressing the recorded
data in engineering units. The recorded data wére corrected according to the
calibration information of the measured chaxmel and properly grouped to be
used in the second stage of data analysis cohcerned with aircraft. state

reconstruction and mathematical model identif‘ic;:ation.

Flight test program

A flight test program was carried out with the instrumented Citation, the
objectives of which were the execution and measurement of different kinds of
flight test manoeuvres for the identification of the FAA Phase II flight
simulation model and also for the measurement of input-output time

)(66). The flight test
program for model identification was designed such that flight test

histories, as required in the Approval Test Guide (ATG

manoeuvres were evenly distributed in the admissible flight envelope. Two

types of flight test manoeuvres were applied for model identification:

- quasi-stationary manoeuvres for large but slow vhriations of input and
state variables;

- dynamic ménoeuvres for fast but small variations of input and state
variables.

The quasi-stationary manoeuvres were performed to evaluate nonlinear effects

in the aerodynamic and flight control system models. Examples of quasi-

stationary manoeuvres were accelerations and decelerations at constant
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thrust and altitude, 'slow' pull-up-push-down manoeuvres, side slips with
varying side-slip angles, trimtab excursions at a constant nominal flight
condition and wind-up turns.

The dynamic manoeuvres were carried out to determine the performance and
stability characteristics of the aircraft. Examples of dynamic manoeuvres
were the responses to manually implemented, approximately block-shaped
control displacements. These so-called doublets were sequentially
implemented on the elevator, ailerons, rudder and left and right power
levers, starting from steady, straight flight.

Quasi-stationary and dynamic manoeuvres were executed for all relevant and
admissable flight conditions and aircraft configuration combinations. In
addition, extensive measurements were taken of dynamic engine reponses,
airplane stalls, aerodynamic ground effects, take off and landing
performance and ground handling characteristics.

The Approval Test Guide (ATG) prescribes measurements in stationary flight
conditions as well as in special dynamic manoeuvres. The measurement results
of the ATG manoeuvres were to be used in the 'Proof of Match'. Some results

will be presented below.

System identification techniques

(72) were applied to

Two different types of syséem identification techniques
develop the mathematical mbdels of the aerodynamic forces and moments,
static and dynamic engine performance, the flight control system including
aerodynamic control surface hinge moments gnd the landing gear, including
nose wheel steering and main wheel brakes. '

The first type (type 1) éf system identification technique may be
characterized as 'model-aéjustment technique', see Fig. 67. The idea is to
implement a simulation modei in the computer and to drive the model with the
same inputs as the actualgsystem. If the simulated output differs from the
output of the actual system; curve 1 in Fig. 67, this must be caused by a
difference in initial conditions and/op the parameters in the simulation
model, having wrong values. Next, some-usually quadratic-func;ion of the
difference between actual And simulated output is minimized with respect to
both initial conditions and model parameter values. The technique may be
interpreted in terms of statistical estimation theory. The optimal parameter
values produce the minimum value of the so-called Likelihood Function and

may result in the simulation curve 2 in Fig. 67.
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The second type (type 2) of system identification technique is based on
explicit mathematical relations. expressingjparameter values in terms of
system input and output measurements. The so-célled 'equation error' methods
fall in this category. The explicit mathematfcal_relations follow immedia-
tely from regression analysis. In cases where the model structure is not yet
precisely known, type 2 identification techAique results in a much easier
model developments process than type 1 identifﬂcation technique.

In the present series of flight test measuremedts, the presence of virtually
perfect accelerometers and rate gyro's in the @easurement system was fully
exploited. The corresponding signals i.e. speéific external forces and body
rotation rates were interpreted as input signaIs to a dynamic system model

o (84)

describing the evolution of the aircraft's staﬁe . A state reconstruction
problem was defined, which was readily solved ?y applying a type 1 system
identification technique. Computed time histofies. of for instance airspeed
and side slip angle, were métched to corresponding measured time histories
by selecting 'optimal' initial conditions and estimating (very small)
transducer bias errors. This resulted in an éccurate and complete state
vector trajectory estimate. As the model was aimost exactly known, the state
reconstruction needed to be solved only once fdr each particular flight test
manoeuvre. The main advantage of carrying QUt a state reconstruction is,
that next a type 2 system identification technique may be applied to
estimate the aerodynamic derivatives, see Table 10. All identified models
are shown in this table, below the system identification technique applied.
The performance of this 'two step' method to identify the aerodynamic
derivatives is demonstrated in the 'Proof of Match' time histories, which

will be discussed below.

Flight test data analysis

The application of the above two-step identification method is now dis-
cussed, taking the analysis and modelling of the aerodynamic lift coeffi-
cient (CL) as an example. At the start of the analysis it was decided to
concentrate in the first instance on the quasi-stationary-horizontal
symmetrical reference conditions and the corresponding dynamic manoeuvres at
the test conditions in the entire flight envelope. The analyéis of these
test conditions was used both for the evaluation of the performance model as
well as for the additional stability and control parts. The test points for
the clean configuration are presented in a CL-MACH plot in Fig. 68.
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As a reference, also plotted herein are MZCL over corrected aircraft weight
curves at four test altitudes. The aircraft weight (W) is chosen to
represent the mean value of the test weights at that particular altitude.
Additionally, in Fig. 68 the CLexcursions'és a result of elevator doublets
with large amplitude are depicted. The figure also shows the low speed stall
and the high speed buffet boundaries for tfle clean configuration. For each
test point in the flight envelope, a submodel was postulated for the three

aerodynamic force (CD. c CY) and moment coefficients (Cm" C‘Q, Cn) in the

LO
model axes reference frame, Fmo’

The submodel for the 1lift coefficient, expressed in equation (5-50), is
valid within the normal flight envelope, which means that stall phenomena,

buffeting, ground effect, etc. are not represented.
2@ *C . +C .6 (5-50)

Because of the size of the aircraft and the speed regime of interest, the
aircraft was assumed to be rigid. This eliminated the dynamic modelling of
additional degrees of freedom due to flexibility. Quasi-static modelling of
elastic effects was considefated only by making coefficients dependent on
Mach. ’

In Fig. 69 test points at constant altitude and c.g. position are presented
in a CL-a plot. Becauée different Mach numbers are attached to each CL
value, Mach effects are embedded. Apart from the reference conditions, the
a-sweeps are shown as a resujlt of the elevator doublets.

Because the a-sweeps were performed at approximately constant Mach number,
Fig. 69 shows that CL is described by different curves for each aircraft
configuration. The flight test results therefore confirm that straight,
rather thick wings encounter Mach-effects at low Mach numbers.

After integration of the submodels for the 1lift, drag and pitching moment,
it was pos_sible for example to construct;' CL/CD curves for various Mach
numbers. Fig. 70 shows these curves for the clean configuration resulting
from the ahalysis. Also presented in this figure are the test points at the
four flight test altitudes. For all configurations of interest, the
coefficients in the submodels were determined using regression analysis and
subsequently integrated to ¢L(M)—a, CD(M)-a and Cm(M)-a plots for increasing

Mach-numbers. The clean configuration was considered as a base.
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Effects due to flap, gear and speedbrake extension were modelled as
incremental contributions, which were superimposed on the base model.

As a result of the data processing, a large data set of stability and
control coefficients was obtained, valid for the individual test conditions.
In accordance with the performance model for the 1lift coefficient, these

coefficients were formulated as global functions of angle of attack.
Final models

As a result of the flight test data analysis the a priori aerodynamic lift
coefficient has been compared in detail to the final 1lift coefficient
in(q5). Some results of this comparison are diécussed below.

The a priori lift coefficient CL (a,M) was subdivided into: CL (M) at a
' o)
equal to zero and CL (M) multiplied by a, see Figs. 71 and 72, repectively.
a .
In the final 1ift coefficient for the clean configuration. these figures are

replaced by Fig. 73, showing CL-curves as a function of angle of attack for
increasing Mach numbers.

Figs. 74 and 75 present the comparison f‘orjACL as a function of angle of
attack and flap setting, showing that the a pr@ori model was not too bad for
this case. The comparison of the increment in lift coefficient due to
elevator deflection (CL ) as a function of angle of attack and flap

6
e

setting, see Figs. 76 and 77, results in quite different curves for CL
S

For the increment in 1ift coefficient due to pitch rate (Fig. 78&)?very
little information was available for the a priori model. However, for the
final aerodynamic model, this coefficient could be identified as a function
of angle of attack and flap position, see Fig.78.

Results of the identification of the complete aerodynamic model will be

presented below as 'Proof of Match' time histories.

The final engine model for the P&W JT15D-1 engines was decomposed into two
submodels:

- Static engine thrust model

- Dynamic engine model
For the final static engine performance model, the curve reading computer
program was used, complemented with eXisting testbank data from the RLS.

From a comparison of partial climb recordings of the aircraft and the
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simulation model, it turned out, that for engine settings above 90% fan rpm
(N1) the model showed superior climb performance relative to the aircraft.
Because the angle of attack in flight and simulation corresponded very well
in these cases, a discrepancy in the engine model was suspected at high
power settings. From an analysis of both partial climb and aircraft
acceleration measurements, a correction was applied to the static thrust
performance data at the higher power settings.

The dynamic engine model, which is very i‘mpqrtant in real-time simulation,
was developed in a joint cooperation between NLR and CAE. Starting from a
basic turbofan engine model, made available by CAE, the operation of the
fuel control unit (FCU), governing the LP and HP rotor speeds, the fan and
core airflow regulator, the turbine temperature controller etc. were
modelled for the JT15D-1. Flight test data during throttle chops and slams
were available for the analyses of the engine dynamics. From these data the
characteristic functions, parameters and time constants in the model were
determined. Power change dyhamics of the final engine model are demonstrated
in the form of a 'Proof of Match' below.

As the Citation 500 is equipped with a fully manual flight control system
(FCS), see Fig. 79, the aerodynamic hinée moments ‘on the control surfaces
must be counter balanced by pilot generated control forces. Therefore a
model of the aerodynamic flinge moments"y‘yas ‘an essential part of the FCS
model and the identificatioﬂ(57) ‘had to be based on measurements in flight.
Model development started. from a small s;ét of flight test measurements in
one flight condition and f‘OrQ one aircraft configuration. Fourth order models
of the elevator and rudder fFCS, where only the masses of the forward system
(control column and rudder pedals respectively) and the aft system (elevator
and rudder) were taken into 5account, were found to result in an adequate fit
to the measured control and 5surf‘ace dis‘plat:einents. The aileron FCS requiredl
a 6th rather than a Uth order system model, to account for the masses of the
control wheel and each of the ailerons. Since the FCS model represents a
dynamical system, type 1 identification methods were applied for selection
and estimation of the modelsparameters at DUT. An alternate approach at NLR,
using second order FCS -'models and type 2 identification techniques, see
Table 10, resulted in aerodynamic hinge ‘moment derivatives similar to those
obtained by DUT. In the analysis of the f‘iight test manoeuvres in all other
flight conditions and aircraft conf‘iguratidns. the form of the FCS '‘models
was kept constant. This analysis resulted in a detailed map of aerodynamic

hinge moment derivatives, which was subsequently implemented in the global
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FCS simulation model of the Citation. Results in the form of a 'Proof of
Match' of the final FCS model are presented below.

The final landing gear model of the Citation consists of four submodels,
i.e. the wheel compression and gear strut modelg the landing gear side force
model, the main wheel brake model and the nose wheel steering model. Type 1
and type 2 identification techniques were use& to identify these landing
gear submodels, see Table 10. Due to the availebility of the IRS, providing
for high accuracy time histories of the external specific forces on the
aircraft, the body rotation rates, accelerations and attitude angles, type 2
identification techniques could be applied to identify the wheel
compression/gear strut and main wheel brake models. The landing gear side
force model could be identified using type 1 identification techniques on a
dynamical model, wherein the tyre ground-elip angles were explicitly
calculated. A typical result of measured andécomputed landing gear side
force time histories is presented in Fig. 80. i

The nose wheel steering system of the Citationéis connected via springs to
the rudder pedals. Type 1 identification technfques were applied to identify
second and fourth order dynamical nose wheel steering models. However, it
turned out, that a quasi-static model performed surprisingly well, see Fig
81. ;

In the final landing gear simulation model, the tyre and strut deflections
and rates of deflection are computed first, providing for the vertical
forces, which play a crucial role in the computation of the side forces and
the 1ongitudinal landing gear forces. Parameters related to the condition of
the runway surface may have large effects on the magnitudes of these forces
and consequently on the landing gear behaviour. As the ground measurements
during taxi tests were performed on dry concrete, no effects of runway
condition could be determined. Therefore, relevant data from available
literature(gl) was incorporated in the model.

To prevent unrealistic behaviour of the simulated landing gear at zero
aircraft speed, so called zero-speed models were added to the brake force,
the side force and the nose wheel steering models. The performance of the

landing gear model is demonstrated in 'Proof of Match' time histories below.
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Evaluation and_testing of the final models

At the Faculty of Aerospace Engineering of DUT the moving-base visual flight
simulator was used for the evaluation and testing of the a priori model and
the final mathematical models of the Citation 500. The existing, modular
real-time simulation software was adapted to the aircraft related Citation
models. The software was optimized to minimize the required CPU-time, using
common breakpoint routines in non linear function generation.

An interactive software routine was developed for the generation of the
'Computer Generated Checkout' (CGC) and 'Proof of Match' (POM) files. This
interactive routine handles the information exchange between the user and
the simulation software, see Fig. 82, and allows different kinds of control
inpits to the engineering simulation. These control inputs may be generated
using the computer keyboard or the flight simulator cockpit controls, or
they may be read from a flight test (ATG) data tape. The keyboard and
simulator cockpit options allow the operator to 'fly' the simulated aircraft
through different kinds of manoeuvres, sﬁch as required for the generation
of CGC-files. The third option becomes esseﬁtial in the generation of POM-
files, where the simulation must be driven by the measured control input
signals (control forces or displacements) from the actual flight test
ianoeuvre to which the simulated response must be matched. As a consequence,
the generation of POM=files is performed :always off-1line. Examples of the
off-line generation offCGC-fﬁles are the CGC of ‘the short period motion, the
phugoid and the Dutch roll. Examples of the on-line generation:of CGC-files
are the CGC of different stalls, normal and emergency descent and minimum
unstick speed, the latter being performed in the simulator only. The
interactive subroutine thrned out to be an indispensable tool in the
‘evaluation and validation of the final mathematical model for the Citation
simulation. : ‘

ThelDutch Government Civiil ‘Aviation School ordered .a Citation :simulator with
a ‘FAA Phase II certificate. As a‘conséquence,=the"mathematical model
delivered by NLR ‘and DUT muSt be Phase II‘apprdved. Therefore on top of the
mathematical model and«daéa.paCkage two kinds of data-files were delivered

to ‘the simulator manufacturer:

- Computer Generated Checkout (CGC) data-files
‘- Proof of Match (POM) ‘data-files.
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The purpose of the CGC-data is to support tests, which will demonstrate that
the mathematical model and data package have been correctly implemented in
the computer by the simulator manufacturer. To this end a number of on-
ground and in-flight checks were carried out, using the six DOF engineering
simulation at DUT. The CGC-data were initially provided for the a priori
mathematical model and updated later for the flight test derived model of
the Citation 500. ‘

In addition, a quantitative validation of the qﬁasi-stationary and dynamic
characteristics of the mathematical model was carried out. This resulted in
the prescribed POM-data files(66). In the POM, simulated responses are
directly compared to aircraft flight traces permitting an objective
‘examination of the fidelity of the mathematiéal model. For this purpose
special ATG manoeuvres were carried out in thefflight test program.

Examples of the Proof of Match of the different Citation 500 submodels are
presented in the Figs. 8% 1)90. In these figures, the admissible 'Phase II'
2

of the flight test data with the mathematical model responses, to determine

tolerances, are indicated . These tolerances are used in the comparison

whether or not a match has actually been achieved.

The purchase of a Phase II flight simulator mgy sometimes be hampered by an
inadequate aircraft simulation model, or even by the nonexistance of such a
model. The execution of a flight test program and the identification of a
mathematical model from flight test data may provide a solution to this
problem. Such a program was carried out by NLR and DUT to develop the
mathematical model and data package of a Cessné Citation 500. An advanced
high accuracy measurement system was used to generate a database from which
the simulation model was identified, using different types of identification
techniques. The development of a priori models provided a smooth transition
to the flight test derived aerodynamic, engine, flight control system and
landing gear models.

A Proof of Match was generated, using separate flight test manoeuvres, from
which it could be concluded that the identified mathematical model provided

a fully satisfactory simulation of the actual airplane characteristics.
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6. OUT-OF-THE-WINDOW VISUAL SIMULATION
6.1 General

Out-of-the-window visual simulation is -as mentioned already in Section 4.4-
a formidable challenge, because of the terrific performance of the human
eye. The eyes are the most important senses of the human for gaining
information about the world around him. Over 90% of the information he
réceives during normal daily activities comes through the eyes and this may
be even more, when a pilot performs his tasks during flight.

To set the requirements of a visual simulation system to match the
performance of the human eyes, seems totally impractical, because a few
calculations show that visual systems meeting the human eye characteristics
require a performance of 10 to 100 times the performance of currently used
visual simulation systems. Therefore the crew's simulated visual stimuli
will be compromised, resulting in the simulation of the outside world aﬁd
not in its duplication. v
However, the problem is that our understanding how the human pilot uses the
visual information he perceives, is insufficient to provide clear guidelines
for éetting requirements and determining specifications for simulator visual
systems. The successful use of out-of-the-window visual simulation systems,
however, is stimulating the development of improved equipment as well as the
research to provide data and insights into visual system requirements.

The next Section decfibeg the properfies of out-of-the-window visual

simulation equipment under the following headings:

—;Luminance/Brightness

- ‘Contrast

- Resolution and visual acuity
- Colour ‘

- Field of view

- Viewing region

- .Depth and range effects

- Mapping factors

- Scene content

- Refresh and update rate.
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6.2 Visual simulation system characteristcs

Although defined under separate headings, ﬁhe performance of a visual
simulation system in each of the above areas depends upon the range and
level of the other properties, which in turn aré defined by the prevailing
visual situation. The scene colour, for exampie. may modify the perception
of contrast in the picture. Similafly. 1uminanc§ / brightness, contrast and
resolution are interrelated to such an extent that they cannot be considered
in isolation of each other. Below, however, a short discussion of each
property from the perspective of that iﬁdividual characteristic is

presented.

Luminance/Brightness

Luminance is defined(sg) by the amount of lighﬁ emanating from a blackbody
surface at the temperature of melting platinum (2042° K). It is usually
measured, using photometers, in candelas (cd) per unit area or foot-

lamberts, where:
1 cd/ft? = n foot-lamberts (ft-L)

The human eye can operate over an extremely wide range of luminance levels,
having a variable aperture pupil to control the amount of light reaching the
retina. It uses different detector cells (rods and cones) for different
luminance levéls and it has the ability to adapt to longer term exposure to
very high or very low light intensities. The range of luminances normally
encountered in real life(95) is shown in Fig. 91. Brightness is used as the
perceptual correlate of luminance. It is in a logarithmic fashion related to
luminance intensity(sg).

The luminance intensity of current 'day-light' visuals is in the range of
20 - 30 cd/m’_(7 - 10 ft-L), which is also the screen luminance level in the

film industry, to depict a bright sunny day.
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Contrast

In order to describe the difference between the brightness of a scene
glement and its immediate background, the word "contrast" is used. In order
to visually perceive an object as distinct from its background, it must have
some contrast, either in the form of a luminance difference or a colour
difference. A high-contrast picture is not necessarily better than a low-
contrast picture and may actually contain less detail. Most observers prefer
a high-contrast picture.

The intelligent use of contrast in a visual simulation system may provide
visual cues for depth perception, target acquisition and environmental

(59)

conditions

Resolution and visual acuity

One of the most important characteristics of a visual system is resolution.
A general definition of the resolution of a visual system is its ability to
present small, recognizable scene details. The ability of the human eye to
recognize fine detail is called 'visual écuity'. Different types of visual

(59),

acuity are

- Minimum separable acuity. which is the smallest distance between two
objects that allows them ﬁo be recognized as separate réther than as a
single unitary object. Medical eye testing charts measure this type of
visual acuity and it is the most useful metric to examine the quality of
images and the information they provide.

- Minimum perceptible acuity refers to the ability of the human eye to
detect "the smallest object" in a large field of view. V

- Vernier acuity is the accuracy with which two objects, such as two
straight lines, can be alligned (to within 5 arcsec for an average eye).

- Stereoscopic acuity is the ability of thé human observer to preceive depth
in a scene due to the separation of the eyes.

- One further type of acuity is the ability of the eye to detect motion. The
slowest motion the human eye is able te detect is about 1-2

(98)

arcmin/sec
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Visual acuity interacts with both luminance level and contrast. Fig. 92
shows that visual acuity increases in a fairly linear way with increasing
luminance, however, tailing off at both er}ds of the luminance scale.
Reducing the object contrast also reduces the ‘visual acuity of the human
eye, see Fig. 93. The relationships between resolution, contrast and
huminance is shown in Fig. 94, in the form of a three-dimensional surfacé of
their interactive effects on perceptual performance. It is apparent from
this figure that contrast has a much greater effect on usable resolution
than luminance. Lower than real-world luminance levels may be compensated by
higher than real-world contrast ratio's in order to provide a specific

spatial resolution.
Colour

The normal human eye is stimulated by electromagnetic radiation in the range
of wavelengths of light from 400-700 nm, known as the visible spectrum. The
visual sensation produced by this spectrumicorresponds to the perceived
colours from violet through blue to green, yeilow and red. Fig. 95 shows
that maximum sensitivety is in the green-yellow region 550 nm), although the
three types of cone receptors in the retiné(gq) are individually most
sensitive to blue (445 nm), green (535 nm) and red (570 nm). A mixture of
light across the total visible spectrum causes a sensation of no colour at
all, which is called white light. Objects reflecting or transmitting white
light as a function of wavelength are coloured, the dominant colour being
the fef‘lected or transmitted light.

In a visual system the mixing of three primary colours, usually red, green
and blue generates the colour in the scene. As an example, the chromaticity
chart(sg) of some Cathode Ray Tubes (CRT) is shown in Fig. 96. In a
chromaticity chart, the y values of all possible colours along the vertical
axis are plotted against the x values of the same colours along the
horizontal axis. The chromaticity coordinates, x and y, define a point on
the chromaticity chart inside the locus of the pure spectral colours. For
example, x = 0.313 and y = 0.329, define point D in Fig. 96, which is white.
If a line is drawn from D through P to meet the locus of the spectral colour
at Q, the dominant wavelength will be given By Q and the colour purity by
DP/QD. All colours within the colour triangle B (blue), G '(green) , R (red)
in Fig. 96, can be generated using a suitable mixture of the primary

colours. When viewed through infinity optics, see Section U.4, this triangle
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will be shifted due to the spectral transmission of the optics and may vary
as a function of viewing angle.

As for resolution, the perception of colour cannot be considered in
isolation. It interacts with luminance, contrast and visual acuity in a

complex manner.

Field of view

Field of view describes the extent or coverage of a visual system. It
produces a scene within the field-of-view boundary, which can be considered
as a simple window, and generally darkness is evident outside the field-of-
view.

The angular dimensions of the field of view of a flight simulator visual
system can range from a few degrees to angles equivalent of the limits of
human vision, see Section 4.4. Commercial airline simulator-type display
units, see Fig. 29, produce scenes having field boundaries that cover angles
of, at most, about 50° horizontally and 35° vertically. This field size is
approximately 4% of full field(59). As far as the human eye is concerned,
the maximum resolution capability is centered around the fovea, a retinal
.area aligned with the eye's optical axis and covering about 2 degrees in the
centre of the field of view. Outside this area the resolution/visual acuity
progressively decreases, see Fig. 97. The use of almost unlimited eye, head
and body movements, howevér. allows the high resolution foveal area to be

brought to bear on any region of visual space around the human observer.

Viewing region

The limitation of all visuai simulation systems is that they can produce
good imagery only when viewed from within a specific region of space. The
so-called 'viewing region' is the region of space wherein an acceptable
simulated image is received by the human eye. Outside the boundary of the
viewing region, the simulated image disappears or its quality becones
unacceptable. The reason for this effect is due simply to the geometrical
relationship between the op;ical elements and the viewing point. In Section
4.4 the viewing region of a spherical mirror beam-splitter display unit is
indicated in Fig. 29. In the case of a "WIDE" visual display, see Fig. 30,
the viewing region is substantially larger, providing each cockpit crew

member with an almost undistorted outside view.
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Depth and range effects

The property of human vision which results ;n perceiving images of an
accurate three-dimensional rather than a ﬁlat outside world is depth
perception. Many mechanisms are involved in theéperception of depth but they
cannot all be simulated effectively. These mechanisms can be separated into
two groups: those associated with binocular vision and those associated with
monocular vision (one eye only).

Fortunately there are quite a number of depth énd range cues which do not

require both eyes. Examples of these monocular effects are:

- Size constancy, which cue is based on the éonstant size of real world
objects and so retinal image size relatesito object distance, providing
strong depth information.

- Motion parallax, which describes a change i@ relative position of objects
due to either observer or object motion. f

- Linear perspective, which cue is based on éhe perspective transformation
leading to the geometrical aspect of a vénishing point (perceived
convergence of parallel lines with increasiné distance).

- Inter position or masking of objects, which érises when a closer object
overlaps another, being at a greater distance from the observer.

-‘Aerial perspective, which is the loss in contrast due to atmospheric
conqitions. like haze or fog, at increasing distance from an observer.

- Shadows, which are important depth cues giving a strong impression of the

three-dimensionality of objects as well.

For an observer using both eyes, the viewing point of each eye is different
and consequently the corresponding retinal images are also slightly
different, forming the impression of depth. This is called binocular
disparity which results in the most accurate mechanism of depth perception:
the stereopsis(97). Convergence is a further bihocular cue of range. which
is produced by the slight "toeing-in" of the eyes when looking at a near
object.

Most visual simulation systems provide only monocular cues. They enjoy a
level of success, implying that binocular depth and range effects are not

very important for most flying tasks.
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Mapping factops‘
|

Mapping is theiterm which describes the position of an object within the
field of yiew, ?sing angular measures. For example, a runway threshold light
may be truly located 30° in right azimuth and 20° negative (down) elevation
from the longitudinal body axis reference of a landing airplane. Due to CRT
or optical imp?rfections, however, the light appears displaced from the
above coordinatés in the simulated scene. This "remapping" of the simulated
scene causes ﬁhe scene to appear distorted which may also introduce
anomalous movements in dynamic conditions.

1

Scene content

Scene content ié the ‘amount of detail which can be included in a generated
image. The content of a visual image may be quantified in terms of
"luminance tra?ssition"(96). Even the most expensive CGI systems, see
Section 4.4, have limits on the number of:luminance transitions which they
can deal with. This reduces the realism of the scene and many of the depth
and range effecﬁs, described above.

Refresh and update rate

Television—basea visual systéms must generate and display a new picture at a
sufficiently hiéh rate, in drder to create the illusion of smooth continuous
motion. One of the effect$ of generating moving pictures using TV-based
systems is the creation of d perceptible "flicker" of the picture luminance,
if the refresh rate is below a certain frequency. In raster scan systems
refresh rate is the same asjfield rate, so for an interlaced,picture(Sg),
the frame rate is half the refresh rate. In calligraphic systems the refresh
rate is used«tojdescribe the number of compiete pictures drawn each second.
The 'flicker suppression réfresh rate' is the refresh rate at which flicker
is just imperceptible. It;depends on the type of phosphor used in the
display and varies between 25 and 60 Hz.

The update rateiis. in contrast to the refresh rate, the generation frame
rate or the fréquency at which a complete new image is generated. Using a
faster update réte results in improved image quality of dynamic scenes. For
example, a raster-scan, digital-computer generated image system having

refresh and update rates of 60 Hz, will produce minimum anomalies in its
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pictures. Reducing the update rate to 30 Hz, hpwever, results in increasing
picture\anomalies depending on the scene dynamics.

The visual system is often the most expexfsive component of a flight
simulator. The constraints which limit the use of simulators to particular
tasks, often lie in the performance of the visual system. Therefore the
appearance of 'low cost' visual systems(93) is of great advantage for two
reasons. Firstly, a low cost visual reduces the total cost of a flight
simulator by a significant amount. Secondly, mofe visual capability can be
bought for the same investment, thereby feducing visual performance
constraints. :

Medium cost visual systems, like Singer Link'é 'Image 3' and Rediffusion's
'SPX' ($ 1-2 million in 1989 prices) now show sbme of the high cost features
such as modularity, cell fexturing, large number of polygons per second,
etc. The sighificant breakthrough, however, occurred as graphic work-
stations, initially intended for other usefs. achieved 'real-time' image
generation performance. Today, visual simulation systems are available over
a large price spectrum. As performance is élearly related to price, the
challenge remains to match the requirements, évailable budget and visual

performance.
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‘ 7. MOTION CUE GENERATION
7.1 Genéeral

The géneration of motion cues in flight simulatioh is based on, see Fig. 98:

1. The motioh system hardware and ih particular its dynamic
characteristics, see Section 7.2.

2. The motion driveé software, controlling simulator cockpit motion and
as a matter of fact, in combination with the hardware, generating

the 'motion ¢ues'.

Beforé starting to ‘elaboraté on the geheration of motion cues, it seems
appropriate to présent a definition of a 'cue' ‘and to specify what types of
¢cues are important in flight ‘and flight simulation. A definition of a cue
may read: '

'A cue is a ‘¢luster of ‘sensory stimuli -acting ‘on the pilot via any of his
sensory channels> closely é¢orrelated with ‘a characteristiic of the airplane
and its behaviour, which is relevant to the pilot when flying the ‘@irplane’
(in Webster's Dictionary, a cue is defined as 'a Peature indicating the
nature of sométhing perceived').

Relévant types of ‘cues in Flight ‘and flight ‘simulation may be distinguished,
‘according to ‘Section 4.3, 'as follows: »

1. Environmental cues, which may ‘be ‘subdivided in:

1.a Alerting cliés, ‘die ‘to ‘the initial ‘effects of disturbance motions,
like the aiplane's résponse to turbulence, runway ‘tumble, engine
f‘ailUre‘, ‘ete..
immediately ‘after ‘the ‘start of ‘a "flight' manceuvre.

1.c Sustained ‘cues, due ‘to !prolonged -or quési-s‘ta-t-ivc effects of both
disturbance ‘motions ‘and -pilot=generated motions.

1.d Transient "c'u"e's’(gg)-,: ‘covering the time-span between obn-set (t = 'O+)
and sustained ‘cues ‘(t ‘= large). '

2. Equipment -cues., ‘whiich ‘confirm %D*the;pflot?thatfhefis1in'act0815flight

‘and motivate him ‘to *béh“éve ‘accordingly. It ‘may ‘well 'be, that the

transient, ‘sustained ‘and ‘équipment cues ‘all fulfill ‘a similar function.

Together these cues 'might ‘be called 'confidence -cues'.
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False cues, occur in piloted flight simulation only. They are clusters of
sensory stimuli resembling any of the above cues, but they are not

correlated with the corresponding aspects of the airplane's

characteristics. The absence of a cue, expected by the pilot on the basis
(104 ‘

of his internal model of the airplane's characteristics, is also

considered a false cue.

Section 7.3 describes the generation of drive commands controlling simulator
cockpit motion. Section 8.5 presents the so-called 'flight simulator
critical manoeuvres', which are used to compare motion cues in the actual

aircraft cockpit to those in the simulator cockpit.

7.2 Dynamic characteristics of the moﬁion system hardware.

High fidelity six degrees-of-freedom (6 DOF)§motion cues are generated,
using a balanced combination of motion system hardware and motion drive
software, see Fig. 98. Before this software can be optimized to control a
specific motion system, the dynamic characteristics of the hardware should
be measured and documented in detail. A systemétic and uniform method to do
this has been pﬁblished by AGARD in 1979(5?), and is briefly summarized
below.

The motion system characteristics recommended to be measured are:

- Excursion limits for single degree of freedom operation.

- Describing functions (Bode plots) for each degree of freedom for the
uncompensated as well as for the lead-compensated motion system, see
Section7.3.

- Linearity and acceleration noise(zo).

- Hysteresis. »

- Dynamic threshold (output acceleration time—delays)(5u).

The above measurements are performed, using standardized sinusoidal and step
input signals, respectively. For a hydraulic ﬁotion system with hydrostatic
bearings, correctly compensated for dynamic lag, a bandwidth of 6Hz (phase-
lag less than 45 degrees), an acceleration noise level of 0.01 g and a

dynamic threshold of less than 50 msec can be obtained in each degree of

freedom.
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as

(55) 4,

A software package which performs the measurements according to

been developed for the DUT 3 DOF and for 6DOF motion systems, on the Gould

SEL 32/87 computer. The program generates the standardized input signal

which, after digital to analog conversion, drives the motion system in one

of its degrees of freedom; see Fig. 99. Accelerometer outputs, measuring the

motion system response, are filtered by analog pre-sampling filters {in

order to prevent a.o. aliasing) before analog to digital conversion and

reéponSe ahalysis. Forcing funé¢tion update and motion system response

sampling are carefully synchronized by using the same clock-pulse.

The following figures present a few examples of the complete DUT motion

system performance measufements. '

Fig. 100 shows two examples of measured heave acceleration response:

- At 0.1 Hz with the input acceleration amélitude (ANOM) at 0.1 m/sec? (=
0.01 g, which is about the threshold of perception).

- At 1.0 Hz with ANOM = 3 m/sec?.

The latter heave acceleration response clearly shows the deformation of the

input sinusoid, due to the system limits (max. output aéceleration is 2.22

m/sec? ). The cbrresponding power spectra are presented in Fig. 101. Heave

acceleration noise and parasitic pitch angular accelerations are shown in

the Figs. 102 and 103 for both cases, respectively.

Apart from these plots, tﬁe software package also generates a rather

‘compléte print-out, featuring the following items:

- Gain and time-constants of the pre-samplihg filters.

- Standard deviations of the fundamental frequency, the acceleration noise
and the parasitic accelerations.

- Peak accelerations in each degree of freedom.

- Amplitude-ratio and phase?shift of the describing function.

55

- Peak ratio, noise ratio and nominal versus actual accelerations,

velocities and displacemeﬁts in the driven degree of freedom.

The software package can also be applied to identify the dynamic
characteristics of the complete motion system, including the moetion filters,
see Fig. 98 &nd_Section 7.3. In this way, the frequency range for 'high
fidelity motion'(lol);'wheréAphaSe di'stortion should be less than 20 degrees

(either lead or lag), can be '‘determined.
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7.3 Motion drive commands controlling simulator cockpit motion.

The generation of adequate motion cues in a iimited space is based on the
characteristics of the non-visual sensors, in particular the semi-circular
canals and the otoliths, see Section 4.5. They only function as adequate
transducers of angular acceleration and specific force, respectively, over a
limited frequency range. Therefore, simulator-éockpit motion needs to match
aircraft-cockpit motion only within this rahge. In particular the.low-
freduency characteristics of the semi-circular canals and the otoliths,
below about 0.1 Hz(54), make it possible to 'wash out' motion platform tilt
and linear acceleration, respectively, by slqwly returning the platform to
its neutral position, without allowing the pilot to detect this motion
disparity. The efficiency of so-called washout algorithms (motion filters)
depends on the effective thresholds(loS) of tﬁe semi-circular canals and
otoliths and their respective responses t? different combinations of

(102) to match

accelerations and velocities. The use of vestibular models
simulator-cockpit motion to aircraft-cockpit motion is a well-known
approach.

Sustained linear acceleration can not be aéhieved in a limited motion
simulator. But the graviceptors, including theiotoliths. being sensitive to
specific force rather than to kinematic acéeleration, are incapable of
distinguishing between linear acceleration and gravitational acceleration
with respect to inertial space. Therefore éteady pitch and roll attitude
(tilt) of the motion platform is used as a substitute for linear
acceleration. Care should be taken, however, that the rate of pitch or roll,
used in performing the 'g-tilt', be such as to avoid the generation of
inadvertent false (rotation) cues. By rolling or pitching at slightly super-
threshold rates to tilt angles less than ideally required, compromises are
achieved to minimize the generation of false cues. Visually induced motion

(106

sensations using peripheral vision ) may be a partial substitute for non-

visual motion cues.

Over the past 20 years several types of motion drive algorithms have been

(109)

developed . The most common forms of these algorithms are:
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- Linear second-order high and low-pass filters, applied in airline flight

simulators(loo).

- Coordinated adaptive washout, applied in some research simulators(lo7).
- The optimal control approach, applied a.o. to the Vertical Motion
Simulator (VMS), at NASA Ames(loz)

->The higher-order filter approach, applied at DUT.

, see Section 3.3

As an example, the motion drive algorithms applied at DUT to drive
synergistic 6 DOF motion systems, are briefly described below. These
algorithms use first and second-order linear filters, suplemented by non-
linear elements, depending on the system excursion limits and the simulator
task. The block diagram of Fig. 104 presents an overview of the basic
operations performed by the motion drive algorithms.

The specific forces (A_ , Ay . Az ) and the angular accelerations(ﬁ. é, ;),
b b
computed by the real-time simulation software (FLIGHT, see Section 4.2) in

the body axes reference frame, are the basic inputs to the motion drive

‘algorithms.
(108)

The centroid transformation transforms the specific forces from the

airplane c.g. to the centroid location of the motion platform (resulting in:

A, Ay , Az ), providing for additional normal and lateral specific forces
c ¢ c .

due to airplane pitch and yaw accelerations, respectively.

The Euler transformation transforms the airplane's angular acceleratlons to

inertial axes, resulting in the Euler angular accelerations (¢. 6, ¢) These
angular accelerations are attenuated, limited and high-pass filtered, to
generate the alerting and oﬁ-set angular motion cues.

The specific force errors (false cues), generated as a result of the
simulation of the above roll and pitch accelerations, are corrected using
lateral and longitudinal motion platform linear accelerations, nespeqtively,
see below. In this way thefspecific force error, in e.g. coordinated turns,
is kept below the pilot's perception.

In order to simulate the sustained part of the longitudinal (A ) and lateral
(A ) specific forces, using motion platform tilt, these specific forces are
attenuated limited and low-pass filtered. The motion platform tilt angles
(6 and @), generated in this way, are added to the platform roll and pitch
angles resulting from the generation of:the alerting and on-set angular

motion cues above, see Fig. 104,
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Accelerating the motion platform linearly in the appropriate direction,
generates the high-frequency parts of the specific forces Ax' Ay and Az at
centroid location. At least a third-order high-pass filter should be applied
to these signals, in order to warrant that the motion platform returns to
its neutral position after some time, even in the case of a (prolonged)
sustained specific force input (e.g. during take-off). The three third-order

high-pags filters, used to filter Ax . Ay and Az . are divided into first
c ‘c | c
and second-order high-pass filters, see Fig. 104, After first-order high-

pass filtering, the longitudinal and laterai gspecific forces are added to
the corrections for the longitudinal and lateral specific force errors,
respectively, resulting from the generation of the alerting and on-set
angular motion cues.

Now, the resulting specific forces are limited, transformed to inertial
axes, and filtered, using second-order high-pass filters. These high-péss
filter outputs generate the alerting and on-set longitudinal and lateral
linear motion cues and also the the logitudinal and lateral specific force
error corrections (sfec), respectively. The specific force along the Z body
axis is, after first-order high-pass‘filtering; also transformed to inertial
axes and filtered, using a second-order high-péss filter as well. This high-

pass filter output generates the heave alerting and on-set motion cue.

The actuator extension transformation(103) calculates the length of each of

the six motion system hydraulic jacks.

Lead compensation is required to compensate for motion hardware dynamic lag.
It is achieved by adding first- and second-order lead terms to the position
signal of each hydraulic jack. ’

Provisions are being made, that specific forces and angular accelerations
result in platform displacements only, if they are above the effective
threshold levels of the pilot's perception.

The DUT motion simulation software, described above, has been installed a.o.
in the P3C ORION flight simulator of the Royal Netherlands Navy in 1987.

As an illustration of the above, the performance of the motion simulation
software is shown in Fig. 105 for anlaccelerate-stop and in Fig. 106 for a
side-step manoeuvre of a passenger transport. In Fig. 1058. the longitudinal

specific force in the aircraft-cockpit (MAXBC) and in the simulator-cockpit

(MAXSIM) are presented. Fig. 105b shows the corresponding pitch acceleration
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(MQDSIM) of the simulator-cockpit, to obtain the motion platform tilt for
the simulation of the sustained longitudinal specific force.

Fig. 106b presents the roll accelerations in the éirplane (VPD) and in the
simulator (MPDSIM), being nicely in phase during the side-step manoeuvre.
The lateral specific forces in the airplane (MAYBC) and in‘the simulator-
cockpit (MAYSIM) are shown in Fig. 106a, showing a specific force error of
less than 2.5 ft/sec?.

Time delays for the alerting and on-set motion cues, generated by the above
algorithms, are kept below 80 msec. by using a 30 Hz computer update rate
and a high-bandwidth, lead-compensated hydrostatic motion system. The motion
software can be easily optimized for any motion system and/or simulation
task and it runs on the simulator host computer (Subroutine MOtion Drive

Laws, MODL, see Section 4.2).

7.4 Special motion effects.

The motion simulation software, described»abpve, only computes motion cues
on the basis of the specific forces and angular accelerations, available in
the flight simulation software (Subsection 5.2.2). However, some of the
motion cues, experienced in the real airplane, are not programmed in the
flight simulation software and so, they are not available as inputs to the
motion software. f

Examples of these special mdtion effects, some of which have a more or less

stochastic character, are:

- Vibrations due to taxiing :and take-off/lahding roll.

- Motion due to runway roughness.

Tyre, landing gear failure dynamics.

Engine vibrations.
Buffet due to stall-onset, stall and recovery.

Buffet due to flap and landing gear extension/retraction.
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In order to provide these special motion effects in the flight simulator,

they are added to the motion drive algorithms, discussed in the previous
section. Computation of the special motion effects occurs as simple

functions of airplane/flight conditions, such as airspeed, angle of attack,

engine RPM, flap and landing gear position, etc.. Oscillations, coﬁputed in

this way, are realistic to the degree that amplitude as well as frequency

are correctly simulated, using the six motion system hydraulic jacks.

The special motion effects should be carefully correlated with the sounds,

reproduced by the sound simulation system in‘the simulator-cockpit, see

Section 4.3.
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8. THE APPLICATION OF ADA IN REAL-TIME FLIGHTSIMULATION

As may be clear from the previous chapters, flight simulators involve
significant amounts of software. Many important characteristics of this
software are in common with avionics software, but there are also important

differences.

Ada is the high-order computer language whose use is required by the United
States Department of Defense for development of all new weapon systems
software and for major software upgrades of existing weapon systems. ARINC
Project Paper 613 recommends that'the ADA language should be implemented'as
the standard airliner avionics software high-order language (HOL), including
simulators as well as the on-board avionics software. Ada, a HOL inspired by
'PASCAL', provides for disciplined software engineering with explicit
interfaces between avionics and other software. Airplane manufacturers like
Boeing and Fokker now write their avionics software in Ada. Therefore it is
natural that simulator manufacturers consider the impact that the Ada
language is making, both directly as an expression of modern ideas in

software engineering and indirectly through its use in avionics.

The intent of the Ada effgrt, which started in 1975, is to increase HOL
usage, software reliability and maintainability to provide one common
language for embedded applications, in ofder to stop the proliferation of
dialects. Ada should also increase softwafe portability and
transportability, encourage development of re-usable or adaptable software
and provide a common support environment. The goal of using Ada is to reduce
the total software cost throughout its life cycle phases of requirements,
design and development, testing, integration and maintenance. On each
project developed in Ada, cost reduction is expected from increased
programmer productivity, the production. of software with less errors,
reduced integration test time and reduced duplication of software
development. Across projects cost reduction is expected, since costs can be

amortized over several projects.

Advantages of using Ada for .real-time flightsimulation

Ada is a very sophisticated vehicle for software creation, due to the

following characteristics:
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- a standardized and portable HOL(llo);

a programming support environment(lll) (APSE, Fig. 107);
a program development language (PDL);

- a component of software engineering;
a

synthesizer of problems and solution spaces. .

Because of the Ada language possibilities for controlling data and routine
sharing, timing, communication and I/0, Ada is in particular suited for

(113). Fig. 107 shows a diagram

real-time, multi-tasking, flight simulation
of an APSE which will support the development and execution of real~-time
flightsimulation software. Ada is a standardized and portable, block-
structured, module oriented, high level computer language. It supports re-
usable code constructs, parallel processing and low level programming. Ada
contributes positively to software modifiability, efficiency, reliability
and understandability. The possibility of exactly one entry and one exit per
block or module, and loose module couplingfallows modules to be easily
understood, created, tested and maintained%in simple isolation. before

interfacing, and throughout the life of a projéct.

Standardization and portability contribute to efficient use and reuse of
reliable code from libraries within and across projects. Strong typing
supports software reliability through requiréd object definition before
usage. It detects software errors of thigs kind before run-time. The
standardized and portable Ada programming support environment (Fig. 107),
coupled with a well-defined project management package and the Ada program
design language (PDL), highly automates and expedites a software project.

Ada facilitates communication between problem statements and problem

solutions. English, the language of the 'problem space', has like components

and structures (nouns and verbs) as Ada, the language of the 'solution

space' (types, objects and operations).
The Ada package concept allows controlled sharing of blocks of data, data
types, related routines and abstract state machines between and among
modules in real-time flight simulation. The replacement of the FORTRAN
global common construct by the Ada package construct allows much more
selective sharing and less change of data contaminatif%6gith Ada. Ada
1

tasking for communication, control and parallel processing can replace
control structures relative to other languages, with important increases in
communication between control structures and in programming ease. Ada

tasking accommodates synchronous and asynchronous communication, interrupts,
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resource control and pseudo-parallel processing in multi-tasking, real-time
flight simulation.

When operating systems and hardware truly reflect the Ada parallel
processing possibilities, tasking in a parallel processing context opens
exciting prospects for increasing computer efficiency and speed in real-time
flight simulation.

Ada realizes flight simulation requirements for low-level storage,
communication control, timing and hardware control through implementation
and machine dependent specifications, attributes, instructions, programs and
packages. These flight simulation related real-time aspects make Ada a prime

candidate language for future flight simulation projects.

The Ada Simulator Validation program

The Ada Simulator Validation program (ASVP) was carried out by Boeing to
investigate the applicability of using Ada in a real-time device(llz). The
objectives of the ASVP effort were to gain metrics on real-time comparisons
relative to FORTRAN, to gain knowledge on Ada methods and methodologies,
apply the methodology to the software development of a training simulator,
record concerns and lessons learned in each phase of the development cycle
and to gain knowledge in the production of a 1ar§e, complex real-time flight

simulation system in Ada.

1
(112) and look very

Preliminary results of the ASVP effort are reported in
promising, as far as the application of Ada in complex real-time systems is

concerned.

Bare Machine Ada for flight simulators

The performance goals of reél-time applications in Ada may be very difficult
to achieve. One way to soive these potential problems is the 'Bare Machine
Ada concept', where the computer is controlled directly, this eliminating
the operating system. Real-time software written in Ada can use the input/—
output and tasking features of this language which prevents the necessity to
call'any operating system services directly. The removal of the explicit
calls to the operating system leads to the removal of the computer system's
operating system itself and to the direct connection of the Ada runtime
system to the underlying hardware. This configuration is called 'a Bare

Machine Ada System'(llu).
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Through the non-existence of an operating system, the Bare Machine Ada
System has a decreased overhead due to the reduction in the number of
housekeeping functions, and it offers improved real-time response due to the

elimination of the processor's memory management system.

Besides increased code execution space and improved execution time
predictability, the Bare Machine Ada System offers increased reliability. A
general purpose real~time operating system may contain over 100.000 Assembly
lahguage statements. Approximately 2000 Ada statements and a small amount ofv
assembly language statements for low level or time'critical sections replace
all of the operating systems code in a Bére Machine Ada System. The
reduction in the number of statements and the use of a HOL (Ada) increase
the reliability and maintainability of the systém.

(114)

A prototype Bare Machine Ada System was developed in order to evaluate
the Bare Machine Ada concept. From this e%aluation the following was
concluded:

- if concurrent program development and real-tihe operation is not fequired,
Bare Machine Ada is superior to a conventiona@ Ada implementation using an
operating system;

- the Bare Machine Ada System uses the pon-blocking I/0 and multiprocessor
tasking features of the language resultidg in improved code execution
speed and faster real-time response; :

- expansion of the prototype system into a single Unix host/multiple Bare
Machine Ada target configuration provides economy of equipment usage

together with excellent software development and real-time environments.

Hybrid Ada/FORTRAN configurations

Today most real-time flight simulation software is written in the FORTRAN
language and small amounts of Assembly language is employed for low level
functions. The real-time software is structured as a collection of
subroutines, see Section 4.2, which communicate with each other through
common data regions.

The Ada language allows Ada programs to call program modules written in
other languages. The range of languages supported by Ada and the limitations
imposed upon the user are implementation dependent and vary from compiler to
compiler(lls). The ability of Ada to call FORTRAN and Assembly language

allows the reuse of existing real-time flight simulation code. This

multilingual capability provides signifiant economic and logistical
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advantages to the implementer of the system, because the conversion to Ada
can be phased over a number of projects. This capability also allows
simulator upgrades to be programmed in Ada while the existing software, i.e.
in FORTRAN, remains largely unchanged. The phased conversion of a simulator
from FORTRAN to Ada may be accomplished using either a lateral, top down, or
bottom up approach. The lateral approach involves the structuring of the Ada
as well as the FORTRAN software into a number of operating system processes,
communicating via shared memory(lls).

The top down approach involves high level Ada programs calling lower level
FORTRAN subroutines, such as airplane mathematical models. The bottom up
approach, which exhibits technical difficulties, will involve the conversion
of the lower level software modules intc Ada, and the calling of these
components from a high level FORTRAN program. Selection of the optimum
approach depends a.o. on the computer architecture, the operating system
used and the characteristics of the available Ada and FORTRAN compilers.

The advantages of a hybrid system should be carefully balanced against the
disadvantages like the possible loss of reliability and maintainability of
the software. Potential problems in hybrid systems probably exist in the
areas of Ada/FORTRAN runtime systems confiicts, concurrency, exception

processing, parameter passidg, and constraint checking.

In the meantime, the viability of using Ada for military flight simulation
has been demonstrated by at least three‘ﬁ?OOf of concept projects. Today,
Ada based flight simulatorsgare in service and by the mid 90's virtually all
new military‘simulators and a number of commercial flight simulators will be
programmed in Ada. j »

Next to Fortran, Ada willgbe a prime higﬁ order language candidate of the

future.
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9. FLIGHT SIMULATOR INTEGRATION, TESTING AND ACCEPTANCE
9.1 General

The complexity of a 'full flight simulator', either for training or research
and development, is obvious from the elaborations in the previous chapters.
Fig. 21, which presented a block diagram of software and hardware modules
for piloted flight simulation, already showed an overview of this complex-
ity.

In the following discussion the integration of the individual modules, as
shown in this block diagram and resulting in é complete operative flight
simulator, is described.

Section 4.2 discussed the main components of a piloted flight simulator.
Before integration, these components are initially tested on a stand-alone
basis. From the discussions in Section 4.2, it:is obvious that the real-time
digital computer forms the 'brain' of the entire simulation. So individual
testing of the simulator components starts, by;establishing a functioning
computer, which controls all remaining flight éimulator components. Next the
modular, real-time simulation software is implemented in the digital
computer and each software module, e.g. the éerodynamic forces and moments
acting on the airplane (FAIR4, Section 4.2), is individually tested. Linking
all the individual software modules and the cofresponding data-files results
in one ore more 'Load Modules' (LM), running in real-time as high-priority
(foreground) tasks on the digital computer. Testing of the integrated
simulation software may now start, using the so-called 'Computer generated

checkout' (CGC) and 'Proof of Match' (POM), see below.

Simultaneously with the simulation software testing above, stand-alone
testing of the remaining flight simulator components may be carried out,
starting with the individual components, accommodated in the flight
simulator cockpit, see Section 4.3. The flight instruments, either electro-
mechanical or electronic (EFIS) often consist of flight hardware. This
should be tested according to the instructions of the manufacturers,
probably in the same manner as the flight hardware used in the real
airplane. From the control loading systems, the basic control forces and
displacements (Section 4.3) can be tested stand-alone by measuring force
versus position in accordance with the basic airplane control system

characteristics in a particular airplane/flight condition. From the sound
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simulation system, the frequency and amplitude of the sound
generator/speéker(s) combination is calibrated and optimized for speaker
position{(s) in the simulator cockpit.

The out-6f-the-window visual simulation system can be tested stand-alone
with the display CRT(s) or projector(s) separated from the infinity optics,
see Section 4.4, The combination of image generator and display device
should be optimized, using the visual simulation system characteristics as
described in Section 6.2. In the case of a computer generated image (CGI),
the image generator is tested for scene content and update rate. The display
CRT or projector, connected to the image generator, is adjusted for
luminance/brightness, contrast, resolution and colour. The display optics
and the display device should be carefully aligned on the simulator cockpit,
starting from the pilot's nominal eyepoint, using a theodolite and airplane
reference eyepoint data. :

Cockpit motion generation systems are tested stand-alone; using the
procedure described in Section 7.2. Before integration of the motion system
hardware, the hydraulic actuators are tuned individuall& to their
specifications. Before integrating the motion system with the simulator
cockpit and visual display, the hardware dynamic characteristics should be
measured and documented(SS), using dummy loads which represent the weight,
c.g. and moments of inertia of the simulator cockpit and visual display

device(s).

The computer-simulator interface which consists of input-output (I/0)
processors, analog to digital and digital to analog converters.bconnects the
flight simulator components with the digital computer. Before these
connections are being made, the interface is tested, using the digital
computer, by running a tesﬁprogram which uSes input channels to read output
channels (i.e. outputs are directly connected to inputs). After completion
of these tests, the interface is linked to the flight simulator components
énd integrated testing of tbese componenté may start, using the digital
computer. |

Now, the digital cOmputer‘Can drive the flight instruments, visual
simulation system and the motion generation‘system. The calibration of these
components can be performed by implementing the correct scale factors into
the software, in order to achieve optimal correlation between computed and

displayed parameter values.
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After completion of the calibration, the real-time flight simulator software
may be loaded into the digital computer and the flight simulator is ready
for 'flight' testing, following the procedures as prescribed in the so-

called 'Acceptance Test Manual' (ATM), see Section 8.5 below.

9.2 Approval Test Guide /(ATG)

For Phase II or III approva1(21), the FAA reéuests the flight simulator
operator to provide an 'Approval Test Guide' kATG) in order to objectively
demonstrate that the flight simulator accurately duplicates the flight test
data of the airplane to be simulated. The ATG déscribes a number of specific
flight test manoeuvres, needed to compare the characteristic behaviour of
the actual airplane and its systems with that of the flight simulator.

As an example, one out of many FAA Phase II ATG flight test manoeuvres,

(85)

is described below. The pertinent ATG manoeuvre concerns the Citation 500

performed during the Citation 500 flight test program , see Section 5.5,
'Dutch Roll Dynamics'. First, the injtial aifplane/flight conditions, like
Gross Weight, Total Fuel, Moments of Inertia.‘Indicated Airspeed, Engine
Speed and Thrust, Flap- and Landing gear pésition, etc. are carefully
documented. A list of recording details 1is édded to the prescribed ATG
manoeuvre. Parameters, to be digitally recorded against time during the

manoeuvre, are e.g.:

- Control wheel position, aileron position, aileron trim deflection.
- Column position, elevator position, elevator trim deflection.

- Rudder pedal deflection, rudder position, rudder trim deflection.
- Roll angle, roll rate, roll acceleration.

- True heading angle, yaw rate, yaw acceleration.

- Side-slip angle, angle of attack, indicated airspeed, etc.

(66),

The 'Pilot Test Procedure' for the Dutch Roll Dynamics reads

1. Trim the airplane in straight and level flight at the prescribed initial

conditions (e.g. yaw damper on).
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2. Initiate the dutch roll oscillation by means of a symmetrical rudder
pedal doublet of a magnitude so that the resultant roll angle excursions
do not exceed +/- 20 degrees.

3. Use control column to maintain the initial pitch attitude.

4. Leave control wheel in its centered position.

5. Test terminates when the dutch roll oscillation damps out.

6. Repeat above steps 1. to 5. with the yaw damper switched off.

The solid curves of side-slip angle (B) and yaw rate (r) against time in

Fig. 84. show a few results of this ATG flight test manoeuvre with yaw

damper off. These airplane responses are used later for the 'Proof of
Match', see Section 8.4. ‘

In the éase of the Citation 500 ATG flight test program (Section 5.5.), a
total of 114 recordings of ATG manoeuvres wére made during 9 test flights,

some results of which may be found in the solid curves of Figs. 83-90.

9.3 Computer Generated Checkout (CGC)

Computer generated chedkout data are intended to verify correct
implementation in a digital :computer of the real-time airplane model. and
data, e.g. the "BEAVER" model as defined in Subsection 5.2.2. CGC data are
defined as records of the airplane model developer's implementation, in his
own engineering simulation, of that modél and its associated nummerical
data. These records may be in the form of time histories, snapshot printout
of simulation variables and graphical preseptations of processed data (e.g.
cogtrol column force versus position). Tests of the real-time simulation
softwareAshould be sufficiently comprehensive to allow detaiied scrutiny of
the entire flight envelope of the simulated airplane, and of the effects of
each element within the simulation. Ip the case of the Citation 500

mathematical model development in Section 5.5, CGC-data of the a priori
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models as well as of the final mathematical models were delivered to the
simulator manufacturer. Since this checkout documentation may form the basis
of the contractual acceptance testing by a simulator purchaser, it is
critical that the relative revision levels of the various models are

carefully controlled and documented.

9.4 Proof of Match (POM)

Proof of maﬁch data -as mentioned already in?Section 5.5- compare the ATG
flight test data of Section 8.2 with the performance and dynamics of the
airplane engineering simulation. In this case the control inputs (control
forces or displacements), recorded during the ATG flight tests, drive the
engineering simulation. FAA Phase II flight simulator approval requires POM-
data of all the ATG flight test manoeuvres, méntioned in Section 8.2. To
this end, time selections were made of these manoeuvres in order to generate
POM's (Figs. 83-90) of the most significant paﬁts of the ATG-manoeuvres.

As an'example, for the FAA Phase II1 approvaljof the Citation simulator, 50
manoeuvres from the ATG data were selected for?the POM of the aerodynamic
model and engine model , 15 manoeuvres for ﬁhe POM of the flight controls
model, 8 manoeuvres for the POM of the landingggear model and 32 manoeuvres

for the integrated Citation 500 mathematical model.

In order to improve the environmental fidelity of flight simulators, POM's
should be produced also of the visual and motion simulation systems. In the
case of a motion system POM,'the specific forces and angulér accelerations,
measured objectively in the aircraft-cockpit in flight, should be compared
to the same quantities measured in the simulator-cockpit on top of the.
motion system. Also here, tolerances to be agreed upon, should be applied.
Fig. 105, see Section 7.3, may serve as an example of a motion system POM,
which compares the longitudinal specific force, measured in the aircraft-
cockpit, with that, measured in the simulaﬁor-cockpit during an aborted
take-off.
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9.5 Flight Simulator Critical Manoeuvres

After completion of the above POM's of the airplane mathematical model and
data package, providing objective data on the model quality, subjective
'flight' testing of the simulator may start using the 'Acceptance Test
Manual' (ATM). The ATM describes, on a step~by-step basis, all the tests
applied to the simulator over the entire operational envelope of the
simulated airplane, including ground handling, starting with a 'dead ship'
Usually a knowledgeable customer pilot performs these tests, which consist
of flight performance checks (e.g. take-off rotation speeds, stabilizer
speeds, stabilizer- versus power settings for different gross weights and
c.g., etc.) and reproduction of the ATG flight test manoeuvres (Section
8.2).

Differences between the behaviour of the actual airplane and the Phase
II/I11 approved flight simulator representing it, hbwever, may remain. Very
often, the simulator will be more difficult to fly than the airplane, as a
consequence of reduced environmental fidelity (Section 4.3), visual and
motion constraints, time-delays, etc. As a result, pilot performance for
some manoeuvres in the simulator may be inférior relative to the performance
for the same manoeuvres 1n real fllght The most demanding of those
manoeuvres, which tax both the pilot and the simulator to the utmost, may be
called: 'Flight Simulator Critical Manoeuvres'. Clearly, the exact type and
shape of the critical manoeuvres depend on the application and task of a
particular flight simulatér. Obviously the objective fidélety of the

simulator will be compromised, during these manoeuvres.

An important application of' Flight Slmulator Critical Manoeuvres (FSCM)
could be the approval of flight simulators to perform specific tasks(21)
Flight simulator operators should identify the most appropriate FSCM's for
their particular simulator énd task, so thesé FSCM's can be used to optimize
the simulator characteristics for maximum péfceptual fidelity.

Suitably chosen and agreed FSCM's could also be used as basic input
manoeuvres in the Approval Test Guide (ATG, Section 8.2) for a particular
flight simulator.

Examples of FSCM's for airline training simﬁlators could be:

- outboard engine failure during take-off, just before and after V1,

- side-step manoeuvre in the final approach to landing (Fig. 106),
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turns, in the air as well as on the ground during taxi,
go around with one engine failed,
accelerated stop (aborted take-off),

flare and touchdown.
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10. CONCLUDING REMARKS

Real-tidie flight simulation téchnélogy has reached the level, where the
aircraft performance and dynamics in the aitr, as well as on the ground; can
be simulated with the fidelity, requiréd for 'Total Simulation':

Prerequisites to fedch this Fidélity are:

* A well developed data base of the airplane performance and handling
characteristics.

* An extensive airplane hatheiiatical model, wherein the data base fits.

* Sufficient computer power to satisFy thé rfequired computational duty cycle
‘as a function of airplane natural fréquéncy:

* Adequate objective fidelity inside the simulator cockpit to represent the

character and workload of the pilot's task as it is in flight.

* A visual simulatioh system, which ‘has sufficiént scene content,

resolution, update rate and an adéquate collimated field of view.

* A complete motidn geéneration system, optimized for maximuh perceptual
fidelity

|

* Maxifium latency, in particular for ‘hotion cue géneration, less than 50
msec.

Future research efforts in the ‘area of flight 'simuilation techniques shoiild

encompass the folldwing topics:

- Minimum essential visual and motion cueing requirements for a particular

flying mission.

- Microprocessor architectures.

- Airplane ground handling.
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Real-time rotorcraft simulation, in particular rotor modelling and the

interaction between main rotor, fuselage and tail rotor.

Flexibility of large airplanes and the interaction with atmospheric
turbulence and wind shear.

CGI daylight visual systems, producing more scene content (up to a million
luminance transitions), a resolution of 1 arcmin, and a refresh/update
rate of 60 Hz. : '

Definition of flight simulator critical manoeuvres for particular

simulator applications and tasks.

The application of ADA in real-time flight simulation, to provide machine
independent, low life-cycle-cost flight simulation software.

Future improvements in flight simulation techhology will be used to make
simulation better or to make it cost less.fThe appearance of 'low cost'

flight simulators may open new markets, such as General Aviation training.

'
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APPENDIX

Example

Fortran 77 Source-listing of Subroutine FDERI,

See Section 4.2 and Subsection 5.2.2.



$J0B FDERI SLGF=SHOUT1
$OFTION 1 2 3 4 5
$EXECUTE FORTT7

3¢ 36 3L 3¢ 3 3+ 3 3¢ 3 3F 3k S

.
3¢ 3¢

3 3

3 3 b

*************-)#%(-l(—*%***%***

363 A 3 3F
]

GC
A)IDENTIFICATION,

PROGRAM-NANME

PROGRAMMER®S NAME

REVISED BY

LAST VERSICNS DATE

PROGR.LANGUAGE
CATEGCRY

PATHNAME

USED LIBRARIES
SUMMARY

8)PURPOSE

CIUSAGE

COMETHOD

EYEXTERNAL SUBROUTINESY

F)INTERNAL SUBROUTINES:

G)ERROR CODES

H)USER CONSICERATIONS

~153~

0001.000
0002.000

0003.000~
0004.000

0005.000
TE R B L P PEE B R BB R ARS #*«4=*-%**********************0006.000
f : 0007.000

0008.000

: 0003%.000

FOERI (Fortran augmented state DERIvatives) 0010.000
A.Ce Struckmen : . 0011.0C0
Fermansyahe. 0012.000
April 14th, 1588. 0013.000
Fortran 17+ 0014.000
Common routine in simulation software 0015.000
package. 0016.000
ACSIMSTUHS) : 0017.000
SH.DIR/SH.LI®R j 0018.000
This routine computes the augmented 0019.000
state derivatives of an zircraft by ma- 0020.000
king use of the set of ecuations of mo- 0021.000
tion. 0022.000
0023.000

Te compute thre augmented state derivatives 0024.0C0O
of the aircraft., The results are used in 0025.000
the subroutine FAIRC. 0026.0C0
‘ 0027.000
CALL FDERI(X,Y,UyXDOT_CLC,XDCT) 0028.000
; 0029.000

The set of ecuations of motion is used. 0030.000
First the auxiliary ivariables FLUXI(I) are 0031.000
calculated. Then the forces &nd moments due 0032.000
to ENGINE THRUST, AERODYNAMICS ard LANCING 0033.000
GEAR asre computed by calling the subroutines 0034.000
FENGy FAER and FLAGM respectively. These 0035.000
are added to FLUXICI) resultirg to the re- 0026.000
guired state derivatives. Finally, the nor- 0037.000
ral load factor NLF, the rate of angle of a- 0038.000
ttzck and sice slip, respectively ALPHADOT 0039.000
and BETADGT -to be used in the subroutine 0040.000

FAER for the next simulation loop- are calcu- 0041.000

lated. 0042.000
0043.000

1- FENG 0044.000
2- FAER 0045.000
3- FLAGM 0046.000
: 0047.000

- 0048.000
0049.000

- : 0050.000
0051.000

In its present form, this routine is ONLY 0052.000
0053.000

ABLE to compute the augmented stzte deriva-
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I)REFERENCES
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‘e

SUBROUTINE FOERICXyXDOT_GLDs Yy U,

IMPLICIT NONE

INCLUTE shakE

LDGICAL

STRPRT

INTEGER
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tives of a RIGID aircraft which is assumed
to be flying in steady atmospheré. By 1h—
sérting the forces and moments die to ela
{1ci{y end turbulénce inh the fdrces and mo-
ments relations (FM(I)), the complete forces
afnd moments acting ofi the asircratt can be
obtained: The perameters NLF; ALPHACCT and
BETADOT zre defined in file SHARE and col-
lécteéda in COMMON /NALPBET/: THé parameters
INERT(IsJ) are calculated in the subroutine
FINER:

1- A.0. thesis repcrty 1987.

Struckmany Aug.

2- Hermarsyah,

NOA LINEAR SIMULATIDN OF A FOKKER F-23

MK4000 ON A MOVING BASE-VISUAL FLIGHT SI-
MULATCR, CRIVEN B8Y THE GOULC SEL 3278705
DIGITAL COMPUTERy thesis report,

st et st s esiosk e sesle sk ek
SN FEsR e N R R e e

X00T)

IoCPUl,CPUZ(CPLB’CPU#

REAL
XYy XDOT (%)% YD
LA(6)vFLG(6) FCTC

“U( ),TCDOT(I);
6)yCT(6),TCC1),

?LLXI(IB),XDOT ‘TLD'CLBI s RVSH
ZRO0DyZGEEL yZRLAUWyFM( 6D 9 AXByAYBry AZ By

€119€12,C13,C21,C

‘COMMON /MOTION/

22,c23,c31;c323c33

TROODYIGEELS ZTBLAUW 1XB‘AYE‘AZB

COMMON /TRANSF/
‘€1714/C1275C1 34 C21%/C

SAVE

STRPRC

DATA

&

STRPRC /JTRUE./

223C23{C31 (€324/C33
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July 1938.

0054.000
0055.000
0056.000
0057.000.
0058.000.
0059.000
0060.000
00€61.000
0062.000
0063.000
0064.000
0065.000,
0066.0C0
0067.0C0
0068-000
0069.000
0070.0€C0
0071.000
0072.000
0073.000

«%%0074.000

0075.000
0076.000
0077.000
0078.000
0079.000C
0080.000
0081.000
0082.0930
0083.0C0
0084.000
0085.000

0:086.000

0087.000
0088.006G
0089.000
0050.000

0061.000

0092.000
0093.000
0094-000
0095.000 .
0096.000

'0097.000

0098.000

" 0099.000
10100.000

0101.000
0102.000
0103.000
0104.000
0105.000
0106.000



0107.060
CALL GETTIM(CPULl,CPU2) 0108.000
0105.000 .
e e ¥ STARTING PRCCEOUREMStk - mmm e mmmmm e e e me %0110.000
- 0111.000
IF (STRPRC) THEN . 0112.000Q
WRITE. (24°C /4710, ““SUBRQUTINE : FDERI“*,/, 0113.000
& 715, ""PRCGRAMMER ¢ A. Q. STRUCKMAN®",/, 0114.000
& T15, “REVISED BY : HERMANSYAH"’,/, 0115.0C0
& T154 ““LAST REV. ¢ 14-04-1988"°)") 0116.000
‘ 0117.000
STRPRC = .FALSE. 0118.000
END IF 0113.000
0120.000
e bk o ¥%XENC STARTING PROCEDURE*** -------------------- =%0121.000
0122.000
cr = 0.0EQ 0123.000
FCY = 0.0E0 0124.000
Ca = 0.0E0 0125.000
FLG = 0.0E0 0126.000
RVS = 0 5%RHC%RVZ2TOT*S 0127.000
0128.000
FLUXIC1) ==X{(8)%X(3) + X(9)%X(2) - GxSINTETA 0129.0C0
FLUXIC2) =-X(9)%X(1) + X(7)%X(3) + GxCOSTETA%XSINPHI » 0130.000
FLUXIC(3) ==X(T7)%X(2) + X(8)xX(1l) + G*COSTETAXCOSPHI 0131.000
FLUXIC4) = (X(8)%SINPHI + X(9)%COSPHI)/COSTETA ~ 0122.000
FLUXIC(S5) = X(B)%COSPHI ~ X(9):SINPHI ‘ 0133.000
FLUXIC(A) = X(T) + (X(B)%SINPHI + X(S)%COSPHI) = TANTETA 0134.000
FLUXIC7) = INERT(1,1D2%XCT7)%X(8) + INERT(1,2)%X{(8)%X(9) 0135.000
FLUXI(8) = INERT(2,1X%X(T)#X(T) + INERT(242)%X(T7)I%X(9) 0136.000
& +INERT(2,3)%X(3)%X(9) 0137.000
FLUXI(3) = INERT(3,1)%XC7O%X(8) + INERT(392)*X(8)¢X(9) 0138.0C0
FLUXIC10) = C11%X(1) + Cl2%X(2) + C13%X(3) 0129.000
FLUXIC11) = €21=%X(1) + C22%X(2) + (C23:%X(3) 0140.000
FLUXT(12) = €31%X(1) + C32%X(2) + C33%X(3) 0141.000
0142.000
Fmmmr e *%%FORCES-MOMENTS AND SPECIFIC FORCES CALCULATION#%#==wem—==- %0143.000
0144.000
CALL FENG(CY,U,FCT) -0145.000
CALL FAER(X,XDOT_CLOyYyU,CA) 0146.000
0147.000
IF (-Xx(12) «LT. (HRUNWAY+10.0)) THEN 0148.000
CALL FLAGM(X 4XCOT_CLDyYsUsCA,FCT,FLG) 0149.0C0
END IF 0150.000
0151.000
FMC1) = CAC1)H%RVS + FCT(1) + FLG(1) 0152.000
FMC2) = CAC2)%RVS + FCT(2) + FLG(2) 0153.000
FM(3) = CA(3)%*RVS + FCT(3) + FLG(3) 0154.000
FMC4) = CAC4)%RVS*=SPAN + FCT(C4) + FLGC(C4) 0155.000
FM(S5) = CA(5)%RVS*:CHORD + FCT(5) + FLG(S) 0156.000
FM(6) = CAC6IXRVS%HSPAN + FCT(6) + FLG(6) 0157.000
0158.000
AXB = FM(1)/MASS 0159.000
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AYB = FM(2)/MASS 0160.000

A8 = FM(3)/MASS : 0161.000

' 0162.000 -
o %%% END FORCES-MCMENTS AND SPECIFIC FORCES CALCULATICNS#ud---==-%0163.000
' 0164.600
Hemmmmrmrmre =B AUGMENTED STATE DERIVATIVES CALCULATIONSHN¥memmmeme=a===%01€65.000
0166.000
XDOTC1) = FLUXICL) + AXB ‘ 0167.000
XDOT(2) = FLUXI(C2) + AYS 0168.000
XDOTC3) = FLUXI(3) + A8 _ 01€9.0C0
XDOT(4) = FLUXIC4) : 0170.0C0
X0DT(5) = FLUXI(S) 0171.000
XDOTCE) = FLUXIC(&) 0172.000
XDOTCT) = FLUXICT) + FMC4DINERT(1,4) + FMCEIRINERT(1,3) 0173.000
XDOT(8) = FLUXICB) + FM(B5)INERT(2,4) 0174.000
XDOTC9) = FLUXIC9) + FM(4IXINERT(3,4) + FM(EIXINERT(3,3) .0175.000
XDOTC10) = FLUXIC10) 0176.0C0
XDOTC11) = FLUXIC11) 0177.0CQ,
XDOT(12) = FLUXI(C12) 0173.0C0
: : 0179.000
Hemmmlmemmen X END AUGMENTED STATE DERIVATIVES CALCULATION#N%~-----~---30180.000
0121.000

%=-—---=%%%NORMAL LOAC FACTOR, ALPHADOT AND EBETADOT CALCULATIONw¥#-=-====-3%0182.000"
0183.000
NLF =-A18/GL1ERC 0184.000
ALPHAGOT = (XDOT(3)%X(1) - XCOT(1)I%:X(3))/UN : 0185.000
BETADCT = (XDOT(2)#UW - X(2) % (X(1)%XDOT(1) 0186.000
& + X(3) % XDOT(3)))/(V2TOT%SQRTCUW)) 0187.000
0188.000
IF C(AIRSPD «LT. 20.0) THEN 0189.000
ALPHACOT = 0. 0190.000
BETADCT = 0. 0151.000

END IF 0192.000
0153.000

fi--—%%%END NORMAL LOAD FACTOR, ALPHADCT AND SETADOT CALCULATIONZ#%--=--30194.000
: 0195.000

CALL GETTIM(CPU3,CPU4) 0196.000
CPUTIME(11) = CPUTIME(11) + CPU3 - CPU1 0197.000
o 0198.000
RETURN : 0199.000
END 0200.000
_ 0201.000
$IFT ABORT ENDJ : 0202.000
$AS DIR TO SH.CIR BLOC=N 0203.000
‘$AS LIB TO SH.LIE BLOC=N ‘ 0204.000
$AS LLO TO LFC=UT ' 0205.000
$EXECUTE LIBED 0206.000
$ECY 0207.000
$s ' 0208.000
$3 : ' 0208.000
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Airplane/Flight condition

m = 2288.231 kg h = 6000 ft SA
Xeg = 0.38 ¢ 1, = 0°
'S =23.23m V =45m/s
¢ = 0.93177 ap, /bpV? = 0.566
¢ =1.5875m b =14.63 m
2p, = 121.20 2u, = 13.16
Ki = 1.2015 K¢ = 0.01114
K = 0.02261
Ky, = —0.001450

Stability derivatives symmetric motion

¢, =0 ¢, = -0.93177
O fe) .

CXu = -0.166576 CZu = -1.61227 ‘ Cmu = 0.11179

CX = 0.51761 CZ = -5.49424 ! Cm = -1.18687
a a a

CX- = 0 CZ& = 0 - Cm' = 0

CX = -1.09824 Cz = -2.82629 Cm = -15.53530
q qa Q

C = -,05780 C = -0.40141 C = -1.91846

Xs Zs o

Stability derivatives asymmetric motion

CY = -0.76776 CQ = -0.06047 C = 0.01462
B B 8

CYé = -0.07999 CQB = 0 Cné = 0

CYp = -0.12399 CQp = -0.52201 Cnp = -0.08420

CYr = 0.36757 CQr = 0.14711 Cnr = -0.13398

CY = -0.02956 CQ = -0.11051 Cn = 0.01217
o] o) (o}

a a a

CYé = 0.11628 CQG = -0.00504 Cné = -0.08279

r r r

Table 1: Stability and control derivatives of the DHC-2 'BEAVER' airplane.
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Manufacturer

Serial no.
Type

span (b)

area (S)

aerodynamic chord (&)

sweep

Wing dihedral

Wing profiie

Fuselage lenght

Max. Take—off weight

Empty weight

Engine
Type
Max.

Wing
Wing
Mean
Wing

power

Airscrew
Type
Diameter

Total contents of fuel tanks,
Fuselage front tank
Fuselage center tank
Fuselage rear tank
Wing tiptanks

Most forward admissible
c.g.—-positien

Most backward admissible
c.g.-position

1 Seven—seat,

11520 kgf
1Pratt and Whitney Wasp Jr.

{R-985

1450 hp at n=2300 RPM, pz= 26 inch Hg,
Inh = 750 m.

{Hamilton Standard.

1{Two—-bladed metal regulator propeller
12.59 m

|17.26% m.a.c.
129.92% m.a.c.

The De Eavilland Aircreft of
Canada Ltd.

1244

single engine, high-wing
all-metal aircraft.

14,63 m

23.23 m?

1.5875 m

10@-

NACA 64 A 416
9.22 m

2315 kgf = 22800 N
= 14970 N

115 imp. gallon = 521 1

1131 1 = 0.1318 m3
131 1 = 0.1318 @3

95 1 = 0.1318 m>

12 x82 1 =2 x 0.0818 m3

at 1725 kgf = 16989 N
at 2315 kgf = 22800 N

140.24% m.a.c.

Table 2. General aircraft data of the DHC-2 "Beaver"

PH-VTH.
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xc.'g. = 0.5996 m
yc.g. = 0.0 n
Z..g. = -0.8851 m

I, = 5368.39 ken’
Iy = 6928.93 kgmg
I, =11158.75 kew
J, = 117.64  kew
m = 2288.231 kg

h = 1828.8 m

p = 1.024 kg/m?

Table 3: BEAVER data on which the aerodynamic model is based.

a e 6 0 1 2 3

(degr.) a
-5.0 -0.270 0.220 0.60 0.680
10.0 1.082 1.88 2.42 2.47
14.0 1.440 2.28 2.826 2.88
16.0 1.62 2.38 2.826 2.88
17.4 1.712 2.364 2.800 2.860
25.0 1.58 2.22 2.68 2.73

Table U4: CL as a function of a and 6f.
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-0.1563 o .4p, | -0.01406

Ap -0.07895 || 4p? | -0.003026 || a 0.08696

b 191,18

Table 6: Coefficients in the non-linear engine model of the DHC-2 BEAVER,

valid within the 35-55 m/sec TAS-range (eq. (5-14) and (5F15)).
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B N (0,B) T T, Ty
g
a 2
u
[
0,50 0,250084 0,662562 2,311377 2,298718
0,45 0,223658 | 0,607202 | 1,241514 1,204641
0,40 0,196050 0,544252 1,016470 0,9495438
0,35 0,167491 | 0,472419 | 0,895606 | 0,793271
0,30 0,138317 0,406748 | 0,832718 0,703821
0,25 0,109001 | 0,346800 | 0,788367 | 0,64202°9
0,20 0,080211 | 0,288690 | 0,747955 | 0,590812
0,15 0,052906 0,231815 0,706023 0,545338
0,125 0,040229 0,202945 0,682303 0,522628
0 10 0,028509 | 0,172928 | 0,653%08 | 0,497035
0,075 0,018059 0,141145 0,618429 ; 0,467082
0,0625 0,013436 0,124455 0,596290 0,448961
0,05 0,009303 | 0,106813 | 0,569551 | 0,427748
0,03125 0,004215 0,077782 0,512936 0,383390
0,015625]| 0,001268 | 0,048239 | 0,423350 | 0,312979
14 (0,B) .
Table 7. g » Tyr Ty and T4 a8 functions of B.
A2
u
g
B Ia (0,B) »1'4 T 16
g
2
a
4
0,50 0,171258 | 0,480764 | 1,492572 | 1,527124
0,45 0,154164 | 0,458294 | 1,332911 | 1,358464
0,40 0,136015 | 0,426746 | 1,120000 | 1,140000
0,35 0,116959 | 0,386097 | 0,787000 | ©,773000
0,30 0,097219 | 0,337007 | 0,589747 | 0,552325
0,25 0,077119 | 0,279943 { 0,551119 | 0,482539
0,20 0,057131 0,218703 | 0,488882 0,390730
0,15 0,037945 | 0,162684 | 0,440944 | 0,324153
0,125 0,028958 | 0,136627 | 0,417279 | 0,296144
0,10 0,020599 | 0,111941 | 0,392720 | 0,271229
0,075 0,013101 0,087681 | 0,365724 0,247885
0,0625 0,009769 | 0,076006 | 0,351389 | 0,237504
0,05 0,006779 | 0,064521 | 0,336211 | 0,227862
0,03125 0,003084 | 0,047613 | 0,310788 | 0,214478
0,015625 { 0,000932 | 0,033226 | 0,283501 | 0,202983
1 (0,8 .
Table 8, % ), T4 T and T, as functions of B.

4’ °5

2
a
4
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s

a constant depending on runway condition
bM tyre-width main-gears
bT tyre-width tailwheel
c strut damping constant main-gears
M
CV strut damping constant tail-gear
T
DM tyre diameter main-gears
DT tyre diameter tailwheel
g gravity acceleration
PM preload main-gear struts
PT preload tail-gear strut
PO operating tyre pressure ratio main
M
PO operating tyre pressure ratio tail
T
Pr actual tyre pressure ratio main
M
Pr actual tyre pressure ratio tail
T
X x-coordinate strut left (measured in‘FM)
L
X, x-coordinate strut right
R
X, x~-coodinate strut tail (measured in FM)
T 1
y y~-coordinate strut left
°L
Yo y-coordinate strut right
R
y : y-coordinate strut tail
or
z, z-coordinate strut left (measured in FM)
L
z, z-coordinate strut right
R
z z-coordinate strut tail (measured in FM)
T
o) maximum strut deflection main-gears
maxM :
8 maximum strut deflection tail-gear
max.,
nax maximum tail wheel steering angle
Py runway dependent friction coefficient
Py side force friction coefficient
! maximum braking friction coefficient
Bmax
u rolling friction coefficient
rol

Table 9 BEAVER-landing gear data.

1.0
0.216 m

0.140 m
10.000 N S/m

40.000 N S/m

0.625 m
0.340 m

9.81 m/sec?
2500 N

540 N
172400 N/m?

210200 N/m?
282700 N/m?

344700 N/m?

L1875 m
1875 m
-7.1 m
1.55 m
1.55 m
0 m
2.875 m
2.875 n
1.77 m
0.15 m
0.1 m
0.26 rad
0.8
0.6
0.65
0.02
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Fig. 1. A trainer of the Billing type.(Courtésy Flight International.)

Fig. 2. Antoinette trainer.
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Fig. L. The Celestial Navigation trainer.

Fig. 3. Link-Trainer, showing "crab" plotter.
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Fig. 5. A Silloth Trainer for a Halifax aircraft.
" (Courtesy Controller HMSO.)

Fig. 7. A TRE flying unit.(Courtesy Controller HMSO.)
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Fig. 8. A Curtiss-Wright Z-1 without cover.{Courtesy R.C. Dehmel. )

Fig. 9. A Link C-11.
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Fig. 10. Comet IV with pitch motion.(Courtesy Rediffusion Ltd.)
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Fig. 11. DUT moving-base visual flight simulator.
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Fig. 12. The G.P.S. CCTV visual system.
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INCREASING FIDELITY

IN-FLIGHT
SIMULATION

BENEFITS

PERFECT VISUAL CUES

© REALISTIC SUSTAINED MOTION CUES

* TRUE FLIGHT

® ABILITY TO FLY SEVERAL AT
CONFIGURATIONS WITH ONE AIRFRAME

* AIRBORNE ENVIRONMENT

* LOWER COST THAN DEDICATED TEST BED

* RAPID RESPONSE

GROUND-BASED
ANALYSIS SIMULATION

INCREASING FIDELITY

INCREASING COST
Fig. 13. Hierarchy of Design Validation Methods

. o . . : /
FUTURE V‘MS WITH INTEGRATED ROTORCRAFT
SIMULATOR MOTION GENERATOR (RSMG) AND

INTERCHANGEABLE ADVANCED CAB AND
VISUAL SYSTEM (ACAVS)

Fig. 15: Rotorcraft System Integration Simulator (RSIS).
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Fig.1é: Advanced concept flight station.

Fig. 17: In-flight simulation of large flexible aircraft.
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Fig. 18: Total In-Flight Simulator (TIFS).

AFT-FLIGHT DECK COMPUTER
OPERATOR'S

EXPERIMENTER'S STATION

STATION

MAIN COMPUTER
SYSTEM

SAFETY PILOT

FLIGHT LOG

d
S

&4 l‘\";” » AVIONICS &
FORWARD - g_‘\,“\ ’{gﬁﬁ 594/ pata aquisiTioN
FLIGHT DECK *-4“;('&;\ SYSTEM
)

ELECTR. POWER
DISTRIBUTION

DATA AQUIS,
OPERATOR’S
STATION

FLIGHT ENGINEER'S
STATION = =

FBW - CONTROLS:

1-ELEVATOR, 2-RUDDER, 3- AILERON
4-ENGINES, 5- DIRECT-LIFT FLAPS
6-LANDING FLAPS

Fig. 19: Advanced Technology Testing Aircraft System (ATTAS).
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108
VISUAL LINKAGE
RADAR HOST SOUND
COMPUTER
CONTAOL
uoTion . LOADING

Fig. 23 : Traditional eimulator configuration.

< MAID, PURCTION BB >

0T 0 0.0 0 0

e ":;Fm Wﬁ-‘mga[ﬁ“

w | w | w JH e [ w4

e B R

=] A
Q___lmu}.r\\g) .

Fig. 24 : Functionally distributed simulation
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HIGH

EQUIPMENT CUE FIDELITY

© RESEARCH
'SIMULATORS

CLASS ROOM
AIDS :

LOW ENVIRONMENTAL CUE FIDEL:ITY HIGH

Fig. 26: Requirements for equipjment and emviron-
mental cue fidelity

STORAGE CONVEATER RELAY/ CONVERTER AELAY
PROCESSOR
PROBE
YELEVISION
CAMERA
]
SCANNING
PHYSICAL LASER
MOOEL #HOTO- chr
ﬁ uuulruurl_ In
A [] A PROJECTION
/ TELEVISION \ SCREEN
FLYING
TRANSPARENCY sror [%] Npabdsad 2]
SCANNER 4
IO (€] oPTICAL ] INFINITY
orPTICS
i LGHY 0 LASER {s]
SOUNCE PROJECTION
<] o] DIRECT [ TRUE-VIEW
\ OPYICS
comPUTER COMPUTER T ©
MEMORY GENLRATOR oiReCT
10 0 [

Fig.27: Components of visual systems and some of
the various combinations
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T MR TI-PROCESSOR WNIT

CHANKEL PROCESSOR

—— o o = o = - ————— ——— —

i |
| DISK { !
| | |
| | |
| | |
HOST COMPUTER Yot * $ m| e Jos Y |
| | |
|- | |
| j o peu |
| | |
| | |
fre e e o o e e endhoah - — - — - — —— G0 wm e e G v e o]
benge CHAKHEL EXPANSION (KOTE 1)
INPUT PROCESSING DATA BASE MAMAGEMENT BACKFACE ELIMINATION SCAN CONVERSION
LOAD MONITORING MATRIX ARD VECTOR TRAKSLATION VISIBLE PORTIONS
COMPUTATIOH PROCESSING
LOAS MARAGEMENT CLIPPING
LEVEL OF GETAIL FILTERING
DISK MANAGEMEXT MARAGENE T PERSPECTIVE
TASK CALCULAT I ow TLLUMINATION
PARTITIONING SPECIAL EFFECTS PRIORITY ’ PROCESS ING
, ~ DETERMIRATION SCALING
DBATA BASE MARAGENENT S : TEXTURE PROCESS NG
0BJECT FIELD-OF-VIEW TEXTURE CALCULATION : :
ASSIGeENT VISIBILITY PROCESS-
NG ‘
.COLOR PROCESSING
DISPLAY SYNCHRONI-
IATION
. - ASBREYIATIONS -
PCM - PLANE/CELL MEMORY DP - DISPLAY PROCESSOR NOTES:
£ - EXVIROWMENT MEMORY  BP - BECMETRIC PROCESSOR :
PLB - POLY/LIGHT BUFFER OM - 0BJECT MWAMAGER 1. CHANMEL EXPASION IS ACCOMPLISHED

VA - VIDED ASSEMBLER
i . . - - -
Fig.28: Typical CGI functicnal block diagram.

200 cm RADIUS
SPHERICAL MIRROR

CRT FACE CRT FACE Y. €M

‘ JUST FILLS
&
y
l/
-
‘7 HIGH-QUALITY

NEARLY VIEWING REGION

BEAMSPLITTER ;ﬁ%“s‘“ﬂ SEE WHOLE CRT
AND SOME
- : SURROUNDINGS

sg| SEE PART

TRUNCATED CONE

Fig.29: Sphérical mirror beam-splitter
infinity display

BY ADDING MORE CHAMNEL PROCESSORS.
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ARRAY OF LED"s

FIBER OPTICS HELMET MOUNTED DISPLAY SYSTEM

HIGH RES. INSET SYMBOLOGY

&

1211300

000900

ACCELEROMETER,

ACKAGE

FIBER-OPTIC

BUNDLE
LIGHT-WEIGHT
HELMET

OPTICAL
COMBINER
PANCAKE
WINDOW
EYEPIECE
OPTICAL
RELAY
ASSEMBLY

PANCAKE WINDOW
(82.5° DIAMETER)

w
6
>
o
2
Fy
3
2
x
<
z

)

RIGHT EYE
BACKGROUND
¥ 66.7
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BINOCULAR
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825" » 66.67")

LEFT EYE
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'BACKGROUND

HIGH-RESOLUTION
X 18°)

INSEY (25°

AVATION

YSTEWS COMMANG
ST MY A

s

T

HEAD POSITION

HOST -
COMPUTER
COMPUTER

IMAGE
GENERATOR

RIGHT EYE

OHT
ACCELEROMETER
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Fig. 32. Fiber-optic helmet-mounted display
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VESTIBULAR

SYSTEM &z
MUSCLE ’
SPINDLES

EYE

GOLG!
TENDON
ORGANS

SKIN

PRESSURE

SENSORS

Fig.33 : The human sensors.

0k A
i v : ; ! ¥

Fig;34: Second generation synergistic hydrbstatic motion system(Hydraudyne)
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xl= XQ
Y1 = Ye
0 [
- 2,22
21: Z, . j 2= "
X : X, = X
initial situation. 3 rotation about 4 3
@ the Z-axis.

@ rotation about the Y-axis. @ rotation about the X-axis .

/ :
Fig.35. The aititude of the airplane relative to the earth.
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TYPE DECLARATIONS AND INITIALIZATIONS

FLUXI(1) = - g sin8 - gqw + rv
FLUXI(2) = g cos6 sing + pw - ru

FLUXI(3) = g cos6 cosp - pv + qu
FLUXI(4) = (q sinp + r co0s8)/cosé
FLUXI(5) = qQ cosp - r sing
FLUXI(6) = p + (q sinp + r cosp) tgé
FLUXI(7) = qu.pq + qu.qr

2 2
FLUXI(8) = Opp.p + Qpr.pr + er.r
FLUXI(9) = qu.pq + Rqr.qr

FLUXI(10)= u cosy co0s@ + v(cosy sin@ sineg - siny cosp)
+ W(siny sinp + cosy siné cosp)

FLUXI(11)= u siny cos@ + v(cosy cosp + siny siné sine)
+ W(siny sin® cose - cosy sing)

FLUXI(12)= -u sin® + v cos®@ sinp + w cosé cose

CALL FENG ——= compute engine forces and moments
CALL FAER -———— compute dim. aero. forces and moments coef

Y _ —X(172)‘ = (hrM

CALL FLAGM ——— conpute L/G
forces and doments

Total forces and momedts computation

X = Xp + X, { X a
Y o= Yoo+ Y, { Y o
Z =2y v 2, ﬁ 2,6
L = L.r + La { LLG
M= Mg+ M € MG
N = NT + Na +1NLG

Specific forces coumputation

By = m i Ay T g i Ay

see the next page

Fig. 36. structured-flowchart of the subroutine FDERI
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State derivative computétion :
XDOT(1) = FLUXI(1) + A,
XDOT(2) = FLUXI(2) + A,
XDOT(3) = FLUXI(3) + A
XDOT(4) = FLUXI(4)
XDOT(5) = FLUXI(S)
XDOT(6) = FLUXI(6) |
XDOT(7) = FLUXI(7) + L.INERT(1,4) + N.INERT(1,3)
XDOT(8) = FLUXI(8) + M.INERT(Z,4)
XDOT(9) = FLUXI(9) + L.INERT(3,4) + N.INERT(3,3)
XDOT(10)= FLUXI(10) |
XDOT(11)= FLUXI(11)
XDOT(12)= FLUXI(12)
n, o and 3 computation
NLF = - gf ;ouw o= u? o4 w?
ALPHADOT = (¥ = u.u)
BETADOT (V.UW - v(u.u + :w.b.l))

sqrt(u®+vi+u®) .sqre(uw)

RETURN

Fig. 36. cont.
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I

Breakpoint set number
Address of the data
Description of the data
Dimension of the data
The data

Breakpoint set

rov; 2: column

rTOgEROoOQD>

Fig. 38. data arrangement
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Fig. 39. CL as a function of o (ALPHA)

and af (DELTAF).
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Fig. 40. The dimensionless aerodynamic forces and moments of
the nonlinear 'Beaver'-aircraft model as a LuncLlon
of angle of attack o« and side slip angle 4.
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SS.

128
TIME (S)

©
&
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>
©
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|
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TIME ($)
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25 ‘
o8t . o |

8. 3. | 69. %.

120.
1 3 " - " TM )
Fig. 41. The non-linear response of the DHC-2 "BEAVER" on
a blockshaped elevator deflection (Ge= 39), during 2 sec.
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Fig. 41. (cont.)
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Fig. k2.

The non-linear response of the DHC—2 "BEAVER" on a

blockshaped aileron deflection (6a= 3°), during 2 sec.
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Fig. 43. The non-linear response of the DHC-2 "BEAVER" on a

blockshaped rudder deflection (Sr = 39), during 2 sec.
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Xg - axis

Fig. Ls®

Sinusoidal elementary field of flow.

u and w vary only along the Xe-axis,
sym sym '

the wavelength in spanwise dlrectlon is assumed

to be infinite.

Fig. th

Two-dimensional elementary flowfield
(Fig.45a is a simplified case of this flowfleld).
The turbulence velocities u , and v_and w
asym g Easym
change sinusoidally in the Xe— as well as in the Ye—direction.
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h = (z -§ ) cos cos + v sin - x sin
c.g. P s M) M) o

1 . .
> Gg = Z,Q, - m (hC.g.+ XZ sin g - yﬂ, sin (p)

assume that: cos € cos ¢ = 1

=2z =h - X sin + sin
” g T2 T Mg, TNy LR ¢

Friy. G0, Cowmputation of the total gear deflection SC
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rig. 61. The measurement reference frame Iy and the
body-fixed reference frame Iy.
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Fig. 62. The vertical force FV as a function of static

gear deflection of the 'BEAVER'-maingears.
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Fig. 67.
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PRINCIPLE OF MODEL-ADJUSTMENT TECHNIQUE
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APPROXIMATE BRIGHTNESS IN FT LAMBERTS
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Fig. 9 1Examples of various levels of luminance.
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* the relationship between visual angle, con-
trast, and background brightness. When a
combination of these factors falls on a
point below the curve, we cannot discrim-
inate; a combination falling on a point
above permits easy seeing.
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Fig. 95.. A foveal spectral sensitivity function for a normal observer.
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Fig.99. Signal generation and datalogging
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Fig. 100. Reconstructed time histories of heave acceleration.
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Fig. 101. Heave acceleration power spectra, sinusoidal heave inputs.
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Fig. 102. Reconstructed time histories of heave acceleration noise.
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Fig. 103. Recontructed time histories of parasitic pitch acceleration,
due to sinusoidal heave input.




*SUYJTJIOFTE SATJIP UOTAOW JNQJ UT sucTyexado oIsed *H0| °*FTd

*h . : ¥l
Sho SSVd-HOIK
B3040 ONDIS

- ¥3i4
SSVd-HIH

UOIjBWIO SURYY JBINT

v

4

ﬁwn YI0HC ONDI3S
]

< . S - : 31
8 S - 0% SSVd-HOH
] ™ % %\,n -] 43080 ONO3S Jele Lilsle

. .
] eI

[ uoijewsoysuesy : 59404 DS jeIB4e) ﬁ“\ . SSYd-MO) m E

ND!LVSN3dW0d ‘pue_tenpnjibuoy pauiesng Y3050 ONODIS

uoISURY X . f« .—r—.—g_l_n—

v

ja—1 048042 . . ¥314 ’
B : : SSVe-MO1 m *vy Sy
: SJ0JIB 31404 Y3040 ONOJIS
J1yi33ds 4Oy SUOI}I3440)

)
1
U

<£?

s y Jlple liibld
SSYJ-HOM %

Rys
el v iy

2
XV — ¥3040- 1S4id ﬂ
Cees e N |

SSVA-HOM |
e—{ -
Y3040 ONOIIS e e

1

2
e | o . E B 4311

SSVd-HOH SSYd-HOH - 3 UOI4BWJO SURL PIOL{UI)
zc%azsumxlﬁz_ﬁ H—(X) 43040 154 ky

SuB|

W0Jy
LETN ] ¥

AVy
SSYd-HIIH voijewJejsues) _ ’ SSYa-HOH
. 299

43040 ONGJ3S Y3040 1Sy

4




-251~

- S8PECIFIC FORCE CFT/SEC™2D>

1

MAXBC
sustained cue
15.881 7 = ,
/ MAXSIM
.08 \
on-set cue \ \\
-7.58 \M
15.88 : ‘
. .00 .08 38.
.00 5.09 10.00 i5.28 20 e SECS
ACCELERATION TO 89 KTS, FOLLOWED BY THRUST REVERSE.

Fig. 1052, Comparison of the longitudinal specific forces in the
aircraft-cockpit (MAXBC) and in the simulator-cockpit (MAXSIM),
during an aborted take-off.
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needed to generate the sustained longitudinal specific force
(MAXSIM) in Fig. 1052,




-250-

SPECIFI

SIDE STEP MANOEUVRE.

. 5.00
N
1) MAYBC
Y] \
‘Q 2.50 \\\
t MAYSIM g g SN
. / .
v ./',o . . “L‘.
.60 — L« <
8 ) \ Joeenst |~ K% -,.’
m .'o Jowne” o’ .- "f‘
E ‘u' '.'\.f.,__-/ \\F'“"'/
0-2-& ‘o.‘ ‘," N
\\V..
~5-%%% 5.99 0.8 15.00 29.00 25.69 59,0
' | TDE CSEC.)
SIDE STEP MANGCEUVRE.

Fig. 106a. Comparison of the lateral specific forces in the aircraft-cockpit
(MAYBC) and in the simulator-cockpit (MAYSIM), during a side-step
manoeuvre.
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Fig. ]O6b. Comparison of the roll accelerations in the aircraft-cockpit
(VPD) with those in the simulator-cockpit (MPDSIM), during

a side-step manceuvre.
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Fig. 107. Diagram of Ada programming support environment (APSE).
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