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“Scientists discover the world that exists;
engineers create the world that never was.”

Theodore von Karman






Summary

Numerical modelling and simulation have played a critical roléhénresearch
and development towards today’'s powerful and efficient gas turbine erfgines
both aviation and power generation. The simultaneous progress in modelling
methods, numerical methods, software development tools and methods, and
computer platform technology has provided the gas turbine community vath e
more accurate design, performance prediction and analysis tools. pantamt
element is the development towaginerictools, in order to avoid duplication of
model elements for different engine types. This thesis focuses alevieéopment
of generic gas turbine system performance simulation methods. Thiddadhe
research required to find the optimal mathematical representatiache aero-
thermodynamic processes in the gas turbine components in terms ldf,fide
accuracy and computing power limitations. The results have been applied
development of the Gas turbine Simulation Program GSP.

GSP is a modelling tool for simulation and analysis of gas turbieteray
performance. This involves 0-D (i.e. zero-dimensional or parathetomponent
sub-models that calculate averaged values for parameters symessures and
temperatures at the gas path stations between the components. The absytmne
models are configured (‘stacked’) corresponding to the gas turbinegeration.
Component performance is determined by both aero-thermodynamic equaaiibns
user specified characteristics, such as turbomachinery performepee If higher
fidelity is required at a specific location in the system rhofleD component
models can be added to predict the change in gas state or other peraaned
function of a spatial (usually in the direction of a streamlpegameter. Non-linear
differential equations (NDESs) are used to represent the coriserieats and other
relations among the components. The sets of NDEs are automaticaflgured
depending on the specific gas turbine configuration and type of simulation.
Simulation types include design point (DP), steady-state off-de€i§®) @nd
transient simulations.

The research and development challenge lies in the development oitgene
accurate and user friendly system modelling methods with suffitedibility to
represent any type of gas turbine configuration. The accuracy andyfidgel
enhanced by the development of modelling methods capturing secondaty effec
component and system performance in 0-D or 1-D sub-models. Objentedri
software design methods have been used to accomplish the flexibikgtiobs,
also resulting in a high degree of code maintainability. This all@sg adaptation
and extension of functionalities to meet new requirements tharrasgieg since
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the start of the development of GSP in its current form (1997). bjeetwriented
architecture and how it relates to the system and component mgdatid the
ensuing solving of the NDEs, is described in the thesis.

An important element has been the development of the gas modeheritical
equilibrium and gas composition calculations throughout the cycle. Fuel
composition can be specified in detail for accurate prediction afctsffof
alternative fuels and also detailed emission prediction method=ldesl. The gas
model uses a unique and efficient method to iterate towards chemical equilibrium

The object oriented architecture enabled the embedding of a gadaptve
modelling (AM) functionality in the GSP numerical process and NDEs, dimogi
best AM calculation speed and stability. With AM, model chareties are
adapted for matching specified (often measured) output parametes f@lemgine
test analysis, diagnostics and condition monitoring purposes. The AMofuetldly
can be directly applied to any GSP engine model.

The recent trend towards the development of micro turbines (with high
surface-to-volume ratios in the gas path) requires accugatesentation of thermal
(heat transfer) effects on performance. For this purpose, GSP éasxtended
with an object oriented thermal network modelling capability. Also,Datthermal
model for representing the significant heat soakage effects on midome
recuperator transient performance has been developed.

For real-time transient simulation, the Turbine Engine Real-Time Simulator
(TERTS) modelling tool has been derived from GSP. In TERTS, tlieoafe from
GSP are used with fidelity reduced to some extent in order to threeeal-time
execution requirements.

GSP has been applied to a wide variety of gas turbine perfornaavadgsis
problems. The adaptive modelling (AM) based gas path analysisofuality has
been applied in several gas turbine maintenance environmentstiotsotd
deteriorated and faulty turbofan engine components was successfully trateoins
using both test rig data and on-wing data measured on-line during flight.

For a conceptual design of a 3kW recuperated micro turbine for CHP
applications, design point cycle parameters were optimized basechreful
component efficiency and loss estimates. Worst and best caseicsenare
analysed with GSP determining sensitivity to deviations fromestamates. The
predictions have proven very accurate after a test program sha@fdagelectric
power) efficiency on the first prototype. For increasing the efficy towards 20%,
GSP was used to predict the impact of several design improvemerggstem
efficiency.

GSP was used to study the effects on performance and lossedingf stero
turbines in the range of 3 to 36 kW. At small scales, turbomachinesgsideecome
relatively large due to the smaller Reynolds number (largeowss losses) and
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other effects. The scale effects have been analysed and mddetteel turbine and
compressor and GSP has been used to predict the effects on system efficiency.

Other applications include prediction of cumulative exhaust gas emsssf the
different phases of commercial aircraft flights, simulationhefrinal load profiles
for hot section lifing studies, alternative fuel effect studiedfopmance prediction
of vertical take-off propulsion systems and reverse engineering studies.

The object oriented design of GSP has proven its value and has grévide
building blocks for an ever increasing number of component models, adaptations
and extensions. The flexibility of GSP is demonstrated with the niglelf novel
cycles, including a parallel twin spool micro turbine with a singtared
combustor, a rotating combustor micro turbine concept, a modern heavy duty ga
turbine with a second (reheat) combustor and a multi-fuel hybrid turkesfgine,
also with a reheat combustor. Several new capabilities have teesloped
following new requirements from the user community, using the origibpct
oriented framework and component model classes.

In the future, new technologies may replace today’s simulation toagbé/
even the concept of modelling and simulation as we know it todayentiitely
change. However, as long as gas turbines and related systeims déiveloped and
operated, there will be a need to understand their behaviour. The fundamenta
physics behind this will not change nor will the equations describingrtoesses.

In that sense, GSP can be seen as a phase in the developmesttofbie
modelling and simulation technology. An interesting question would be, how long
will GSP remain before it is left behind for new ways. Awall depend on the
ability of GSP and its developers to adapt to future needs andfudls@
opportunities emerging from new modelling, simulation, and computer and
software technologies. So far however, GSP has proven a remarsafsleetcord

and will be around for quite a while, serving many scientists andnesgi
interested in gas turbine system performance analysis and simulation.
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Samenvatting

Numerieke simulatiemethoden hebben een essentiéle rol gespeeld bij de
ontwikkeling van moderne gasturbinemotoren voor zowel vliegtuigvoortstuwing als
energieopwekking. Door de gelijktijdige ontwikkeling van numeriek methoden,
moderne methoden voor software ontwikkeling en de ontwikkeling van computer
technologie, kan de gasturbinewereld beschikken over steeds nauwkeuriger
middelen voor analyse en voorspelling van gasturbineprestaties. Eewrliela
element is de ontwikkeling vageneriekemethoden waarmee ‘dubbel werk’ kan
worden voorkomen bij het opstellen van steeds dezelfde soort modeleemeat
verschillende gasturbine types. Dit proefschrift focust op de ontwiikelan
generieke methoden voor het modelleren van gasturbineprestatiesdeay -deit
omvat onderzoek naar de optimale mathematische beschrijvingen van de
aerodynamische en thermodynamische processen in de gasturbinecomponenten.
Hierbij gaat het om de optimale combinatie van detail en nauwkeidlidfij de
gegeven beperkingen in computerrekenkracht. De resultaten zijn toebpmbest
ontwikkeling van het Gasturbine Simulatie Programma GSP.

GSP is een computerprogramma voor simulatie van het gedrag varbiyest
als systeem. In 0-D (nuldimensionale of ‘parametrische’) subnesdelan de
componenten worden gemiddelde waarden van parameters zoals drukken en
temperaturen berekend op de gaspad locaties tussen de componenten. De
submodellen worden gerangschikt overeenkomstig de gasturbineconfiguratie. De
prestaties van de componenten worden bepaald door aero-thermodynamische
vergelijkingen en door de gebruiker te specificeren prestatiekasdidiein van de
componenten, zoals de ‘maps’ van compressoren en turbines. Voor een meer
gedetailleerde beschrijving van de processen op een specifiekee latatle
gasturbine kunnen 1-D (eendimensionale) component modellen worden
toegevoegd. Dan worden gastoestands- of andere parameters funotiegnva
ruimtelijke parameter (meestal in de richting van de gasstromifef) niet-lineaire
differentiaalvergelijkingen (NDEs) worden de behoudswetten en anmdéates
tussen componenten beschreven. De sets van NDEs worden automatisaddpgest
afhankelijk van de specifieke configuratie van de gasturbine etygetsimulatie:
ontwerppunt (design point DP), off-design (OD) stationaire, of dynamische
simulatie.

De uitdaging voor het onderzoek is het ontwikkelen van generieke, nauwkeurige
en ook gebruikersvriendelijke methoden met voldoende flexibiliteit voor het
modelleren van alle mogelijke soorten gasturbines. De nauwkeurigheid mate
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van detail kan door de gebruiker worden verhoogd door de ontwikkeling van 0-D of
1-D submodellen voor tweede orde effecten op component- en systeetigmesta
Object-georiénteerde software-ontwikkelmethoden zijn gebruikt om de dielen
aanzien van flexibiliteit te realiseren. Dit verbetert ook terke mate de
onderhoudbaarheid van de software code. Aanpassingen en uitbreidingen van de
functionaliteit, nodig voor steeds weer nieuw eisen aan GSP, kunnetodrie
efficiént geimplementeerd worden. De object-georiénteerde softeiiteatuur en

haar relatie met het modelleren van het gasturbinesysteemamgenenten, en
vervolgens de oplossing van de NDEs, is beschreven in deze thesis.

Een belangrijk element is de ontwikkeling van het gasmodel met datemis
evenwicht en de berekeningen van de gassamenstelling op de verschillenédg locati
in de gasturbine. Brandstofsamenstelling kan in detail gespecificemdknven
nauwkeurige voorspelling van effecten van alternatieve brandstoff@mestaties
en op uitlaatgasemissies is hierdoor mogelijk. Het gasmodel gebeanktireeke
methode voor iteratie naar chemisch evenwicht.

De object georiénteerde architectuur maakte de integratie vageeemieke
adaptive modellindAM) functionaliteit mogelijk in het numerieke proces en in de
NDEs voor optimale AM rekensnelheid en numerieke stabiliteit. A worden
modeleigenschappen aangepast met het doel specifieke uitvoerpesamete
(vaak gemeten) waarden overeen te laten komen. De toepassingem kigrva
onder meer analyse van testresultaten, diagnostiek en conditiebewakiigV D
functionaliteit kan direct worden toegepast op elk GSP gasturbinemodel.

De recente trend richting de ontwikkeling van microturbines (met hege
oppervlakte-inhoud verhoudingen in het gaspad) vereist nauwkeurige modellering
van thermische effecten op de prestaties. Hiervoor is GSPrgigenet een object
georiénteerd ‘thermal network’ model. Ook is een 1-D thermisch noodeikkeld
voor de effecten van ‘heat soakage’ in de recuperator op het dynamische gedrag van
microturbines.

Voor real-time dynamische simulatie is het Turbine Engine Real-Time
Simulator (TERTS) simulatie programma ontwikkeld. In TERTS wordke
methoden van GSP gebruikt met een gereduceerde mate van dedai, mmder
benodigde rekenkracht, om zo aan de real-time snelheidseis te kunnen voldoen.

GSP is toegepast op een breed scala van gasturbineprestateeanathysmen.
De ‘adaptive modelling’ (AM) functionaliteit is toegepast inrsehillende
gasturbine-onderhoudsbedrijven. De identificatie van turbofan motorcomponenten
met afwijkende conditie of storingen is met succes gedemonstmeetrdzowel
meetgegevens van de motorproefbank als on-line tijdens de vluchttegeme
gegevens.

Voor een conceptueel ontwerp van een 3kW gerecupereerde microturbine vo
warmte-kracht koppeling, zijn de kringproces-ontwerpparameters geopterali
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na nauwkeurige schattingen van componentrendementen en thermodynamische
verliezen. ‘Worst / best case’ scenario’s zijn geanalyseprblasis van met GSP
berekende effecten van afwijkingen van de schattingen. De voorspelbiejem
zeer nauwkeurig na voltooiing van een testprogramma waarbij 12% remd@mpe
basis van elektrisch uitgangsvermogen) gemeten werd op een eeistyppr
Voor verhoging van het rendement richting de 20% is GSP vervolgenslgdiijrui
het voorspellen van the effecten van verschillende ontwerpverbeteringen.
GSP is verder gebruikt bij een studie naar de effecten op peestativerliezen
van het schalen van micro turbines met vermogens tussen 3 en 3GKi&zéh in
stromingsmachines nemen toe bij kleiner wordende afmetingen door ckkeihet
wordende Reynolds getal (en dus grotere viskeuze verliezen). DdeSieludan
zZijn geanalyseerd en gemodelleerd voor turbines en compressoren Reris GS
gebruikt voor het voorspellen van deze effecten op gasturbine-systeemniveau.
Andere toepassingen zijn: de voorspelling van uitlaatgasemissiesstijde
verschillende fasen de vlucht met civiele vliegtuigen; simulasie thermische
belastingsprofielen voor gasturbine ‘hot section’ levensduuranalysebestnaar
effecten van alternatieve brandstoffen; voorspelling van prestatian
vliegtuigmotoren voor verticaal opstijgen en voor ‘reverse engineering’ studie
De object oriéntatie in GSP heeft haar nut bewezen en de boewsgieleverd
voor de verdere ontwikkeling van meer componentmodellen, aanpassingen en
uitbreidingen. De flexibiliteit van GSP is gedemonstreerd metrfwatelleren van
nieuwe soorten gasturbine-kringprocessen zoals een microturbine metil@lipar
assen en een enkele gedeelde verbrandingskamer, een concept nu¢¢reade
verbrandingskamer, een moderne ‘heavy duty’ gasturbine met een tweede
verbrandingskamer voor herverhitting en een ‘multi-fuel hybrid turb@&agine
met herverhitting. Verschillende nieuwe functionaliteiten zijn okikelid naar
aanleiding van nieuwe eisen afkomstig van de GSP gebruikers. Hiedigeds
weer het originele object georiénteerde raamwerk gebruikt.

In de toekomst zullen nieuwe technologieén wellicht de huidige simulatie
methoden en middelen vervangen. Misschien dat het gehele concept van modelleren
en simulatie zoals we dat nu kennen ooit geheel gaat verandetdar, 2olang
gasturbines en aanverwante systemen ontwikkeld en gebruikt worden zal de
behoefte blijven bestaan hun gedrag te analyseren. De fundamentek fys
hierachter zal niet veranderen en ook niet de vergelijkingen dipratessen
beschrijven. In die zin kan GSP gezien worden als een fase in d&lalimg van
gasturbine-simulatietechnologie. Een interessante vraag is hoddamgl duren
voordat GSP wordt vervangen door nieuwe methoden en middelen. Veel zal
afhangen van de mate waarin GSP en haar ontwikkelaars zich kuenmmassen
aan toekomstige behoeften en ook nieuwe kansen afkomstig van nieuweisimula
computer- en softwaretechnologie. Tot dusver heeft GSP echter ésewtar het
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nog jaren voor de boeg heeft als een waardevol stuk gereedschap vbor vee
onderzoekers en ingenieurs met interesse in simulatie en anabse
gasturbineprestaties.
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Chapter 1 Background

Chapter 1 Background

1.1  History

It has been more than 60 years since the gas turbine was developed and
successfully applied. The initial applications included both airprafpulsion and
land-based power generation. The greatest impact of the gas terlgime has
been on aviation with the development of the jet engine. Aircraftugames were
developed by the former piston aero engine manufacturers, whilm stebine
manufacturers started developing gas turbines for land basedatippbc Later,
aircraft gas turbine derived engines were used for industrial use as well.

From the very start, modelling the processes inside the daiseunas been
critical for successful development towards a working concept [M@jels were
required to predict performance of the Joule-Brayton cycle that tdles in the
gas turbine, to predict performance of the components and to predittirsirand
thermal loads. Obviously, the first models consisted of only maoy@é and
component performance and structural stress calculations. These nhadels
limited potential and consequently in those early days a lokméramental work
was needed for development of optimized gas turbine designs. At the same time, the
rapidly growing scientific gas turbine community was working hard to miza
this trial-and-error approach, developing new modelling techniques tied the
introduction of computers, exploiting the utmost from available computer power.

1.2  Modern simulation tools for engine development

The last few decades have provided gas turbine engineers withsinghga
powerful modelling tools for engine design disciplines such as aero-
thermodynamics, structural and thermal analysis, controls, Efirtfycost analysis.
Today, these include detailed engine system performance models, multi-
dimensional computational fluid dynamics (CFD) for component performance
analysis and finite element method (FEM) models to analysetstal stress. The
resulting improvements in performance prediction accuracy haveegdoe need
for test facilities. While testing still remains a majtgneent in engine development
programs, fotest analysigperformance models play a critical role using ‘analysis
by synthesis’ methodology.

Recent developments are focused on integral simulations in diffiseiglines
for ‘multi- disciplinary optimization’ (MDO) in new engine desigfi3-7]. An
important element in this is the ‘zooming’ concept where enginersysiadels are
coupled on-line with detailed models simulating local phenomena imitedi
section in the engine with higher fidelity and accuracy.
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1.3 Models in the operational and maintenance environment

More recently, engine models are entering the operational and maicgena
environment in the form of diagnostic tools: either off-line with engesting or
during operation embedded in condition monitoring and/or control systems.
Advancedadaptive control system concepts exist [8] where control laws may be
adapted depending on on-line model based assessment of engine condition.

1.4  Computer platforms and software implementation

The more comprehensive models for gas turbine research and development
(R&D) generally involve solving multiple differential equationsor Fmulti-
dimensional models the number of equations can become very large. Corapaiters
required to solve the equations using numerical methods such as Neayhsen
based or other solvers. An essential element in gas turbine timulzerefore is
the computer implementation.

15 Computer performance, platform & application

10

Multi-stage CFD

NS CFD

Euler CFD
3/4-D

2-D

1-D

0-D

10 1 1
1980 1990 2000 2010

Figure 1.1 Trends in performance simulation computing power (from [9])

Today, computing power is extremely cheap compared to several decmdes
CFD simulations already run on single personal computers (PCs)whad
clustering PCs computing power can be increased to perform simuldtians
earlier could only be done on very expensive dedicated super compigers. F1
shows performance simulation computing power trends determined around 2001 by
[9]. As a consequence, computer power has ceased to be the botftenaithut
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Chapter 1 Background

the high-fidelity CFD gas turbine simulations. For all types ohugations,
implementation effort, user interface including visualization and ccgiatenance
have become critical for successful and efficient use of the models.

For high fidelity CFD simulations a bottleneck remains in theilaa
computer power and memory, especially when combustion is included tmée
domain is added as an extra dimension for dynamic simulations. &w@oilts
simulation at high spatial resolution and high time domain resolutiomstarice
remains limited as indicated by Figure 1.2. As a consequence, tfadaref

required with respect to spatial and temporal resolution, number ofsions and
the scope of the model.

100
g
c
o
= 1-D
©
0
= 10 -
<
b= 2-D
o
(%]
3D
1 ‘
0 50 100
temporal resolution [%]

Figure 1.2 Spatial vs. temporal resolution for a given computing power (from [9])

1.5 Legacy codes versus new modelling tools

A challenge remains to implement the models on the computing plathoam i
cost effective manner. Excellent software development tools é&xistevelop
models and generic modelling environments for today's relatively-clost
computers. However, such projects still involve significant itnaeats compared
to the cost of using existing models. Since the 1970s, a huge legacytoftgas
model codes has been accumulated and a substantial part of It in ste.
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Especially the lower fidelity models still function quite wetida until using them
becomes impossible due to phasing-out of the old platforms, maintahng t
instead of developing new models may seem the most cost effective way.

1.6  Configuration and case management

Management of gas turbine model configurations and simulation cases and
related data requires specific attention, especially when targders of different
model versions are involved. Also when the number of people involvedusiihg
or developing a model increases, configuration management becomesirigtyeas
important. Often special tasks need to be defined in order to maintegrity of
the model configurations. These tasks may be performed either insiderrm
modelling environment or using special software tools.

1.7  Generic modelling environments

The legacy codes, developed in times where today's development and
application life cycle management (ALM, [10]) tools were not yet akbel present
significant maintenance problems. Often, code documentation is dinaitel
without the employees that once developed the codes, adaptation or ngpgsadi
difficult.

As a result, since the 1990s projects have started to develop ggaetiorbine
simulation tools and standards using modern software development metlyodolog
[11, 12]. With these, models for new studies and engines could be develoge
maintained more efficiently and old codes replaced.

This thesis describes the development of the Gas turbine SwonuRtogram
GSP which represents a generic gas turbine system performanakatisn
environment. The development of GSP started in 1996 and still continues today.
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2.1  Application areas

Gas turbine performance models have traditionally been developed Ime engi
manufacturers (OEMs) and related institutes. Today, models adefasa wide
variety of tasks throughout the engine life cycle (see Figure Rxdin conceptual
design to performance monitoring, engine performance is simulated infsome
In Figure 2.1 the cycle restarts using operational experiencke$agn of derivative
engines, showing the value of performance monitoring simulation models.

CONTROL OPERABILITY
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ANALYSIS
AN FIELD PROBLEM
T N ANALYSIS l PROD.
. PMODELS
CUSTOMER DERIVATIVE
QUOTE CONCEPTUAL | “~_ ENGINE EARLY
DECK PD ~ STUDIES PRODUCTION PROD.
s N wssionurFe | DEVELOPMENT STATUS
- AN ANALYSIS PAINS MODELS
RATING CYCLE OPTIMIZATION N Ceaa0in  TRENDIN
DEFINITION AN APPI[\:(E:Y\VTION / CONDITIOC;‘
.
TECHNOLOGY Erioies FLEET MM oDELS
PARAMETRIC SCREENING & N PERFORMANCE
AR MATCHING R MONITORING
. g
_______ M _/ STUDIES
| ! DETERIORATION
1 DERIVATIVE ENGINE ! STUDIES
! REQUIREMENTS |
1 1
Figure 2.1 Engine simulations throughout the engine life cycle (from [9])
INTRODUCTION PART | 29



Chapter 2 Gas turbine performance simulation

Naturally, for a particular engine design, the models will evolve froiy stage
conceptual design studies, where the cycle design parametersarsed and
optimized, towards models that accurately represent specific perforaspees of
the eventual engine design. For the different model types, diffplatfidrms and
tools will be used that ideally are integrated in a single fweorie in order to
minimize data entry and/or copy work.

In addition, modelling tools have been developed outside the engine OEM
environment for applications other than pure engine development. These
applications include performance prediction in aircraft design studight
simulation, power generation studies, operating condition effect analysis
deterioration effects, emission prediction etc. Arguments to devie&se models
were often the usually very limited availability of engine perfance data and
models (‘engine decks’) from the OEM.

2.2 Model creators and users

Figure 2.2 shows the relationship between the users and creators-ehgime
models at various levels, from the generally highly detailed maddehe research
environment to the lower detail engine performance decks used bymsyst
integrators, such as aircraft designers and industrial power plant integrators.

Response

Model Users Model Creators
Engine operators Requirements Suppliers of codes
Airframe designers «—

Evaluation testers
Development testers,

Requirements
—>

«
Response

Developers of models

Requirements
—>

Response

Figure 2.2 Model users and creators (from [9])

The figure also indicates that today, gas turbine modelling is oftea Hg
specialized developers based on requirements coming from the userseiiew
of aero-engine gas turbine simulation applications is given in [9, 13].

Today’'s OEM engine modelling environments are often based on a lefjacy
tools and software codes, resulting in series of engine specific snddét means
development of models for new engines requires significant effodsiding
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significant coding work. From the nineties onwards, the OEMs havedttot
develop generic tools that enable rapid set-up of new models including MD
(Multi-Disciplinary Optimization) capabilities [3-7]. Meanwhjleutside the OEM
community user friendly modelling tools are required with high degies
flexibility to model different engine types using limited engine pentoice data.
With the range of applications gradually expanding outside the engine design a
these ‘non-OEM’ models are of increasing importance and are icgvan
increasing number of applications shown in Figure 2.1. Applications inchildesf
analysis, performance prediction, gas path analysis, diagnostics, emissiongpredict
and life cycle management studies. Several OEMS seek coliaborsith the
‘non-OEM’ model makers and other OEMS to combine efforts in devejopi
powerful generic modelling tools for many different applications [14, 15].

2.3  Performance simulation scope

Cycle performance modelepresent performance of the whole gas turbine
engine. These usually simulate the processes in the enginemiitidlfidelity. 0-D
(i.e. zero-dimensional or parametric) models calculate averadees for pressures
and temperatures at the gas path stations between the componentadivoreed
cycle models may also include 1-D and/or mean-line modelsettighthe change
in gas state parameters as a function of a spatial pargigterin the direction of
a streamline).

Higher fidelity multi-dimensional models usually are representinggmena in
a limited area within the engine. Examples are compressor onduskkge CFD
models or complete component models that are capable of predictimzpent
maps. The interaction between the detailed phenomena and the whole engine
performance can be simulated by combining 0-D and multi-dimensional snodel
One approach is to run the multi-dimensional model as a component ohdhe w
engine model. This approach, also referred to as ‘zooming’, requires
transformations between multi-dimensional model boundary conditions and 0-D
averaged gas and flow conditions at sa@tationin the cycle [15, 16].

Another extension of modelling scope is applied with multi-disciplinary
modelling where the relations between properties of differentplirses such as
aero-thermodynamics, structural stress analysis, life andnabtsis are defined in
order to obtain optimized engine or component designs using multi-disciplinary
optimization (MDO) methods [15, 17].

This thesis will be primarily focused arycle (or ‘system’or ‘whole engingd
performance modelling and simulation.
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2.4  Joule-Brayton cycle

A gas turbine converts thermal power into mechanical power usingtie- J
Brayton thermodynamic cycle shown by the h-s diagram and prodessiesdn
Figure 2.3. The nature of this cycle and how it is realized in haedwgra
particular configuration of gas turbine engine components largely deteritiiae
engine performance modelling approach.

Enthalpy h

Entropy s

Figure 2.3 Simple Joule-Brayton cycle process scheme and h-s diagram

In Figure 2.3, station numbers 2, 3, 4, 9 and g represent the transition points of
the inlet (0-2), compression (2-3), heat addition with heat fluX3e) and
expansion (4-9) phases of the Joule-Brayton cycle. The power gehdrnate
expansion in the turbine T from 4 to g is required to drive the cosgr€s Station
‘g’ indicates the end point of the gas generator process. Gas turbinesdIpdrave
agas generatothat converts the thermal power added to the cycle into ‘gas power'.
Gas power here is defined as the maximum mechanical poweathée obtained
from expanding the hot pressurized gas exiting the gas generatoicet gtathis
maximum is equal to the kinetic power that would be obtained aftertropic
expansion of the gas at station g.
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The expansion power from g to 9 can be used to generate a jet byiexparss
nozzle for aircraft propulsion, or to generate mechanical shaft prweérive a
generator for example. In the latter case the expansion from g to 9 may take place
additional turbine stages.

Either an open or closed cycle may be used. With an open ‘air-breathioie,
the heat Q can be added by internal combustion of fuel.

2.5 Gas turbine engine configurations

2.5.1 Simple configurations

In this thesis, the scope is limited to open cycle gas turbinds imtiérnal
combustion. Then the gas generator consists of a compressor (C), conabustor
burner (b) and turbine (T) as shown in Figure 2.4 (with station numbers
corresponding to Figure 2.3). Figure 2.4a represents a turbojet engine with a
diffuser shaped inlet (0-2) and an exhaust nozzle (5-8) to gengradpelling jet.
Figure 2.4b shows a simple turboshaft engine with a bell mouth inletnBiegeon
the application, the exhaust (5-9) in Figure 2.4b may include a diffuseaximize
expansion in the turbine.

/23 45\8>9\23 4 5 9
b C.

—

- [
_—
b

a) - b)

Figure 2.4 Simple turbojet (a) and turboshaft (b) configurations

The configurations in Figure 2.4 only represent simple gas turbine engine
configurations. Depending on the application, many variations exist in
configurations with multiple shafts, compressors, turbines, diffuse@rabustors,
afterburners/reheat combustors, recuperators and intercoolers.

If component design performance parameters such as inlet masgifessure
ratios and fuel flow are given, cycle design performance can belaigld, as will
be explained in section 2.6.4. As the end of the thermodynamic prsatffsrent
for the turbojet and turboshaft configurations, also the cycle adilcos are
different for these configurations.

2.5.2 Aircraft propulsion
For large commercial aircraft propulsion, turbofan engines are Udezke
configurations have multiple shafts, compressors and mixers or tepataand
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cold exhaust nozzles. Smaller aircraft often use turboprop gas turhjieeg
which usually comprise of a gas generator and a free power turlhieg¢urboprop
provides both shaft power to the propeller and some (minor portion o$f thith

the exhaust nozzle jet. Finally, helicopters, except for the veall nes, use
turboshaft engines which also have a gas generator and free powee towbi
usually no exhaust nozzle thrust.

2.5.3 Power generation

For large scale power generation, the configuration shown in Figure 2.4b is
often used, often in combined cycle configuration where the exhaust lsatiso
power a Rankine (steam) cycle for example. Advanced configuratiasisveth
multiple combustors to maximize performance and efficiency. Follamscale
power generation often ‘aero derivative’ turboshaft designs are degded from
turbofan aero engines.

2.5.4 Implications to models

The h-s diagrams for these engine cycles often have additiong@ression,
combustion, expansion and other elements. Naturally, the complexity of
performance models strongly depends on the complexity of the engine
configuration. In addition, the gas turbine configuration usually detesnthe
types of boundary conditions for the simulation. With a jet engine mindel
example, a steady-state operating point can be calculated feerafgel flow or
turbine entry temperature. Then thrust, rotor speeds and other paraahets are
calculated as simulation output, since these are determined Hdyetingotynamic
equilibrium of the stabilized engine operating point. For a turboshajine
however, often the output shaft speed is specified as a constatiheandhaft
output torque and power can be calculated for a given fuel flow.

It is often practical to specify a power output parameteriraglation input
instead and calculate fuel flow required. Power output can be speasieshaft
power for a turboshaft or turboprop model for example. For a turbofan engine
model, thrust or fan rotor speed or some other parameter representiggspetiving
can be specified as simulation input.

Considering the model boundary conditions (i.e. the simulation input and output
parameters) is important in view of their impact on the equatioats must be
solved during the simulations and the meaning of the simulation results.

2.6  Modelling the gas turbine cycle

2.6.1 The gas turbine cycle versus reciprocating engine cycles

In the gas turbine engine’s Joule-Brayton cycle, combustion takes alace
constant pressure, and compression, combustion and expansion are continuous
processes. This is the primary difference with reciprocatinghengicles in piston
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engines, such as Diesel and Otto cycles. Note that thesd apemlcycles taking
place in ‘air breathing engines’ as opposed to closed cycle engiths as
externally fired closed cycle gas turbines, Rankine cycle engsueh @s steam
turbines) and Stirling engines. Closed cycle gas turbine enginesutsiee the
scope of this thesis.

In reciprocating engines, compression, combustion and expansion take place
intermittently on separate charges of air or gas that areteglpeaupplied to the
engine by ‘scavenging’. Primary parts of the process are desénhm@scribed
volumes with valves that are opened and closed during specificspbfatbe cycle.
Combustion or heat addition does not take place at constant press{idedilyt) at
constant volume instead. Simulation of steady-state operationgnopsiwer and
rpm) of a reciprocating engine cycle requires modelling the dysami the
scavenging, heat release and piston movement effects. Since theessiomr
combustion/heat release and expansion processes are separatedtieyican be
simulated sequentially. Only if the exhaust gas condition someheat@athe inlet
air conditions (pressure and temperature), for example via a halger, an
outside iteration would be required to determine the operating point.aattinis
simulation can be easily extended to a quasi-steady-stateetrasishulation where
engine torque is translated into engine acceleration in the foarsofall stepwise
increase of engine speed.

2.6.2 Gas turbine cycle dynamics

Contrary to reciprocating engines, the gas turbine cycle (for alysstate
operating point) can be modelled as a full steady-state pradeseady effects in
turbomachinery and combustion can be ignored since these do not have specifi
effects on performance parameters that usually are of prim#gest with an
engine system simulation. However, with the continuous flow through the
subsequent engine components without separation in time of compression,
combustion and expansion phases such as with reciprocation engines, thes
processes directly affect each other. Pressure effects prepaigatthe speed of
sound downstream the engine gas path, and also upstream unless t®Kesvat
some point. Temperature effects propagate along with the gas flam, with
velocities in the order of Mach 0.5. While engine rotor speed dysaimc
determined by rotor inertia or control system dynamics have tiomstants in the
order of 1 second, propagation of gas state changes happens within frattons
second and can usually be considered instant and not affecting sysiemmaece.
A slight change in compressor pressure ratio will immediatefgcafturbine
performance for example, which in turn will affect the compreeperating point
through the shaft connection. A change in fuel flow will increaskirterinlet
temperature, and therefore density which in turn will require a higbrapressor
pressure ratio to maintain the flow rate. Changes in operating iomsdguch as
inlet conditions and fuel flow will cause the engine to ‘find’ a neguilibrium’
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steady-state operating point. A free running gas generator withafiocennection
to the outside will accelerate or decelerate to a new sttathy/rotor speed and
consequently new internal pressure levels.

2.6.3 Differential equations

As a result, a gas turbine engine system performance model mastiebé&o
determine these equilibrium operating points. Equilibrium states t#ragscan be
represented by solutions of sets of differential equations descriténgelations
among the system state variables. Gas turbine engine systdormpece
characteristics depend on the characteristics of the indivchraponents. A gas
turbine system model therefore must include appropriate represesatatif
component performance characteristics. It further must représentelations
among the components in a set of differential equations. Thesedenthe
equations for conservation of mass, energy and momentum and the cspecifi
component characteristics (relations among parameters such asafwrotor
speed and power, pressure and temperature change etc.). The solthi®seifof
equations is a number of parameter values uniquely defining the engia¢irape
point (all other parameters depend on these). This way, the mpdetents the
overall engine system performance as a function of operating conditishsas
inlet pressure and -temperature and fuel flow.

2.6.4 Design point calculations

Prior to simulating performance of a particular engine, the engingndeas to
be determined in terms of component configuration, design parameters and
component characteristics. These may either come from enggedications (an
existing engine design) or from a cycle design exercise (a ‘pamgned. In
general, a design point (DP) simulation must be performed calguldite design
point operating point parameters from a set of given DP operating ioosdénd
cycle design parameters such as mass flows, pressure ratiasirbimeg entry
temperatures for example. The DP calculation result determireegadrticular
engine design and size and representsyhbke reference point CRiBr subsequent
off-design (OD) operating point calculations

The DP calculation may be merely a straight forward calouldtom inlet to
exhaust without iteration if all primary cycle parameteesgven. A good example
is the DP calculation for a single spool turbojet with given inlet conditions and mass

! Note that a model DP is not necessarily the same design point in an engine development project
where often multiple design points are defined wsjtlecific performance requirements. For a turbefagine
for example design points may be defined for tafiieemd-of-climb and cruise. The single DP (i.e.®)Ror a
cycle model may be any of these or even a sepanaté desired. Usually though, the model DP cqoesls
to a high power operating point such as take-offgrcat ISA conditions for a turbofan engine.
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flow, cycle pressure ratio, fuel flow and component efficiencies lagsks (see
example in section 11.4, Figure 11.3). Often iterations are involvegecific
relations are required between cycle parameters such dsvairate and pressure
ratio and/or power output. Typically, during series of DP calculatigith cycle
parameters varying over specific ranges (‘parameter sweepe’ engine size is
adapting to the cycle parameter variations. For example, turbindernbzaugh-
flow area will have to adapt to variations in volume flow theduit from the
variations in cycle parameters if mass flow is to be kepttanhsOften, the
objective of DP iterations is optimization of particular perforneaparameters such
as specific fuel consumption, thrust or power.

2.6.5 Off-design calculations

An off-design (OD) calculation involves iteration towards an opegagioint of
a fixed given engine design. The result is a set of cycle paesrstisfying all
conservation equations for operating conditions (see section 5.5) defiaitmthe
DP operating conditions. The engine design usually has been determirsad by
initial DP calculation. Due to the iterations, the OD calcafatinormally involve
much more numerical processing time than the DP ones.

For steady-stat€OD point simulations, all time derivatives and time dependent
terms in the equations are inactive and equal to zero.

Transientoperation analysis requires a more complex form of OD simulati
By adding time derivatives to the shaft power conservation equatinds a
specifying rotor inertia, the major transient effects on sygterformance can be
captured accurately using a quasi-steady-state approach vatdysitate
component characteristics. This is a valid method since the gamiys effects are
orders of magnitude higher in frequency bandwidth and therefore usually do not
significantly affect system performance. In some casés;tefof heat transfer and
mass- and energy content dynamics in the volumes become signé#itérihen
must be added to the model.

2.7 Relation to other process simulation tools

The above described methodology is specific to gas turbine and sgstam
simulations where both design point and off-design performance prediction is
required. System models are composed of sub-models representing tigas pa
components in which a specific compressible medium flows continuousheére
one or more inlets and outlets.

This is different from typical process flow sheet simulatiaolg (e.g.
AspenONE [18], Cycle Tempo [19]) that usually cover larggstesns often
including gas turbine models as sub-elements, usually with limitad off-design
or transient simulation capability. A common example is a combipeld system
in which a steam cycle is used to convert gas turbine exhaustohadditional
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mechanical power. The steam cycle simulation involves procesghsboth

compressible (steam) and incompressible media (water). Tharbase sub-model
inside the flow sheet model often requires only limited fideilityview of the

overall system model requirements.

Dedicated higher fidelity gas turbine simulation models can be cotgplav
sheet programs using modern interface technology, providing the flow sbéet m
with accurate gas turbine design, OD or even transient perforrdateceepeatedly
upon request. For steady state system performance analysisplar sapproach
may be used in the form of look-up tables pre-calculated by thiidpgise model.
These would typically represent performance parameters asofurnétoperating
condition parameters such as ambient or inlet conditions, fuel flowpfaperties
and power setting.
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3.1 Gas turbine performance modelling challenges

The development and efficient operation of improved and more envirdaltye
friendly engines and engine systems require more and more sophisticatelting
and simulation tools. Efficient and accurate gas turbine engine parfoem
prediction and analysis have proven to be essential for furtheovempents
relative to today’s state of the art. The ‘law of diminishingunes’ means the
performance improvement potential left in today’s engine designstés af
detailed design adaptations whose effects can only be efficiendllysed using
accurate models. Examples are detailed cycle models used tozepsgstem
performance by analysing effects of small component design chamge€ D
simulations generating 3-D optimized turbomachinery blade geomgttesed in
all directions). Consequently, for system performance simulatiore tie a
challenge in improving the following aspects:

3.1.1 Physical modelling

The methodology of 0-D modelling of the basic thermodynamic processes in gas
turbines is well known. [9, 13]. In 0-D models, the averaging of gas piepeaitt
flow cross sections in the gas path implies limitations in $eofnmodel fidelity.
However, for accurate simulations, many small and secondargtsffieust be
captured, requiring specific extensions, sometimes in the form of 1-D or even multi
dimensional sub-models. Moreover, analysis of detailed phenomena réindlga
effects requires new innovative modelling elements embedded ipsteensmodel.
An important example is adaptive modelling in order to establistiar$abetween
performance and engine component condition.

3.1.2 Numerical methods

The numerical methods to modehole engined-D gas turbine DP and OD
operation can be implemented in code for a particular engine faalgtgtforward.
However the very non-linear nature of gas turbine performancecathastics
requires specific attention to the numerical methods to mitithegeconsequent
numerical instabilities. An important factor here originates fitbile component
maps (especially of compressors), that often show very non-linglaaviour.
Sometimes the maps have limited accuracy or even discontinsitesrely
hindering numerical iteration stability and convergence.
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3.1.3 Generic components

Instead of repeatedly implementing models in computer code for eesvy
engine it is more efficient to invest in generic methods to sped¢deumodelling
and simulation work that will have to be done many times for difteengines and
applications. Advanced software engineering technologies are redairegrk
towards a fully generic and flexible gas turbine modelling environment.

3.1.4 User interface

The user interface is an essential element for the effeetdgeand efficiency of
the performance analysis work. This means the user must havesthevee/iew
possible of his model configuration, data and also simulation rebidtsnust be
able to produce advanced graphical presentations of the resultdetréyt show
relations among parameters. In addition, error reporting and debugging options
must be added to provide clues why simulations get stuck, errors acaodhner
unexpected results emerge. With a poor or limited interface, the user becomes prone
to hidden errors compromising results and may well miss valaalallysis results
and insights.

In larger engine research and development organizations, mangmliffieodels
are used and many types of simulations run. In order to maintain anegwef the
rapidly accumulating model and result data, model configuration- and cas
management functionality becomes important, enabling the user to rgetdback
to existing model configurations and simulation cases.

3.1.5 External interfaces

There is an increasing need to couple gas turbine models with othersritodel
order to simulate performance of larger systems. Examplesoanbireed cycle
installations or aircraft models including detailed engine perforenanb-models.
Also, models from different disciplines can be coupled to represégraction
between engine performance and other aspects such as structurabrioeise
aspects for example. This is usually done for multi-disciplinapgimization
purposes. Also, high fidelity multi-dimensional CFD models can be edugl a
gas turbine system simulation in order to predict interaction batwietailed
aerodynamics in some location (e.g. a compressor stage) and system performance.

As a consequence, efficient external interfaces are requildding data
export and import options (for example performance deck tables), ibeeghces
transforming 0-D averaged gas properties to profiles for multiwkoeal CFD
models and interfaces to structural load (FEM) models. In addiipplication
Programming Interfaces (API's) may be required to control gdsine model
simulations with another simulation tools. An example would be Matiabning
an aircraft model that obtains propulsion system performancedrdaiaa separate
engine model via API calls.
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3.2 Objectives

Already during the 1980s, at both Delft University of Technology (D&Iid
Dutch National Aerospace Laboratory NLR a need for accurate pgeformance
simulation of a variety of gas turbine engines emerged. Airergfine performance
analysis using tests became expensive and was limited by @Eikictions on
adding instrumentation. Flexible generic tools for gas turbine systeulasion
were not available. DYNGEN [20] was available but very iistaand limited in
terms of engine configuration flexibility. This prompted the startalfaborative
efforts by NLR and DUT to develop generic tools suitable to sitaydarformance
of different types of gas turbine engines. Over the years and with the increasing us
community many new requirements emerged related to applicatioms asic
adaptive modelling for diagnostics and test analysis, real-Simmilation and
industrial gas turbine simulation applications. Complex cycles including
recuperated and intercooled cycles, engines with complex multiple shaft
arrangements, various gas turbine sub-systems and loads such asngrajsgllhad
to be covered (also for these, there were no generic simutabts). Most recent
requirements include configuration and case management functions areddetai
modelling of micro-turbine specific aspects.

The main objective of the research and development work describédsin t
thesis is to meet these requirements and to develop a gas tydigra simulation
environment that

1. enables accurate modelling of the physical processes that deteyasine
turbine system performance characteristics,

2. represents the thermo- and aerodynamic processes in the compoments usi
0-D or 1-D sub-models with sufficient fidelity to predict theffects on
system performance,

3. includes consistent representation of the energy and mechanical power
transformations among components,

4. enables accurate prediction of effects of design parameter- aratioger
condition variations on steady state and transient performance,

5. employs the optimal mathematical representation of the aero-
thermodynamic processes in the gas turbine components in terms of
fidelity, accuracy and computing power limitations,

6. employs mathematical models that can be implemented in a modern
programming language.
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Additional requirements must be met to assure sufficient usakslitifware
maintainability and extendibility over a long period. These include

7. auser-friendly user interface,

8. flexibility to model any gas turbine configuration using a user cordigar
component stacking concept,

9. flexibility to easily extend the functionality to improve fidelithew
applications and effects and to couple the models with other nmgpelli
environments,

10. a configuration and case management functionality to efficiendgage
model- and simulation result data.
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This thesis describes a synthesis of the gas turbine systefornpsrce
modelling and simulation work focused on the objectives described in Chapter 3.
This includes the research required to find the optimal matheahatipresentation
of the aero-thermodynamic processes in the gas turbine compondats of
fidelity, accuracy and computing power limitations.

The work has been performed at DUT and NLR during the period from 1996 to
2014 where GSP has evolved from a FORTRAN based derivative tNABA
public DYNGEN code [20] to today’s GSP version 11 for the Microgihdows’
platform. As such, the thesis may serve as baseline for furticelling
development work inside or outside GSP and also as a guide to usingiGel
performance analysis problems. The work described in the theligdied in three
major parts:

PART | INTRODUCTION

The material already discussed in this part, including histdseekground, an
overview of gas turbine performance simulation methods and applicagsesych
and development scope and objectives.

PART I MODEL DEVELOPMENT

In PART Il the model development work and results are descritmckrs
chapters are based on publications. Most publication content howevdriisithsl
over multiple chapters with some irrelevant parts omitted.

Chapter 5 gives an introduction with an overview of modelling methods f
whole engine system steady-state and transient simulation gload description
of the GSP gas turbine modelling methodology

In Chapter 6 GSP’s object oriented design architecture providinigettikility,
code maintainability and extendibility is described.

In Chapter 7 the gas model is described including the chemical eiguilibnd
gas composition calculations for prediction of emissions and fuel type effects.

Chapter 8 describes the scheduler and limiter numerical modekmte for
controlling simulation boundary conditions.

Chapter 9 describes the modelling of thermal effects.

The GSP object oriented graphical user interface is describetidaptes 10.
Different model configurations run cases can be stored in a GSRctpaujd
inheritance is used to rapidly derive adapted model configurations and run cases.

Chapter 11 describes the internal processes in a GSP simulassions
including the subsequent steps from model creation to running the simitisian
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A description of the numerical initialisation setting up the NDif&l of the
Newton-Raphson iteration itself is given using the example ofmalsiturbojet
model. This chapter is valuable for the more advanced users ardkeaédopers of
GSP who need to understand the numeric internals.

Chapter 12 describes the generic Adaptive Modelling (AM) capabitited to
GSP for gas path analysis diagnostics and test analysis applications.

In Chapter 13 the TERTS real-time transient simulation toodlescribed,
derived from GSP and implemented in Maflab

Finally, an outlook into the future of GSP development is given in Chapter 14.

PART Il APPLICATIONS

In PART Il a number of applications are described, demonsgradiSP’s
capabilities and also showing best practices for users. Most chapéebased on
publications.

Chapter 15 provides an introduction and overview of application areas.

Chapter 16 gives a number of application examples developed for derionstra
purposes only. Thit fan driven by a turbofaexample is quite complex due to the
addition of a special custom component representing a clutch. Sonalaif
engine transient response to lift fan clutch engagement and disengageme
demonstrated.

Chapter 17 describes the application of the AM (adaptive modellapghbdity
for gas path analysis, engine diagnostics and condition monitoring.

Chapter 18 describes the use of GSP for development of a 3kW reedpera
micro turbine for CHP applications, including conceptual design, perfaena
improvement and loss effect analysis and analysis of scale effects.

Chapter 19 briefly describes a number of GSP applications focusaedveh
cycles, including a parallel twin spool micro turbine with a singtared
combustor, a rotating combustor micro turbine concept, a modern heavgasuty
turbine with a second reheat combustor and a multi-fuel hybrid turbofgineg
also with a second reheat combustor.

Chapter 20 lists a number of other applications and references toagiobk.
These application areas include exhaust emission prediction, alterfiagls,
lifing, in-flight gas path analysis and reverse engineering of component map data.

Important to note is that much of the model development work desdribed
PART Il has been performed following new requirements that emerged
performance analysis problems and challenges in the applicatios described in
PART Il

An epilogue is added with concluding remarks, an overview of the aaweht
of GSP seen from the developer’s perspective and an outlook into the future.
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Chapter 5 Gas turbine performance models

5.1 Model types

There are several types of gas turbine performance simulatidelsn ranging
from simple manual cycle calculation procedures to high-fidelily GFD models.
As already described in section 2.3, simpler models usually represgine
performance using a parametric (0-D) model in which only averagedtgies are
defined at ‘stations’ in a thermodynamic cycle or process. Thasestates are
related by equations (or algorithms in case of a computer modép Aimulation
of a pure steady-state operating point or process allows for theatien that all
time derivatives are equal to zero. Adding time as a fdota transient simulation
usually adds significant complexity to the model, especiallysib &ligh fidelity is
required such as in unsteady CFD simulations for example. Other tgpdslare
real-time models. These are used for (flight) simulators, haedinahe loop
simulations and similar applications. Depending on the application, rfiddlkty
can be traded for costs and execution speed, such as in training aisnfat
example which do not have an R&D purpose and therefore usually no tinteres
internal details of the gas turbine cycle process.

Multi-dimensional CFD models usually limit themselves to onbpacific part
of the engine or engine components in the gas path. Objectives ofteraadyse
local effects such as rotor-stator interactions that affeerage component
performance, results of which can be represented in a 0-D systmel (by
component maps) to predict effects on system performance. Lirdiiaged CFD
simulation to local areas saves time (setting up CFD modadsg@mputing power
as explained in section 1.4. Also, computation power requirements folasirgu
the whole engine in high fidelity 3-D cannot be met by today’s computers [9].

Advanced simulation tools employ various forms of the ‘zooming’ conset
section 2.3) where local CFD models run simultaneously with systedkels,
communicating boundary condition changes over special interfaces [3, 16].

5.2  Whole-engine system models

The models that represent whole-engine (or ‘engine system’) perfoema
usually are 0-Dromponent stacking modeEhese models represent the gas turbine
engine by component models ‘stacked’ in a particular arrangement corresponding to
the engine configuration. The component models represent gas path components
such as inlets, compressors, fans, turbines, ducts and exhaust nozzles that pass air or
gas to one another through their gas path connections. See Figure 5.1 for an
example of a simple GSP turbojet component model configuration.
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Figure 5.1 GSP turbojet model configuration

In this section, the general approach followed in GSP is describetl edricbe
considered fairly common for all component stacking models. An ertelle
overview of gas turbine system performance methods and the geramediyted
numerical methodology is given in [9, 13].

5.3  Engine system performance representation

As with a real gas turbine, for a given operating condition (inlet gondiand
fuel flow rate for example) the engine system model must ‘stabit a steady-
state equilibrium operating point. For this steady-state point, dewal equations
can be derived that must be satisfied in order for the operating point to be valid. The
operating point can be represented by a setd#fpendenperformance parameters
that are the unknown variables in the equations to be solved. Thiorguare
based on the conservation equations for mass, energy and momenturthalgag
path and include algorithms that look up values from compressor chistaste
such as compressor maps for example. Component characteristics apptenti
introduce strong non-linearity and in some cases discontinuity, e$péciahses
where the maps are inaccurate or obtained from poor or incomplete measurements.

Note that for a design point (DP) simulation, the calculation magtiaéght
forward in simple cases, not requiring iteration (see section 2.6.4).

The number ofindependentvariables is limited to the minimum set of
parameters that uniquely defines the engine operating point. Fronptresecters
all other cycle parameters can be calculated using the spéo#rmodynamic
relations; these are tliependenparameters. Interesting to note is that with generic
simulation tools that are not specifically developed for gas tudsigenes such as
PROOSIS [14], the specific relations among gas turbine cyclenptees are not
explicitly used. Then the model state is often represented bypratessarily high
number of parameters with many dependent on others through known relations. A
generic simulation tool is not ‘aware’ it is simulating a gas turbine and consgguentl
has to solve for a large amount of unknowns and equations (up to @d@nadnere
a dedicated tool such as GSP would need less than 10 for the sdityd. ficis is
consuming a lot of extra processing time. In addition, the solvehaile to cope
with an ill conditioned system of non-independent variables.
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5.4  Engine system operating point

Component operating point parameters such as rotor speed and pressure rat
(for a compressor for example) depend on the engine system operating-point
off-design (OD) simulations, these usually are the unknowns, or [shaseneters’
in a system of non-linear differential equations (NDEs). FordbRulations the
number of NDEs usually is small or even 0 (see section 2.6.4).nDiegeon the
type, each component model depends on a number of these state par#@meters
result, for the whole-engine system model, a set of state paranuistinctively
defines the engine operating point. The equilibrium of an OD steadyegiatating
point then is represented by a vectondaitate variable valueSthat is the solution
of a set oin NDEs. The state variables thus are the unknowns in a set of N2E
are composed of thermodynamic conservation laws and component performance
characteristics.

Apart from the engine component characteristics, the engine operatirigsp
depending on the operating conditions (see section 5.5).

5.5 Operating conditions

For a given engine, the operating point depends on the operating conditions.
Consequently, the engine operating conditions represent the boundary condlitions
be specified as simulation input to the model. Varying the operatinditons
(away from the design point operating conditions) implies off-desigmlation
(see section 2.6.5). The following categories can be defined:

5.5.1 Power setting

The power setting is usually determined by the operator to obtaiquaed or
desired level of power of some form depending on the application. Tlyishena
power in the form of shaft power or torque, jet engine thrust or pneupwtier if
compressed air is produced. The parameter directly affecting powire gas
turbine usually is fuel flow and this also is the simplest veagptecify power in a
gas turbine model. In practice however, power setting is usuallyifisdem
different terms, such as:

e Turbine inlet temperature (TIT) often used to specify a maxirpomer
condition as determined by the hot part temperature limitation.

e Turbine exit temperature or Exhaust gas temperature (EGT), used when
simulating cases including control system effects. Because lyusual
cannot be measured easily due the very high temperatures, BE@&assred
instead by the control system to indicate hot section tempetatgie(and
indirectly TIT). With multi-spool engines EGT usually is measunedhe
exit of the gas generator or high pressure (i.e. the first) tudsiarbine
stages.
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* Rotor speed. This usually implies the inclusion of control schedulédsei
model. For a turbofan aero-engine fan rotor speed N1 is often used as
primary power setting indicator in the cockpit.

» Engine pressure ratio (EPR), a typical jet engine power settingaiodi
similar to rotor speed N1, used in aircraft operation. EPR isrggne
defined as gas generator exit or exhaust pressure divided by inlet pressure.

» Shaft power or torque output, specified in cases where a turboslyafee
operating point simulation is required depending on the load. Examples are
large heavy duty or helicopter gas turbines with operating points/ex gi
torque levels and rotor speeds.

» Thrust, specified in cases where a jet engine operating point sonuist
required depending on required thrust. Examples include large turbofan
operating points at specific thrust levels and flight conditions.

Using the above mentioned power setting parameters instead of duel fl
usually implies the addition of an equation in the model to find the unknown fue
flow that corresponds to the specified power setting value (see section 5.5.5).

5.5.2 Ambient and engine inlet and exhaust conditions

Gas turbine inlet and exhaust conditions usually depend on ambient conditions
These strongly affect engine performance, especially with agioes applications
where static and stagnation pressures and temperatures intiigat altitude may
deviate substantially from sea level static conditions. Whebhierh or flight
conditions are given, pressure loss models may need to be addedrivirtethe
conditions at the inlet of the first compressor (‘station 2'}eslatively, the losses
can be ignored and station 2 conditions directly specified. The exhauditiao
can either be the ambient static pressure or a specific engine ‘basirpies

In addition to pressure and temperature, inlet flow medium (or aipepties or
composition may be specified. An example is the specification dicphiel water
fraction in the inlet air to analyse the effect of water injection.

5.5.3 Installation effects

Installation effects may be specified in many forms. Usually theyseptsome
extra loss associated to a particular application or installdixammples are inlet or
exhaust system pressure losses, power off-takes and compressor bleed flows.

5.5.4 Engine condition

In this thesis, engineondition (or ‘health’) is also considered an operating
condition. However, other than the external boundary conditions mentioned above,
it is not a real model boundary condition. Instead it directly &ffélte engine
performance characteristics. Since it is considereaffagiesign conditiorsimilar to
the other operating conditions, for practical reasons engine condition is treated as an
operating condition here also.
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5.5.5 Equations and operating conditions

The operating conditions used to specify the boundary conditions for the
simulation may affect the set of model equations. This espeaiafilies to power
setting. For example, fuel flow can simply be an input for expieditulation of the
combustion process without having to add equations. Turbine exit tempeaature
the input however makes the combustor operating point relations ingpticé fuel
flow cannot directly be calculated from it if an enthalpy basedngedel is used
(with varying ¢, see section 7.2). An extra equation has to be solved satisfying
conservation of energy in a relation between fuel flow and combustor exi
temperature (or turbine inlet temperature TIT). In this casegdboth parameters
are calculated during the combustion process simulation, a locébiepaocedure
may be used inside the combustor model. When HP turbine rotor inje¢riztore
(RIT) is specified instead of TIT (and'stage guide vane cooling is applied), the
problem moves outside the combustor and the approach described belquirisdr
with an extra equation on the system level.

If power output is specified as operating condition input, the implicitraatf
the problem comes to the system level. For a given fuel flosycke calculation
can produce power output as a result and the reverse is raltydi@ssible. In this
case, an equation has to be added to the set of system equations) (¢BEribed
in section 5.9. Alternatively, a separate iteration loop outdidemodel may be
used, but this usually is less efficient and prone to instaliliey to ignoring the
non-linear relations with the model. The extra unknown added to thensiista
usually is the fuel flow. After convergence of the extended setDO# '8l the fuel
flow corresponding to the specified power output is found.

Many other operating conditions in terms of simulation output are hathdfor
DP and OD simulation depending of the objectives of the analgsisiding mass
flows, rotor speeds, pressure ratios and, pressures and tempeegatsgscific
engine stations.

In GSP, specification of operating conditions requiring extra equationdyusual
means the model user has to add one of the scheduling and equation components
described in section 8.2.

5.6  Conservation laws
In GSP, the following relations are used for the conservation laws:
The conservation of mass for flow through a component:

dM,
dt

= Win = Woue 5.1)
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The relations between density, temperature, pressure, mass and aampone
internal volume:

M, = p. Vcomp (5.2)
am, ( 1 dp p dT) (5.3)
dt ~ \RT dt RT?2 dt) ™ '

Assuming the adiabatic isentropic compression relation between dpTand d
equation (5.3) can be worked into:

dM,  Veomp dp

= — (5.4)
dt yRT dt
The conservation of energy for a component:
am du
dt" U+ My == = Q = Win- hin = Wout- hout + PWaps (5.5)

Q and PWjsare the heat and power absorbed by the component. Note that in a

0-D model such as GSP, for most components, equation (5.5) can onlyustexal

by dividing the process in steps. Turbomachinery power for exampédcislated

using isentropic or polytropic efficiency from a performance mapuming an
adiabatic process without volume effects (i.e. changing mass and eneilyy
internal volume). This means the terms on the left in equation &e)first
assumed 0. Then after calculation of ByMhey are calculated for entry, exit or
averaged conditions and used to correct power (as described in sectipra®d4.5
component exit conditions (using equation (5.4)).

The conservation of energy for a drive shaft:

dw
IE(U = PWabs + PWdel (56)

The conservation of momentum for joining flows (in a mixer for exajnpr
calculating propulsive thrust:

Z(Win- Cin + Ain-ps in) + Fx = Wout- Cout + Aout-ps out (5'7)
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The relations for conservation of energy for a heat transfer bettie gas (g)
and a heat sink (hs) element in the heat transfer and theatvabrk component
models (see section 9.4):

Qns = U.A.(Ths — Ty) (5.8)
dT,
MhS' Cphs'd_t’:ls = ZQhS (59)

The time derivatives only are non-zero for transient simulafigra result, the
equations are reduced to fewer terms for a steady-state simulation.

5.7  Component performance models

In the component models, for given state parameter values, exiafidwgas
conditions are calculated as a function of inlet conditions and soesetitiner
parameters such as rotor speed, heat release, bleed flowsahsfar teffects etc.
The models may use both thermodynamic equations and/or empititainme The
compressor component for example calculates exit conditions as afuattnlet
conditions and compressor operating point, obtaining compressor efficency
pressure ratio from empirical component performartagacteristics

5.8 Component performance characteristics

Component performance characteristics are relations among twoom m
component performance parameters. These relations can be definetytigahoa
semi-empirical equations or experimentally determined with compdastst, and
presented in graphical form such as the compresapin Figure 5.2.

Usually one or two properties are required to determine the stain engine
component. The turbo machinery components (e.g. compressors, turbine)ehave
most complex characteristics. The map in Figure 5.2 shows thiemdietween the
4 compressor characteristic paramei#ts PR, N andzis. Any two out the first 3
parameter$\, PR, N determine the compressor operating point.

Dimensional analysis of turbomachinery as described in [21] andsf&&)s
that turbomachinery performance is described by 6 dimensionless groupef One
the groups is the ratio of specific heatswhich only significantly affects
characteristics in case of large variations of gas propefethis is not the case
with open cycle gas turbines, this group is omitted, leaving five pgrepdo define
component performance:
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R
wve \F
Corrected mass flow W, = —- 14
) Rstd
Vstd
N
Corrected rotor speed N, = ————
CE YR
VstdRstd
. Dt;,
Pressure ratio PR = i
Ptout

Component isentropic or polytropic efficiency 7

Reynolds number Rep = peb

. Tt. Py.
with = =2 and §= —z.
Tstd Psta

Ne. and W, are derived from true dimensionless parameters (with dimensional
parameters such as diameters left out) and are proportionabhde bp Mach
number and axial inlet flow Mach number respectively. With theoaating for
variations of R and y, real gas effects are included providing accurdesch
similitudefor corrected mass flow and rotor speed. As such, rotor ${haed mass
flow W arecorrectedto standard conditionky andps,g Using the correction factors
0 andé, and standard gas propertRg andys. As a resultN. andW; represent
the performance parameter relations independent of inlet conditions.

Often real gas effects on corrected mass flow and rotor sreeignored and
then the first two equations reduce to

Corrected mass flow W, = WT‘/E
N
Corrected rotor speed N, = 7

In GSP, real gas effects for corrected mass flow and rotodspeenaps are
optional.

The Reynolds numbdRe makes the fifth property determining the effects of
viscosity on the turbomachinery operating point. It is often omittee sironly has
a relatively small effect on component performance [21]. Thislie to the
relatively high value ofRe where its effects on friction become very small.
Sometimes, for example at high altitude operation of aero enginefeer much
lower than at design conditions, tie deviation is used in simple empirical
correction relations for efficiency and corrected mass flow.
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Figure 5.2 Example of a compressor map

In computer models, component characteristics usually are repaebgntaulti-
dimensional lookup tables. The component operating point is determined by one
more input parameters that are used for interpolation in the tabdbtéin the
output parameters. In a compressor map table for exahpdndW,; can be used
to lookup PR and#. Sometimes additional ‘helper’ input parameters are used to
avoid cases where parameters become insensitive to changes ref (othesing
system simulation iteration problems) such as the extra ‘Petai coordinate used
in the MTU map format [23]. Components other than turbomachinery yshale
simpler relations, such as

a duct or inlet with a pressure loss — corrected mass floworel@okup
table for example. The operating point then can be defined by the edrrect

mass flow,

a heat exchanger or recuperator with effectiveness — heat tgafmtes
(W.C,) relations,

a heat sink, with an empirical temperature - heat transfer relation,
engine specific control system relations.
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Often, component characteristics are used in OD simulations ortlyaticase,
the initial DP simulation then scales the map to the DP, sak@gcaling factors
for subsequent OD simulations. In case a map is used for a DRtsimubften DP
iterations (i.e. equations and corresponding unknowns) must be added yotlsatisf
conservation equations.

5.9 System performance differential equations

For a numerical solution of the set of differential equations septing the
engine model, error variables are introduced. For each equation, anagiabte
represents the deviation from the solution and therefore the deviatim the
physical relation among component states.

The choice of error variables is closely related to the chufictate variables.
The desired relation between state variables and error variaptbst each error
variable is sensitive to at least one state variablet Afssate variableS has to be
found yielding the value O for the error variallén each equation, or in vector
notation:

EG)=0 (5.10)

The error variables (in vectd) are a function of the state variables (in vector
S). In GSP, normalized states and errors are used, i.e. theyviateddby their
corresponding reference (often design point) values.

5.9.1 Solution method

The solution procedure is based on the multi-variable Newton-Raphson
numerical method. Linearization of equation (5.10) in a small regionndrthe
stateSyields the set of first order equations:

0E =].65 or AE=].AS (5.11)

A set of partial derivatives of the error variables to ttagéesvariables is now
determined

J =28 j=1.m) (5.12)
= Lj=1..n :
LJ AS]

wherei is the index for the error variabieand;j is the index for the statg J is
the Jacobian matrixdetermined by calculatingn{1) times through the gas turbine
model from front to rear: once wit® andn times (for each element & with a
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small perturbatior\s of elemenj of S in order to determine the sensitivitiée;
to the change of and thereby all elementss /As inJ.

By multiplying the left and right hand side of equation (5.11yhywe obtain

AS = J71.AF (5.13)

Equation (5.13) indicates how mu&has to change to reduEein a linearized
area. We can now iterate towal&hereE = 0 by subtractingnSand recalculating
J'in small steps using

Sii1 =S, —f.J 1 .E i=1,2.. (5.14)

f is a combined automatic and user controlled factor limiting thenitude of
correction steps thereby improving stability and rate of convergdimeeinitial S
can be represented by the design operating point at the beginning aflatisim
session (all elements & equal to 1) or by the previously determined off-design
operating point. The iteration continues while decreaSingtil the absolute value
of each element of Hs smaller than a user-defined inaccuracy. To reduce
calculation time, the Jacobian matds is not re-calculated for every neBper
stepi. Instead, the sam#’ is used repeatedly until convergence does not meet a
certain requirement anymore and then re-calculated. The convergepd@ment
may expressed by the sum-square oftleéements for example.

In addition, Broyden’'s Method [24] may be used to ‘update’ (insteade-of r
calculate) the Jacobian matrik based on the previous iteration step to save
calculation time. Broyden’s method was particularly useful whenpoaten power
was still relatively low, saving time to re-calculdte. While still an option in GSP,
it is today rarely used due to the increased risk of iteration instability.

The GSP solver also contains algorithms protecting against litgtadid
options to reduce if oscillation or singularity ofSis detected. Step size is varied
automatically to jump over local extremes H(S), to avoid the iteration from
getting stuck. Oscillation is a problem preventing convergence near the solution that
often occurs due to strong non-linearities in the model NDEs omooth’ maps.
Both oscillation on a single state variable (a single stat@blaroscillating and
causing errors to remain beyond the tolerance margin) and muttpdevariables
(e.g. two state variables intermittently jumping up and down) casetexted and
automatically compensated by reducingf and other iteration control parameters
can be manually adjusted to optimize iteration speed or prevent sitygafal in
case the equation set is ill conditioned.
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5.9.2 Steady-state simulation

For steady state simulation, the time derivatives in treservation equations
are all assumed zero and solving the set of equations direothdes the state
vector representing a steady-state operating point. It is poskitlghere is no
solution, which normally means the steady-state operating point cafisiotTdnis
happens for example if one tries to simulate a sub-idle steéamyeperating point
of a gas turbine: in reality the engine would not be able to susitin speed,
decelerate and finally stop.

5.9.3 Transient simulation
For transient simulation the time derivatives in the conservaquations are
integrated with the modified Euler method:

Xip1 = X + At (B x] + (1 = £,).x{41) (5.15)

with fe as the Euler equation factor. Fgefl the normal (explicit) Euler form is
obtained. With § < 1, the stability and accuracy improve compared to the normal
Euler method. In GSP, £ 0.

Due to the implicit nature of equation (5.15) with=f 0, x must be solved
iteratively. Since the dynamic equation terms (the timevdtves in the
conservation equations) are embedded in the conservation equations, equation
(5.15) is solved implicitly with the Newton-Raphson method solving etrer
equations for every time step. Apart from the time derivatinethe conservation
equations, there are transient effects on component performance no¢ddgyt the
steady-state performance characteristics. This is whytypis of simulation is
usually referred to as ‘quasi-steady state’ simulation. @Gaieady state models
however still have the potential to very accurately simulatgine system
simulation (i.e. within error margin of typically 1%).

5.10 The Gas turbine Simulation Program GSP

The main focus of this thesis is on the development of the Gas turbine
Simulation Program GSP whole engine system modelling environmehte imekt
sub-sections a brief overview is given of the history of this developmentaddif.t

5.10.1 Early FORTRAN GSP versions

Model development work initially involved the early work developirgRGas it
was still in FORTRAN code. Around 1986 GSP was derived from the public NASA
DYNGEN code [20] by W. Bouwmans, who added significant improvemnteritse
code structure and user interface for running on a main frameoemént with
command line user interface. He also added some new modellingohaiity.
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From there on it was further developed and used at NLR wherditgtainid
usability was enhanced. Already with the FORTRAN based GSitowerprior to
version 7, elements afbject orientation(see section 6.4) had been applied that
facilitated enhanced code maintenance and user friendliness. Afsonanual
object orientation’ was applied using indexed arrays of procedupessesting
different gas turbine components and their data blocks. This way, theaidd
compose an arrangement of model components representing a particular gas
turbine.

This was already a great improvement over the common prégstiea well into
the 1990s) of implementing specific gas turbine performance chastictedirectly
in the code, thereby requiring a recompilation for almost every changegine
characteristics. The latter practice has led to a lamggcieof gas turbine model
codes that later become almost unmanageable. As a result, thie gahae of the
FORTRAN based GSP had already some advanced capabilities.

In [25] an overview is given of gas turbine simulation tools and metheels at
NLR including FORTRAN based GSP.

5.10.2 Modern software implementation

With the introduction of 32 bit operating systems on PC’s (Windows@iind
1995, advanced software development tools (Borland Delphi [26]) became
available. These were offering optimal software flexibilitydamaintainability,
minimizing the problems such as experienced with the old legacy dedesbed
in section 1.5 and above. Consequently, GSP 7 was developed for the Windows
platform and modularity was maximized using object orientation. Alseparate
gas model was developed that can relatively easily be ad#@psichilar approach
was followed with TERTS (described in Chapter 13) for real-e&mgine modelling
for applications such as research flight-simulators.

The GSP software design methodology is described in [12] and Chapter 6.

5.10.3 GSP 7

For GSP 7, a completely new architecture including a graphicalintseface
concept was designed using Delphi’'s Object Pascal language. RiERAN code
of the component models was translated and embedded in the new framework.
Code maintainability, user interface, speed, execution costs (fiedariainframe)
was radically enhanced. Key in this development was the applicatiotject
orientation to the GSP architecture providing ultimate flexibfity further model
enhancements and extensions.

GSP 7 for Windows was the first practical object oriented gas tusbimdation
tool in 1996 and became the example for several others such as {id]vénrsion
7 onwards, many improvements and extensions were developed (desecrtbed i
following chapters) with the help of an increasing number of enginesearohers
and students. GSP became internationally recognized and now has many users.
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In this thesis, the modelling methodology is described with a focuhen t
elements that are unique or otherwise merit attention. For gegasaturbine
system methodology, references are given to public literature such asg%].13,

5.10.4 GSP today

To date, significant contributions have been made to developing generic
modelling methodologies with the Gas turbine Simulation Program GSP2512
27]. The objectives defined above have been successfully pursdeithea major
elements and results of the research and development work done BUUiotnd
NLR are described in this thesis.

The latest version is GSP 11 which is available from wwwegsptcom both as
a free non-commercial version with limited capabilities anfulk version for
registered users. A user manual [28] and a technical manualpf29ide the
primary information required by most users. In addition to the stdngasion,
custom component model libraries are offered and developed with mgdelli
methods and elements specific to customers’ needs.

GSP’s flexibility has proven valuable to many applications, exasnpf which
are described in Part 11l of this thesis.

5.10.5 Model development publications

The next chapters are mostly derived from publications. The G&flling
environment is described from different perspectives including aero-themanmity
modelling methods, gas thermodynamic properties model, softwardeatare,
model extensions to facilitate test analysis (adaptive modgliand more. The
publications are particularly focused on innovative elements in gdsnée
modelling methodology.

Chapter 13 addresses the ‘TERTS' real-time gas turbine engmdaton
environment. TERTS has been developed using elements of GSP thatdapted
in order to meet the real-time calculation speed requireme®B. 1Bodels were
used to validate TERTS real-time simulation results.
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Chapter 6 GSP, a generic object-oriented gas
turbine simulation environment®

6.1 Introduction

The ‘Gas turbine Simulation Program’ (GSP) is a component based performance
modelling environment for gas turbine engines. Both steady-state amsletrt
simulation of any gas turbine configuration can be performed by ettiaigli a
specific arrangement of engine component models in a model window asyedspl
in Figure 6.1. Typical applications include design optimization studies odf-
design performance simulation for analysis of effects of varyingratipg
conditions including deterioration and effects of control system chargicteris

)= BIGFAN.mdI H[=1E3

File Edit Modeldata Options Results Help

Fl. Cond | Design | gteadyStalel St Senesl Transient I

222 1114 2
i%ﬁiﬁi’mi

|Unchangeu{ ‘Not initialized

Figure 6.1 GSP model window with simple turbofan model

GSP has been developed at National Aerospace Laboratory NLRerdarstin
a collaborative effort with Delft University of Technology. SSNdLR is presented
with a wide variety of gas turbine performance problems, simul&tiols with a
high degree of flexibility are required [30]. In order to minimizeodel
development and software maintenance coggsneric gas turbine system
simulation tools are required for new modelling tasks. Thus, GSRlevadoped to
allow rapid adaptation to various problems rather than being dedicatespecific
task. MS-Window8 was selected as platform in view of the rapid increase mpche
available computer power, combined with the wide scale use ofofi@sating
system. GSP is implemented in the Embarcadero DSelmtiject-oriented

2 This chapter is based on: [12] W. P. J. Visset M. J. Broomhead, "GSP A generic object-oriented
gas turbine simulation environment”, ASME 2000-G¥39, presented at the ASME TURBO EXPO,
Munich, Germany, 2000.
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development environment [26], offering excellent means to maintainxaeaidethe
program.

GSP has a user-friendly graphidahg-and-drop interfac¢see Chapter 10) with
on-line help allowing quick implementation of new engine models and rapid
analysis of a wide variety of problems. During continuous developmefit, HaS
been extended and improved with new features including a chemicabdatand
several advanced 0-D and 1-D component models described in tbeirigl
chapters.

6.2 Overview

GSP calculates gas turbine performance, relative to a mefemperating point,
usually the design point. Apart from design point analysis, GSP icyarty
suitable for off-design analysis. Off-design steady-state anddranserformance
is calculated using the customary numerical methods of defining engstems
states and solving the equations for the conservation of mass, enalgy a
momentum, see section 5.5.

An information analysis exercise [31] indicated that, for meeting the
requirements defined in [30], a GSP gas turbine model must consistusér-
specified arrangement of components in a model window (see Figure 6.1)
corresponding to the particular gas turbine configuration. A single moddbwi
must provide access to all features necessary for the esggtem simulation.
Component icons, drag-and-dropped and positioned on a special panel, must be able
to represent any sub-system model (thereby providing GS&khifity). Each
component model requires user specification of data such as design gaint da
values and component maps using its own specific interface.

6.3  Architecture

GSP’s power in terms of flexibility and user-friendly interfaseowed to its
object-oriented architecture, designed with primarily these twditiggain mind.
The flexibility is to a large extent reflected in the componeodleliing approach.
The GSP component class hierarchy is given in Figure 6.2. Witlieeffiwvays to
develop or adapt component models, simulations of new gas turbine conbigsirati
with different degrees of detail and fidelity can easily k#ized. More details on
the architecture are given in [31].

For this approach, a generic solver was developed that is abléotoadically
solve and integrate the equations for any gas turbine configuration.olMee i
implemented in thengine system mod@figure 6.3) and calculates steady-state or
transient operating points for any valid configuration of components. ydtens
model also includes code for simulating items and processes igathéurbine
which are not related to single components such as the amhgétéfnditions,
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shafts transmitting torque or power between components, secondapnairstich
as cooling flows or compressor bleeds and transfer functions whichag@rhe
behaviour of sensors, control system functions etc.

6.4  Object orientation

The engine system model solver must be able to handle a s#iswéct
componentseach with an undefined number of states. Different components will
have different methods to add states and equations to the modsMitems
depending on their specific characteristics.

Object-orientation offers an excellent mechanism for this problemnyM
publications on object-oriented software design (such as [32]) shardeebasic
principles of object-orientationencapsulation inheritance and polymorphism
These principles offer significant potential to efficient gasihe simulation
software development.

Encapsulation enhances code maintainability and readability by concentrating
all data declarations and procedures related to a partmhjlect clasgsuch as the
compressor component model class in GSP) in a single codeClassesare
'types’ of objects. Implementation details (i.e. code not relgwathie scope outside
the object) are ‘hidden’, enhancing the overview over the difféuaictional levels
in the code. For example, it enables developers to change the imfdéareof a
gas turbine component model with minimal impact on the system maodsgtol
provides means to strictly control access to the internal compaiaatfrom
outside (i.e. by the system model), thereby preventing unintended piattions
and leaving only relevant control methods visible to the programmer.

Inheritance is used to concentrate code common to multiple component types in
abstract componentclasses preventing code duplication and enhancing code
maintainability. For example, the abstract ‘Turbomachinery comporass’ dn
Figure 6.2 represents abstractancestor incorporating all functionality common to
compressors, fans and turbines. These classes inherit this furitifnoah their
ancestor turbomachinery component class. Thorough a-priori analysike of
modelling elements is essential for a well-designed and effidigheritance
structure.

Polymorphism is the ability of parameters to represent objects of different
classes and is extensively applied in GSP. For example, tleensysidel code has
an abstract (polymorph) identifier able to represent any component in the model.
During simulation, the abstract identifier is able to accessd#tte and run the
simulation procedures of the specific component class. This wagothponent
objects in a system model anetualized
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Figure 6.2 Component inheritance architecture

6.5 Virtualisation

The GSP flexibility and user friendliness is established using sénéal
polymorphism elements in the architecture:

1. Virtual component performance simulation methods
2. Virtual component interaction with system model equations
3. Virtualized linking and interacting with adjacent or connected components
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6.5.1 Virtual component performance simulation methods

Virtualization of component performance simulation procedunesthod} is
essential for flexibility. This applies to any modelling environmentsimulating
systems of heterogeneous components. As described in section 6.4, ¢me syst
model controls a collection abstractcomponents.

Abstract components may represent differelaissesthat, onceinstantiated
during program execution and simulation (after loading the model fronortiect
file) define the actual component state and behaviour, both in tersimuiation
performance, user interface and other procedures.

Consequently, all component procedures used by the system (e.g. ulaicim
code) have been madéstractor virtual which means that they are ‘known’ in the
abstract components but not implemented. Before instantiation,alikract
components only know thaassthey will have to represent. After instantiation the
abstractor virtual methods will refer to the actual component class dependent code.
Abstract method$iave no implementation at all inside the owning cl&dual
methodsare similar, but may have already some functionality émginted that
applies to all inheriting classes. The abstract and virtudladstareoverriddenby
the corresponding methods in the component specific classes that & t
instantiated.

6.5.2 Virtual component interaction with system model equations

The different components have different relations to the systatassand
equations. Some components will need states to define the operatingepmiret (
mass flow state); others need to provide information for an equgign shaft
power for a power balance equation) and yet others may need botharSnil
virtual performance simulation methods described above, also abstractual
methods have been developed for controlling the component’s relatitimshei
system model states and equations. The abstract components irstdm bgve
abstract methods for this task. In the inherited specific compotesdes, states
and errors are controlled averriddencode implementations.

6.5.3 Virtualized linking and interacting with connected componeats

The components are arranged by the user corresponding to a gas tutieime sys
configuration using a drag-and-drop interface. Gas path components haagtgas
inlet and exit ‘ports’ to connect to other gas path components. Thisaway
component can discharge its exit flow into the next component’s inletr Othe
connections need to be made with internal shaft and secondary @ioftoponents.
Control components have their own connectors to the control ports pboemts

Instantiation is the creation of arstanceof a particular object class, including the alkbma of computer
memory and initialization of parameters; for examyhe creation of a compressor object that isyr¢éad
run in a simulation.
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requiring control inputs. Al these relations must be established aitahyadluring
arranging of the components and assigning connections to shaft and secandary ai
flow numbers. If not, the GSP graphical user interface would appdassisad the

user friendliness benefits lost. For all this to work consistdatiyall components,
these processes must be virtualized using abstract methods inbshacta
component classes.

6.6  Designing the component model class inheritance tree

It is up to the software architect to decide on how to build uptheritance tree
for optimal code maintainability and reusability and avoiding code dtiplica
Thorough information analysis is required, classifying different setomponent
model data and calculation routines and algorithms for correspoddisgesn an
optimally consistent inheritance tree. Although changes can &de nin the
inheritance tree at a later stage, this is undesirable inofitneaking the backward
compatibility of improved GSP versions with older model files. dosv, there is
no single best solution here and different choices may be made. Fgplex#dm
Map componentlass in Figure 6.2 is the ancestor of most gas path component
model classes, except Nozzles and Mixers. This is because Nanzeslixers
component models do not require lookup maps in GSP’s current version. However
if maps would be used for these components also in a future versigasahath
components would become child classes ofMlagp componentlass. In that case
however, this class would become obsolete since there is no aaldedn/having
parent classes with only single childs (and no saving on code duplicatmem).all
map functionality could be moved to it's pare@aé Path Component clgsand
the Map componentlass removed. Also Fans are now childs of compressors and
afterburners of combustors and this surely has benefits, but thels@erguments
to make them siblings instead. When moving particular classes inttgtance
tree, or moving data or modeling code among classes, the assocatsgadfied
model data will be lost when opening old model projects. Although GSP’s
backward compatibility always enables opening of older project, filas to its
generic XML model data storage capability, some data will abe tre-entered by
the user.

6.7 Gas turbine model structure

A GSP model can be decomposed into model (data) elements and model
procedures as depicted in Figure 6.3. The model elements includeea okri
component modebbjectsconfigured in a particular arrangement corresponding to
the gas turbine engine system to be simulated. The component modé&t abgec
instantiated model componentlasses (see section 6.5.1). The object's data
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structure and behaviour is defined by the code declarations and impd¢iome in
the particular class.

engine system
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] calculation
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airflows
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Series
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Figure 6.3 Engine system model architecture

Besides component models, also classes exist for shafts, secarfttamg and
transfer functions (mostly to represent sensor dynamics) thahwdaocenatically
instantiated into objects in a model depending on the user defined engine
configuration component model elements.

The model procedures control the manipulation and simulation of theutertic
arrangement of component model objects and other model elements. Tidesnc
reading and writing model data to and from hard disk memory, initialitieg
model, providing a user interface for model editing (specifying component
arrangement and editing component model data), selecting simulationamdde
numerical iteration control options, and controlling simulation execution.
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6.8 Component models

GSP component models are kept in component libraries. To the userathese
windows with component icons that can be copied onto the model panel hssing t
drag-and-drop interface.

For many simulations th&SP standard component librariege sufficient,
which include gas path components such as an inlet, compressor, tucbiandet
several controls ranging from ‘manual’ controls, allowing the user itectty
specify fuel flow or nozzle area, to components with PID (Praputilntegral
Differential) control logic and customary fuel flow/burner pressoraximum
acceleration and deceleration schedules. A number of primaiastacomponents
are shown in Figure 6.2. For all standard components, refer to [28].

In Chapter 8 a number of special components for scheduling paranpits, i
adding equations to the models for establishing user defined relations among
specific parameters or parameter limits.

All standard gas path component models are O-dimensional (processks i
components are not described along a spatial parameter). Therenamgber of
special component models derived (inherited) from the standard otieslbi
properties: The GSP 1-D multi-reactor combustor model includesatbelation of
semi 1-dimensional combustion kinetics and requires detailed gémahetr
combustor data, see [33] and Chapter 7. In section 9.6 a 1-D modetdperator
thermal effects is described.

The gas path component models include volume dynamics and heat soakage
effects. Component models employing tabular maps (such as comprasdors
turbines) include deterioration, variable geometry and Reynolds sffEot the
turbine, there is a blade cooling model.

Compressor and turbine map table format is compatible with thEuBa§34]
map format. This allows the use of the SmoothC/SmoothT programs ¢23] f
editing and smoothing maps.

6.9 Custom component models

Sometimes, components are required with application specific praparti
characteristics. This may be when detailed analysis into gppb#nomena inside
a gas turbine is required or for analysing the effects of specifine control logic
(e.g. non-linear, multivariable control, specific Full Authority DadjiElectronic
Control or ‘FADEC’). These custom components require code developmsiteout
the GSP development scope, but compliant to the GSP component classt.rule
They are provided in separate custom libraries that can be reiotiched by GSP
as Borland Programming Library (BPL) executable files, whichiar#as to DLLs
(Dynamic Link Libraries). With limited understanding of GSP’'shatecture,
custom components can easily be derived from the standard componetd mode
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using object inheritance (see section 6.3). Many custom componermsbban
developed and applied. The ‘Lift-fan driven by afterburning turbofan engine’
application described in section 16.3 gives a good example of custoporent
development.

6.10 Conclusions

The GSP gas turbine simulation environment is a tool for gas turpétens
performance analysis. The architecture has proven its bemnetisms of flexibility
with a variety of applications. The object orientation has fatéit numerous rapid
developments of application specific custom components requiringyegtasmall
effort.

GSP’s standard modelling capabilities are continuously being extbaded on
user demands. Many of those are rather specific and result onmcasmponents
inheriting from the standard ones, in order to prevent unnecessapfexity (too
many features) in the standard and generic components.
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Chapter 7 Gas properties, combustion and
emission formation model$

7.1 Introduction

With the increasing attention to gas turbine exhaust gas pollution, ahased
emerged to predict gas turbine exhaust gas emission levelsyatigvaperating
conditions. On the manufacturers side, the processes in the combestuwdailed
in detail (i.e. with CFD) in order to develop new technologiegtiuce emissions,
such as LPP and RQL combustion [35]. On the operational side, theterést in
how to minimize emissions by optimizing operating conditions such gmeen
condition, aircraft flight procedures, fuel type and water/steanotioje The latter
two variables mainly relate to ground based gas turbines, using ngasal
hydrogen or fuel obtained from gasification of coal or bio-mass.ddewy it must
be noted that liquefied natural gas and hydrogen fuels for aircrafto@ing
considered [36].

Several R&D programs have been directed at more accurassmsese of gas
turbine exhaust gas emissions and their effects on the environmagttest-bed
and in-flight measurements [37] and prediction with models. For dewnel
accurate models to predict emissions at deviating operating condiiotisate
measurement methods are required for validation.

An effective approach to analyse operating condition effects orsiemssis to
integrate emission models in gas turbine performance models likgathéurbine
Simulation Program GSP. A lot of work has already been done modelling the
processes in the combustor in order to predict the major exhaust gas emissions NO
CO, UHC and smoke, ranging from simple relations between engine panfoem
parameters and emission levels (0-dim parametric models [3& 88mplex CFD
computations [40]. Especially the more simple, often empirical, mosuire
some sort of calibration to a reference condition before they canséa for
sensitivity analysis, so they can be referred to as “off-desigri'tatio” models
[41]. For accurate direct prediction of emissions without anyeete data, CFD
calculations will be required. It must be noted that best resiiks combustion
CFD modelling still are suffering from relatively large uncertainty.

Ratio models can easily be implemented in an engine performance model
order to provide a tool to directly relate operating conditions ¢aebustor

4This chapterisbasedon: [33] W. P. J. Visaed S. C. A. Kluiters, "Modeling the Effects of
Operating Conditions and Alternative Fuels on Gasbihe Performance and Emissions", RTO-MP-14,
presented at the RTO-AVT symposium on "Gas Turliingine Combustion, Emissions and Alternative
Fuels", Lisbon, Portugal, 1998.
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operating condition) to emission levels. However, the potential ofsihgle
eqguation ratio models to analyse a large variety of effects is vetgdimi

In order to obtain better insight in effects of using other fuels,atlegi air
properties, water injection etc. a more detailed model is requiegdintegration of
CFD computations in GSP was not considered feasible due to fireptigional
complexity and computing power requirement of CFD in relation to the O-
dimensional GSP model.

A compromise between the CFD models and the simple empirical snacdel
multi-reactor models, which apply a limited degree of spati&mdifitiation inside
the combustor. Multi-reactor models usually include separate flonchendhical
models and offer a means to calculate a number of intermeglapetatures along
the combustion process such as primary and dilution zone temperatures.

The simplesicombustor flow modelemploy “well-stirred” reactors, assuming
immediate mixing of separate user defined reactant flows. Explagielling of the
distribution of cooling flows and the mixing processes involves a signific
increase in complexity (e.g. multi-dimensional models).

Simple chemical modelsassume complete combustion in each reactor (no
dissociation). Higher fidelity is obtained when calculating chendqailibrium and
best 1-dimensional detail is obtained when calculating chemical kind#icd3].

A considerable number of publications suggest the value of multi-reactor models
for prediction of especially NCemissions [42, 44]. These models include detailed
fuel and gas composition data and,N@mation kinetics.

This approach was considered as the best trade-off between naelay,fi
complexity and computing power requirements, and has been employed iorkhe w
described below. An important presumption was that the model would gyirneri
used to calculate deviations of emissions from predefined refenaaloes at
reference engine conditions.

7.2 Gas model

A first improvement necessary to be able to model the combustmesy in
GSP in more detail is a gas model including detailed accounting of gas
composition, and the implementation of the equations for chemical equiiitia
calculate dissociation effects and effects of evaporation ettag water. This,
combined with a detailed specification of fuel composition providessanmto
calculate effects of fuel and gas composition and water or stgaation on gas
turbine performance.

The resulting gas model is now used throughout the entire GSP engiae cycl
calculation and currently includes the following species:,, COO, Q, Ar,
H.O(gas), HO(liquid), Hy, CH,, CHg, CH4, CiHg, CsHig, O, H, OH, NO, NO,

No.
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For the gas path stations outside the combustor components, chemical
equilibrium is calculated for the G&O-0O,-H,0O-H, system:

2C0, © 2C0 + 0, (7.1)

2H,0 © 2H, + 0, (7.2)

For water, also the vapour-liquid equilibrium is calculated.

In the combustor, a more detailed gas model is used, calculating egylfor
CO,, CO, G, O, HO, H;, H, OH, NO, NO, N,. Because of the (usually) high
combustion temperatures all water is assumed to be vaporized.

7.2.1 Determination of the equilibrium composition

An efficient algorithm was developed to calculate the equilibriumgughe
equilibrium constants method [45, 46] thereby avoiding explicit solutiothef
Gibb’s equations like in the NASA CEA program [47, 48]. For typicatle
simulations involving large numbers of engine operating points, thisitnea
substantial reduction in computation time.

As explained more extensively in the GSP Technical Manual [29stem of
five or (for combustion) more equations has to be solved to find the unknown
fractions of the equilibrium composition at a given temperature. i@pthis system
is achieved by guessing one fraction and then calculating the btoris for this
guess. A new value for the,@action results from the other fractions again. The
deviation between the new value and the guess is used to itgrétidethe correct
value for the guessed fraction and therefore the correct equilim@mposition.
The guessed fraction must be a non-zero fraction and this nteke3-traction
suitable for this purpose, Since the calculation is required insidey fiteration
loops in GSP, an efficient algorithm has been developed for rapid congerge
towards equilibrium. However, because of the limited precisiomefnumerical
calculations on a computer, this will give problems if thefr@ctions becomes
smaller than about 1. Normally, this will not be a problem, because this only
happens in (very) rich mixtures and lower temperature in combustiambers.
However, within combustors fuel-rich zones can be present. Usually, the
equivalence ratios corresponding to-féactions lower than I8 are above
(approximately) 1.7. This means that except for special casesextittme rich
mixtures, the equilibrium composition can usually be found.
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7.3 Combustion heat release model

The combustion process is simulated assuming instantaneous attainment of
chemical equilibrium. This can be justified by the fact thatrbgarbon reactions
generally are rapid (see [49] and 48]) and therefore tlug &r the heat release
prediction will be negligible in most cases.

For the combustion reaction and chemical equilibrium calculatmmation
and reactant enthalpies must be calculated for both the combustion perthiets
reactants entering the combustor including the fuel. fElaetant enthalpyis the
enthalpy change, required to heat or cool the reactant to the cheefeance
temperature 293.15 KThe formation enthalpyis the internal enthalpy level
corresponding to a specific chemical composition. During a chemietior, the
change in the sum of formation enthalpies of the begin- and end products,
corresponds to theaction enthalpyr, for combustion, heat release.

The conservation of energy then dictates that the sum of reaatehfsrmation
enthalpies remains the same as shown in the next equations:

hreactantin + Ahyeqction = hreactantout (7.3)

with Ahreacifion = hformationin - hformationout (7.4)

or

- (7.5)

hreactantin + hformationin hreactantout + hformationout

The enthalpies in the equations above are all functions of gas compasit
temperature. As the combustion product composition is at chemicdibggumi
which is depending on the combustor exit temperature, an iteratreedure is
required. The equilibrium composition is repeatedly calculatedfascéion of the
varying exit temperature. The result is a combustor exit commosiénd
temperature at chemical equilibrium, also meeting the equations above.

The combustion process is simulated as adiabatic. Heat tramsfevotume
dynamics effects (see 5.6) are calculated afterwards andedppl the exit
conditions followed by a final chemical equilibrium calculation.

Combustion efficiency can be specified to represent losses thater¢he heat
release. These may represent heat loss and/or losses due to unburnt fuel.

For more details, see the GSP Technical Manual [29] (chapters 4 and 5).

7.4  Fuel specification

In order to maintain proper bookkeeping of the composition downstream of the
combustor, specification of fuel composition is required. Therefore G&&
extended with a flexible user interface module for fuel properties with either:
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« specification of hydrogen/carbon (H/C) ratio and heating value or
« explicit specification of composition.

For fuels with many different species like jet fuels, dfeation of all specie
concentrations is unpractical and the H/C ratio option is used witietiteng value
specified. The resulting combustion gas composition is calculated tnsnig/C
ratio and heating value is converted to formation enthalpy. Liquid fasds
represented by the properties Qbi;z.as in the NASA CEA program [47, 48] with
an enthalpy polynomial for methane for the specific hgatfar the reactant
enthalpy calculation). This polynomial is converted by a factor 1théodifference
in mole mass.

For fuels with a limited number of species, the composition caspbeified
explicitly (per specie) and the heat release can directhalmeilated from the heat
of reaction (changes in formation enthalpies) and the enthalpies oéabtants,
using the NASA CEA program data. This option enables the user toysprotfc
fuels such as those generated with bio-mass gasification and &tiowstailed
analysis of effects of alternative fuels on performance andsams, taking the
effects of deviations in combustion gas properties fully into account.

Other fuel properties to be specified include pressure and temmeesad data
to calculate fuel pump compression power.

The two methods can also be mixed. For this purpose the ‘vi@udJO, specie
has been added to the gas model species set described in sectfofugélZzan be
specified using a number of fractions for specific species plesidual C,H,O,
fraction of hydrocarbons with unknown composition but known H/C and O/C
ratios, specific heat,di.e. the assumed average value between fuel temperature and
chemical reference temperature 293.15 K) and formation enthalpy.

As a result, reactant and formation enthalpies, required for thbustion heat
release and exit conditions calculation, can be obtained by sumroatioa values
of the C,H,0, fraction and the other species.

The fuel properties described above are also used to calclulatesbmpression
power for either liquid or gaseous fuels. Especially in the cag@sdous, high-
temperature and/or low calorific value gas fuels (such as bigngs@sme cases),
fuel compression power levels become substantial.

7.5 Emission formation model

For gas turbine performance and emission prediction, the combustor medel m
accurately calculate both heat release and combustor exit gg®sittom. Heat
release is calculated assuming the combustion ends with chenidi#braim, as
calculated with the gas model described in the previous sections.

If the chemical equilibrium equations include terms for,NOO, and UHC
emission species, then the equilibrium emission values in a caombpsbcess can
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be calculated. However, due to the rapid variation of gas conditianpdtatures
etc.) in the combustion process, the formation of these emissions is highly subject to
chemical kinetics, resulting in emissions significantly deviafmogn equilibrium,
like “frozen” NOy after rapid cooling of hot gas. Thus, the model should include
kinetics to calculate the emission reaction rates.

In order to account for different reaction rates in the diffecentbustor zones,
the multi-reactor approach is required.

7.5.1 Generic multi-reactor model
A generic reactor model was developed, allowing the calculation of both
chemical equilibrium and kinetics between reactor entry and exit (see Figlure

injected gasl/liqui
P, T, Ma, Comp
2 reactor
A [T\ 1) Aealm?
gas y gas
entering mixing | reactior leaving
reactor: -ugyg%g : of e towards reactor
reactants | equilibrium
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Figure 7.1 Generic 1-dim reactor model

The reactor receives the gas from a preceding reactor anihéxitssuccessive
reactor (the first and the last reactors will usually conteecbmpressor discharge
and turbine entry instead, as shown in Figure 7.2). A second reactopentriys
the injection of fuel, cooling air, gas, water or other matter tomieed or
combusted in the reactor.

By stacking a number of reactors, a multi-reactor model is obtainadating
the subsequent processes of flow-dividing, combustion, secondary combustion,
mixing and, if desired, the injection of other species such as water or steam.

Any number of reactors, each with specific characteristicshbeapecified. For
a conventional combustor the first reactor would represent the grooarbustion
zone followed by one or two reactors for the secondary or terti@rmng) zones
(as in the two-reactor model shown in Figure 7.2). For detailedysimabf
emissions or for multi-stage combustors, more reactors can be added.
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fuel

cooling/dilution air

compr primary dilution turbine
exit zone zone
reactor 1 reactor 2

Figure 7.2 Simple multi-reactor configuration for a conventional combustor

7.5.2 Flow model

The flow model represents the distribution of the flows over theerdifit
reactors defined for the combustor. Mixing is assumed to occur instautsly (i.e.
well-stirred reactory The detailed combustor data necessary to determine flow
distribution often are hard to obtain. For a fixed operating point of aeotional
combustor model, a reasonable estimate can be made of the portiotalof t
compressor air flow entering the primary combustion zone (i.e. tteréactor),
which determines the primary zone equivalence ratio. Howeveretlicbhow this
ratio will change with changes in power setting or other operating caosliis
difficult and requires advanced experimental methods or CFD modelsaslt
therefore been decided to use fixed user defined ratios in GBR atage. Future
research will be directed at an attempt to find relativatypt 1-dim models for
this effect using parametric models of the aerodynamics ofabkng flows (e.g.
using equations suggested by [50]).

The limitation of user defined fixed flow ratios implies that validity of thedei
may well degrade with large deviations from the reference operating point.

7.5.3 Emission formation kinetics

For the exact determination of the combustor exit composition andniissien
fractions, the instant equilibrium model cannot be used. This is delteasin
[51] where application of kinetic schemes were compared witkecarilibrium
model, showing significant differences.

Emission calculations

The formation of all four emissions of interest (N@O, UHC and Smoke) is
modelled using the same generic approach, assuming two separa@nisies.
The first mechanism is "prompt" emission formation in a flame in an infjretebrt
time. The second mechanism is the subsequent change in emissionretinosnt
due to chemical reactions during the flow through the successitengar his way
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of modelling reaction kinetics (th&inetic schemeimplies the integration of
reaction rates, calculated at the reactor intersections. &hetion rates are
calculated depending on the type of emission.

Kinetic schemes

An approach was chosen using average reaction rates at the srdofoand
exit planes. By (trapezium rule) integration of these rates ithesreactors, a 1-
dim kinetics model is obtained.

For a number of species, relations between reaction rate, ggositom and
conditions can be derived. With known gas conditions, flow rates at &aoéore
intersections and reactor lengths, reactor residence timém aaiculated and used
for integration.

The kinetic scheme reaction rates are functions of temperatnce a
concentrations of species (including radicals) participating inehetion. Kinetics
of radical formation are neglected and equilibrium radical coreféots are
assumed. Due to the rapid radical reaction rates relativesidence times in the
combustion zones of interest, this is expected to be a good approximation.

Heat release is assumed not to be affected by emission ifommtelf.
Normally, this is a good approximation because exhaust gas emission
concentrations are very low.

The generic reactor model algorithm allows easy implementatioadgaptation
of equations for reaction rates of any specie. For the currentneadtior model,
kinetics calculations are only applied to the emission spedizs GO, GH, and
Soot (smoke). All other species are assumed to correspond with thrécahe
equilibrium composition.

Overall emission concentrations result from integration over the reactors.

7.5.4 NO,

A NOy prediction method is used similar to the methods described 6§42,
53] and extended with extra chemical reactions and equationscd¥@entration is
defined as the sum of NO and BIONG,, if existent, easily reacts to NO at high
temperatures. In the flame zone, a portion of, @y remain as a result of sudden
chilling [46, 54]. In a combustor dilution zone, B@ay also be formed due to a
shift of the equilibrium towards NOHowever, in most cases, the portion of N©
relatively small. Therefore, the sum of NO and Nfoncentrations is represented
by a single NO concentration in the chemical and kinetics models.

N,O concentration is calculated as an intermediate specie in@hoMhation
reactions. At the end of the combustaONs only present in very small (calculated
equilibrium) concentrations.

All four significant NQ, formation pathways are modelled: prompt, fuel and
thermal NQ and formation via BD. Fuel and prompt NOformation is assumed
instantaneous in the flame zone because both mechanisms areapieryand
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involve radicals that are only present in the main fuel i@actone. This is
consistent with the assumption that the combustion process reachidsrieoui
instantaneously (see section 7.5.3).

Prompt NO,
An equation for the prompt NOnole fraction is used suggested by [55]

[NO] prompt = xCH f (¢)\/B[No]eq.stoich (7'6)

where: Xy = mole fraction of hydrocarbon species in fuel,
f(g) = a function of equivalence ratip(see Figure 7.3),
p = static pressure (bar),
[NO]Jegstoich= stoichiometric equilibrium NO fraction.

0.009
0.008+
0.007+
0.006+
f(q) 0.005+
0.004+
0.003+
0.0021

0.001+

0 ¥ t f f f f
0.5 0.75 1 1.25 15 1.75 2
¢

Figure 7.3 Prompt NO, factor function

The empirical equation predicts prompt N@rmation at combustion of
hydrocarbon fuels according to the following reactions:

C,+N, - CN+CN (7.7)
C,H+N, -~ HCN+CN (7.8)
CH+N, - HCN +N (7.9)
CH, + N, - HCN+ NH (7.10)
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The radicals formed by reactions (7.7) through (7.10) may subsequentzeoxidi
to NQ..

Prompt NQ formation via the Zeldovich mechanism with super-equilibrium O
and OH radical fractions and the,M mechanism is neglected. This is a good
approximation because in flames, super-equilibrium O and OH fraaienssually
only present at temperatures too low for the Zeldovich mechanism [54].

The contribution of the PO mechanism to prompt NOformation is also
neglected because it only becomes significant at conditions whete NOta
emissions are very low [46]. An empirical functiog)f(Figure 7.3) is determined
using measurement data described in [56] and assumes negligible pM@npt
formation at equivalence ratios below 0.6 and above 1.65.

Fuel NO,

Fuel NQ, formation is specified with theonversion fractioni.e. the fraction of
total fuel bound nitrogen that is actually converted to,.N@6] and [57] indicate
that the conversion fraction seems independent of the way nitrogdenscally
bound in the fuel, but it strongly depends on the combustion environment (e.g.
equivalence ratio and fuel composition). Experiments by [57-60] itedilzage
differences in conversion fractions depending on many different fadtoveas
therefore decided to apply a user specified conversion fractiohdanaodel at this
stage. The fraction of fuel-bound nitrogen in the fuel is also user-specified.

Thermal NO,

For both the thermal and,® mechanisms, a reaction scheme is used to derive
an equation for NO formation rate, required for integration acrossulbgequent
reactors. Thermal NQformation rate is predicted according to the extended
Zeldovich mechanism:

N, +0 < NO+N (7.11)
N+0, - NO+0 (7.12)
N+OH o NO+H (7.13)

N>,O mechanism
For the NO mechanism’s contribution to the N@rmation rate the following
reactions are included:

N,O+M e N, +0+ M (7.14)

N,0 + 0 & N, + 0, (7.15)
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N,0 +0 < NO + NO (7.16)
N,0 + H < N, + OH (7.17)
N,0 + H & NO + NH (7.18)
N,0 + CO & NO + NCO (7.19)

In reaction (7.14, M is a non-reacting collision partner (alsteatahird-body
specie) for MO. It is only important at low pressures, where the reaction bghave
like a second order reaction while at pressures higher than 10bedraves like a
first-order reaction, so that M is omitted. Between the high-presand low-
pressure case, there is a gradual change between first ordeseeont order
reaction, described by the so-called Lindemann fall-off rate ] simplicity this
gradual fall-off is ignored here. N2 is assumed to be the collision partner.

The NQ, formation rate equation is derived similarly to [53] with slight
different reaction mechanisms. All the species are assumed o equilibrium,
except for NO, MO and N.

One-way equilibrium reaction ratg$2] represent the forward and backward
reaction rates of reactions (7.11) through (7.19) when equilibriunsisrees. For
reaction r, with on the left of the reaction equation, n speciesaweitbentrations
[X4] to [Xy], the (one way) equilibrium reaction rate is:

i=n
R =k, i |;|1[x i]eq (7.20)

ks is theforward specific reaction rate constant (Arrhenius law):

Eq
k = ATBe_ﬁ (721)

A, B are constants, ;Hs the activation energy and R is the gas constant. The
equilibrium reaction rat® can also be calculated using the concentrations on the
right of the equation and tHeackwardspecific reaction rate constant. As described
above, the reaction rak 4 for reaction (7.14) depends on the pressure level.

The factors, B andy are defined to represent the deviation from equilibrium of
theactualNO, N and NO concentrations at a time t during integration:
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NG (7.22)

B =m; (7.23)

N,O (7.24)
From the above equations and the equilibrium reaction rates for aru&till
through 7.19 the following equations for the reaction rates can be derived:

d[NO]
T R711 + B(R712 + R743) + Y(2R716 + R718 + R7.10)

(7.25)
—X (BR711+ R712 + R743 + 2aR; 16 + R715 + R7.19)
[N]
dr = R;11 + a(R712 + Ry13) — B(@R741 + R712 + R713) (7.26)
d[N,0]
- R714+ R745 + R717 + a(aR7 16 + R718 + R7.19) (7.27)

—Y(R7.14 + R715 + R716 + R717 + R7.18 + R7.19)

The N and NO concentrations may well assumed to be in steady state [44, 61]
With this assumption, the left-hand sides of equations (7.26) and (7e2Zpiar,
and andy become functions af and the relevant one-way equilibrium reaction

rates. After substitution o8 andy in equation (7.25), the following equation is
found for the NO formation rate:

I:a7.11
1 +a I:a7.11
d[NO] R712 + R7_'L3
= 2(1_ O’Z)D< R718 + R719 aR715 (7-28)
dt R,6t+ =2 1+
2(1+ a) F27;].4 + F27.‘].5 + I:a7.17

+ R7_'LG + R7.18 + I:a7.19

R7_'L4 + R7_15 + I:a7.17
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Equation (7.28) can directly be used in the integration in the reacidel. The
one-way equilibrium reaction rates can directly be calculated fyas conditions
and equilibrium composition, ang results from the actual NO concentration as
calculated in the previous integration step.

The first term between the curly brackets represents thé¥®alformation,
while the second term relates to th&ONmechanism.

Because the one-way equilibrium reaction rates can be cattulsieg either
the forward or backward reaction, the number of equilibrium concemtsato be
calculated can be limited to only the NO argDNequilibrium concentrations.

755 CO

For the carbon monoxide emission calculation, the assumption is made that
during combustion, fuel first reacts to all CO and water. Aftes thitial and
instantaneous step, CO further reacts tg @€pending on reaction rates calculated
in the reactor models. This approach is based on the fact that oxidatCO is
very rapid relative to oxidation from CO to @49, 51, 62]. The reaction scheme
is used for CO emission calculation only and does not affect Heasee Also the
CO formation rate still depends on equilibrium temperature level.

The reaction to C@is assumed to take place according to the dominant
mechanism at CO oxidation [62, 63]:

CO+O0H o CO,+H (7.29)

[64] proposes the following equation for the rate of carbon monoxide oxidation
assuming H and OH equilibrium concentrations and a separate cadioseni
carbon atoms for this mechanism:

[col.,

dlca] |
) [co,).,

dt

~Kyo: [OH],q D{1+ }([co] -[col.) @30

In Equation (7.30) ks is the specific forward reaction rate constant of equation
(7.29). It represents the effect of rapid reaction towards equilibriCO
concentrations at relatively high temperatures and also to semihlateffect of
frozen high CO concentrations due to sudden quenching. In the lategrticas
reaction rate constant will suddenly decrease to a very loweyahereby
preventing further rapid CO oxidation. The equation is integrated sadhes
combustion chamber reactors similar to the method for NO
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7.5.6 UHC

To predict the emission levels of unburned hydrocarbons, reaction a@tes
integrated starting at an initial concentration corresponding wighfiiel flow
entering the reactor. Two different reactions are used. Jet-Anfagl well be
represented by GH»3[47, 48] which initially reacts according to:

2C ,H,3 + 120, & 24C0 + 23H, (7.31)

Other jet and diesel fuels are assumed to react according t@#giion also. In
[65], the following equation is proposed for the rate of this reaction:

d[C1oH ] P ) o T 1 e
12__23 :—10115(—J Oet T |: _E:| CioHos [02] (7.32)

dt Po E

For natural gas and other hydrocarbon gas fuels, the flow of hydrocarbons
entering the combustion chamber is converted to a concentration of methane
assuming that the molar mass of the hydrocarbons is the sangerasthane molar
mass. The burning rate of methane is taken from [63]:

48400
diCH,] _ _loloze(_Fj [CH ]0.7[0 ]0.8 (7.33)
Tat 4 2

The UHC level is found by integrating either equation (7.32 or (7.33 demen
on the fuel type.

7.5.7 Smoke

The smoke emission model is based on a number of properties described by
[66]. It appears that the soot formed in flames only weakly depend$ieon t
conditions where it is formed. For example, the soot formation is haffeigted by
the type of flame (premixed or diffusion). Soot primarily containbaa, although
also hydrogen and oxygen can be present. Concerning structure, soot paicles
roughly spherical and grouped together in a “necklace-like” fashion. The smoke
model again utilizes the assumption of instantaneous formation followed b
subsequent oxidation according to the kinetics mechanism in the gezaaiors.
The formation model is derived from an empirical equation taken fi@®h
predicting both formation and oxidation. The equation’s term for oxidation is
omitted resulting in the following equation for formation:
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2
s = 001452 FARst0ienPs (18-H)* (7.34)
W, T

ps = burner pressure [kPalV,x = oxidant mass flow [kg/s], T reaction end
temperature [K]H = fuel hydrogen mass [%]. The term for fuel air ratio is regdac
by the equivalence ratio multiplied with the stoichiometric fuel aiorathis results
in a more generic representation of the fuel air ratio reldtiva stoichiometric
mixture and allows for oxidants and fuels other than pure air and jet fuel.

Equation (7.34) is based on measurements in diffusion flame combustion
chambers and because the soot formation process is relatively podelystood, it
can only be roughly predicted with this equation.

The soot oxidation process is much better understood and can be modielged
equations for the overall specific surface reaction rate developed by [67]:

KaPo
w=12x ———=— |+ Kk 1-x 7.35
l: +kzpoj Bpoz( ) ( )
with: X:—l
1+ Ky (7.36)
Po,Ks
(ﬂ] (7.37)
ky =20e" RT '

152
kg = 446107 e[_ﬁ] (7.38)
97
ky = 151010° e(_ﬁ) (7.39)
k, = 2134%) (7.40)

MODEL DEVELOPMENT PART I 85



Chapter 7 Gas properties, combustion and emission formation models

w in equation (7.35) is specific surface oxidation rate [§l&inpo; is partial
pressure [atm] of © For validation and explanation of these semi-empirical
equations refer to [66].

The smoke calculation procedure is as follows. First, the smokes)mas
formation calculated with equation (7.34) is converted into a numbsgpharical
smoke particles per unit of combustion gas. This number depends on a user
specified initial radius of the spheres, which usually should be @rédmm. The
smoke particles are then oxidized in the subsequent reactors. The sunfalce
oxidation rate is calculated using equation (7.35). Applying a constamigavsoot
density of 1800 (kg/M, this surface oxidation rate is converted into a rate of radius
change. At the end of the combustion chamber the number of spherical particles and
their radii are used to find the “particulate mass loading” (for the smoke number). In
the case where new particles are emitted in subsequent combtsgies &.9. in
multi-stage combustors), particles with different radii would existthat case, a
weighted averaged radius is used to continue calculation.

7.6  Considerations for building a model

For application of GSP’s new combustor model to predict emissions the
following issues need to be considered:

* In general, it is best to use the model corresponding to GSP’s general way of
use: i.e. as a sensitivity analysis tool instead of a dpesdiction tool.
Accurate analysis can be made of effects of a large vasfetperating
conditions on emission levels.

» For off-design analysis, reference emission data are requiretelass
combustor data.

» The emission model can be tuned to the reference data using unkit@vns |
geometric reactor data (determining residence times), flowibdigom
factors and a number of other parameters depending on the emission type.

» At this stage, flow distribution is specified with constant facttmstil a
combustor operating condition dependent flow distribution model is
available, the implications of this limitation must be consideeddrge
deviations from the reference combustor flow conditions.

* CO, UHC and smoke emissions are to a large extent caused &g éffifet
cannot be easily simulated with one-dimensional models (e.g. combustor
liner cooling, atomization etc.). Therefore “temperature tuning fadiense
been added to represent deviations from equilibrium temperatuithe at
reactor intersections. These factors will typically be used to reprdfmite
like cooling flow films on average temperatures. Temperaturer&achay
be set for all emission types at every reactor interseetmmhcan also be
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used for NQ. A temperature factor of 1 indicates unmodified equilibrium
temperature is used.

» Specific attention must be paid to the multi-reactor configuratiath ly
two reactors, the combustor processes can only be simulated ty a ve
limited extent. With a large number of reactors, several sfléat varying
dilution ratios, residence times, temperatures etc. can be dattula
accurately.

« Direct prediction of emissions is possible if limited (georagttombustor
data are available but will only provide reasonable estimaiesNO,
emission levels.

e Accurate simulation of combustor operating conditions is required for
deriving the correct relation between engine operating conditions and
emissions. This requires a validated GSP thermodynamic model.

e The model may be particularly valuable for coupling detailed CFD
calculation results to general gas turbine performance modelssloabe
combustor CFD results must be transformed into an accurately tusied G
multi-reactor model.

7.7 Demonstration

Extensive validation of the models will be the subject of futurekwequiring
the acquirement and analysis of detailed gas turbine data. Howeveew model
has been applied to a number of gas turbine engines to demonstratalykis af a
variety of problems.

7.7.1 Deterioration in a large turbofan engine

First, the ability of the model to predict emissions of a ldtgbofan engine
(GE CF6-80C2) was tested. Emission data from the ICAO datafg8jkand
(especially low power setting) test bed measurement datausedefor validation.
The combustor was modelled with three reactors (Figure 7.4). Theedmtieed at
the intersections are given in Table 7.1.

Initial soot radius was set to 50 nm. Little was known about the flow distribution
within the combustor and therefore stoichiometric primary zong (factor) fuel-
air ratio was assumed for the design point (sea level saétid thrust) at this stage.
Limited tuning with temperature factors (see section 6) was apipliche NQ and
UHC emissions.

Figure 7.4 shows fuel-air ratio (FAR), temperature, emission coatiens and
soot radius as calculated at the 4 intersections along the axidlei design
(reference) operating point.
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Figure 7.4 CF6-80C2 3-reactor combustor model and design point results

Table 7.1 CF6-80C2 combustor model data

Zone Flow area (R) reactor length (m)| Air inflow fraction
Flame front] 0.360 0.28
Primary 0.360 0.025 0.05
Secondary | 0.360 0.074 0.22
Dilution 0.1653 0.4 0.45
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Figure 7.5 CF6-80C2 emission results and deterioration effects

In Figure 7.5 emissions calculation results are presented for dagwtaditions
(solid curves) and for the case of a deteriorated high-presshieetifdashed line)
to demonstrate typical use of the model. Turbine deterioraticgpresented by a
4% lower isentropic efficiency combined with a 2% increase aw.flThe solid
lines should correspond with data from the ICAO databank (solid stagsyvith
test-bed measured data (open stars, for the low power setting O peediction
matches the data along the operating range. UHC emissions only become
significant in a narrow low power range, which is well predicted Hgy mhodel.
Significant CO emissions are predicted to occur at slightly higbarer settings
than those of the reference data. The single smoke number (SN6Xhatiweas
available could accurately be matched.

The effects of turbine deterioration are as expected: due tortighabustor
temperature levels, higher N@nd lower CO and UHC emissions. Note that at high
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power setting, the NQincrease becomes smaller due to the richer primary zone
with a deteriorated turbine. Other results with rich (insteadtaittiometric)
primary zone mixtures (in the design point) even indicated arfaN®, with
turbine deterioration, resulting from the then dominant effect of edsaorg
combustion temperatures with equivalence ratios increasing beyond 1. Smoke
number values could only be validated against the take-off power (j@ué.1)

from the ICAO databank.

7.7.2 Alternative fuel for an industrial gas turbine engine

A second application is the analysis of the effect of low dalditel (LCV,
15.6% CQ, 8.8% CO, 24% steam, 7.4%,H5.2% CH, 0.3% GHg, 1.1% GHa,,
37.6% N) obtained from a bio-mass gasifier at Delft Universityf e€hnology [69,
70], if used for a GE-LM2500 natural gas (NG)-fuel industrial turboshaft engine.
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Figure 7.6  Effects of LCV fuel on LM2500 gas turbine performance
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Figure 7.7 LCV vs. NG fuel HPC operating lines

The gasified fuel heating value is only about 1/10 of the NG heating, value
delivery pressure is 5 bar and temperature is 1073 K. Separateessmprare
assumed to compress the gasifier air and fuel gas for injeatiothie combustor.
With the large amount of (hot) fuel gas this requires a considegalalatity of
power to be taken from the power turbine drive shaft, leaving Peatetapower
outpuf. The effect on both thermodynamic performance and emissions was
calculated (LCV=dashed curves) and compared to normal operatloMN®it(solid
curves). In Figure 7.6 the effect on performance is presented wigower output
Pnetc on the X-axis. The third graph shows the high LCV fuel compressiar pow
Pcfuel. The TT4.5 power turbine entry temperature curves indigatiarsiurbine
temperature levels for both fuels.

An important outcome is that nominal power cannot be obtained without
exceeding the compressor speed (N1) limit. This is due to the rfsipatween
compressor and HP turbine power resulting from the large fuel moasinfected
into the combustor. Unless compressor load is increased (e.g. by takipgesson
bleed air to feed to the gasifier) or major hardware modifinatiare applied

° This case may not represent an optimal configumaiut only serves to demonstrate the potentigief
model.
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(turbine flow capacity), lower net power output must be accepteshotld be
noted that with a fixed power turbine (i.e. a single shaft engineptbldem will

not occur; but then stall-margin problems are likely to emerge thsteetal

efficiency (ETAtotc, corrected for required fuel compression ppwarows

favourable values at partial power levels, but this may wele ha be corrected
with extra power required for the gasifier.
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Figure 7.8 LCV vs. NG fuel exhaust gas emissions
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A major concern will be how the compressor operating line wilafhected.
Figure 7.7 shows the expected shift towards the surge line, possiblyngesn
implications with regard to (turbine) hardware modifications.

Finally, the effects on emission levels are predicted using th&-n@actor
emission model with similar characteristics as those ohbwwe-mentioned CF6-
80C2 model, assuming similar global combustor geometry.

The top graph in Figure 7.8 shows the large LCV fuel mass flow Wibgto
multiplied with the EI indices for total emission output by ma$ke next graph
shows the much lower primary zone temperatygechusing virtually no (thermal)
NO, emission with LCV at equal power levels (as compared to NG 3Uegraph
in Figure 7.8).

The lower T, values with LCV fuel are due to the large portions gf®O, and
H,0 in the LCV fuel “cooling” the combustion process, resulting in adavabatic
flame temperature. Finally, the high CO emission at low powegidph in Figure
7.8), only with LCV, is due to the low CO reaction rate at lower temperatures.

7.8 Conclusions

With the chemical gas model including gas composition calculation on all
engine stations GSP is able to accurately predict effectsteshative fuels on
performance and emissions.

The new multi-reactor combustor model is a generic structure ichwihdim
kinetic models can be implemented for formation of various speutésding the
major exhaust gas emissions.

For NQ,, CO, UHC and Smoke, models have been developed for instantaneous
formation in the flame zone and subsequent formation or reaction awgdai
multi-reactor kinetics schemes.

It should be noted that in general these models are best usedsdwise
analysis tools, i.e. to calculate effects on performance andiemigarameters
relative to reference values.

A useful application of the new gas model has been demonstratedbinatlysis
of the effect of low calorific gas from a bio-mass gasifiervarious performance
parameters and emissions. This type of performance analysisvefiaye used to
support decisions concerning engine hardware modifications.

The emission models have also been demonstrated on a large turbofen engi
The results corresponded with measured emission data and witheelkppetating
condition effects on emissions. With the N@odel best accuracy was obtained.
The accuracy of particularly the CO, UHC and Smoke formation maooi@jsbe
improved by adapting the multi-reactor model to allow for modelbhgffects
such as film cooling and other effects not covered by a one-dimensiodal. In
particular, a flow distribution model depending on a variety of conditiorihe
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combustor must be developed to allow for large deviations from fleeenee
conditions.

More work needs to be done to validate results using detailed combattaf
a variety of engines and operating conditions. The generic set-up ofathel m
allows easy implementation of improved emission models.

Interesting future applications include performance analysis of dittl NG
fuelled aero-engines and a variety of alternative fuel isoisitfor land based gas
turbines.
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Chapter 8 Schedulers and limiters

8.1 Introduction

GSP version 11 was developed following extensive customer requigefoent
enhancing usability, flexibility and extensibility for control over tguations and
model and simulation results data management. In this chapter, areavefithe
new functionalities is given, including the numerical and softwapeimentation
and architecture approach. For details, refer to the GSP User dandcBbenanuals
[28, 29].

8.2  Scheduling equations

In section 5.5 it has been explained that many operating condition input
parameters imply extra equations to be added to the NDE's deseribection 5.9.
There are many cases where this is required. For example, pettiag is often
specified in terms of shaft power, torque, turbofan N1 rotor speed, gumgissure
ratio EPR or thrust and corresponding fuel flow has to be calculated.

The GSP Scheduling and Power Control component libraries have been
developed to include components for setting relations among parameteasetha
automatically added as equations to the system set of NDE'sxIteeequations
‘force’ the engine to operate at specific operating points or withaciBc limit
schedules. The use of the scheduling components implies that other tpasame
need to be assigned as free states (unknown in the equations) in ondémntton a
number of states equal to the number of equations. When specifyirggiete
thrust as input for an OD simulation for example, usually fuel floeobes a free
state. Naturally, the free state variable must be independent and its valdfeats
the new equation in order to avoid a singular Jacobian matrix. Itthersffore be
carefully selected.

Also design point (DP) simulations may require extra equations impasing
specific relation to the model. For an engine sizing study for examsign inlet
air flow can be calculated for a given design turbofan engine thrust.

The Power Control components include pre-configured equations for setting
rotor speed, thrust or EPR for jet engines. More comprehensive congpatient
specification of complex tabular relations between a power sétting variable
and user specified performance parameters schedules. Them @ alfterburner
control component to add an equation to relate some afterburner rEdadedeter
to the engine power setting variable.

For simulations where the control laws still need to be defore@dre not
available or when ‘ideal control scheduling' is required, relatiorengmseveral
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performance parameters can be defined using the following componentsangnich
available in the GSP ‘Scheduling’ component library:

e 1-D Lookup Table Scheduler
» 2-D Map Scheduler

» Equation Scheduler

» Generic Schedule Control

o Limiter

» Design Point Equation Control

In the following sub section these components are described.

8.2.1 Table and equation schedule control components

The first four controllers all are able to specify relations among paremetiag
1-D or 2-D tables, expressions or combinations of tables and expres$sronath
design point (DP) and off-design (OD) simulations. The user hassignas free
state parameter (e.g. fuel flow) that the solver may adapak® the engine system
model match the schedule.

8.2.2 Limiter component

The Limiter component is a special component that interferds awit OD
simulation, only if some user specified limit schedule has beeseded. Here the
concept of deactivating equations is required (see section 8.3). iterLadds an
equation for the limit schedule that initially is deactivated.pfwer setting
component input (e.g. fuel flow, or N1 rotor speed control) has to be assigted t
must be used to ‘throttle up or down’ if necessary to stay within boutitls an
initial OD simulation has converged, a switch is set indicatihgtier the limit
schedule (e.g. a burner pressure P3 maximum value) has been exceigde, If
the limit schedule equation is activated and a second simulatferformed. Now
the power setting input is adapted by the solver toward the valhiet the P3
limit value is exactly matched. If it has not, the second simulation can be skipped.

The Limiter component is especially useful to generate unknown schddule
control parameters that make sure limits of other paramsinsot be exceeded,
by specifying the other parameter's limit schedule, and making ¢tmérot
parameter the unknown. Subsequently a series of steady-state pooftenis
calculated sweeping all operating envelope variables. The liostally will only
become active in limited parts of the operating envelope.

In Figure 8.1 a common example is given of the application of the drimit
component for calculation flat rated performance of a micro turbihe. power
setting is expressed in turbine exit temperature TT5, whichtitos&070 K.
Ambient temperature (Tamb) is varied from -20 to °@ Ambient pressure is
varied from (ISA standard) 101325 Pa by -200, -100, 0, +50 Pa deltas. TiterLim
component limits the generator power PW_gen to a maximum of 3700 Mivéit
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ambient temperatures, the TT5 setting has to be reduced in orderaxazeed the
3700 W limit. Note that using TT5 as power setting variable atggies the
addition of a scheduler component to schedule TT5 with fuel flow Wifebthe
addition of an equation with unknown Wf_b). Note that ETA_PW_gen is cycle
efficiency based on PW_gen and PW_gen includes a small electric loss.

Proto : Target MTT Proto target performance GSP 11
1100MTT3kWCH P_revl.mxl Flat rated at PWgen 3700 W 9:25 september 2, 2014
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Figure 8.1 Flat rated performance of a 3kW micro turbine

8.2.3 Design point equation control component

The Design Point Equation Control component is dedicated for design point
(DP) simulation only. In case an implicit relation between desmpameters is
needed, usually one or two DP Equation control components are used, such as
fixed DP thrust for a range of user specified TIT values and unkimdetrair flows
to be calculated by the simulation for example. This practice té&n ofquired
during conceptual cycle design studies where optimal design pararasteyet to
be found. An interesting example is given in Chapter 18.
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8.2.4 Schedule parameters

The parameters to be scheduled can eithesirbalation output parametersr
component modgiroperties

The output parameters are determined after every calculatisntipasigh the
cycle during the Newton-Raphson iteration. Thereby they add an imgliatton
and therefore they always require an additional equation and the asstgoinan
extra free state variable.

Component model properties are internal parameters that may optibeall
scheduled directly. This only works if the model user is certsdh the relation
between schedule and property is explicit and the schedule isatattptior to the
point where the property is used in the cycle calculation pass. Inaatbes also an
extra equation and free state are needed.

8.3  Activating/deactivating equations

Essential for simulation of gas turbine performance, including sffefotontrol
systems scheduling and limiting, is a method to activate and actine
associated equations during simulation. This is not a straightforw&rdfagnging
the actual number of equations and states during simulation involves@Eex
series of procedures involving storing of the states prior to (diegaon,
redefining the new set (and different number) of equations and s&ssting the
simulation and then later reversing the process.

In GSP 11 a more elegant method has been implemented. The equatton sets
be solved by the Newton-Raphson iterations are not redefined. Itisteaduation
is deactivated by breaking the connection of the state varialie te model
parameter and changing the equation terms. The active schedulerquailld
be represented by

Fi(5) - L(S) = 0 (8.1)

with F as the non-linear function of model st&eeturning the actual value of
the scheduled parameter, such as P3 from the above example. L returns the schedule
value that usually comes from a table or expression of onlyitedirsubset o6
elementsUpon deactivation, the equation is changed to

1-— Si =0 (8-2)
with § as a ‘dummy’ state not connected to a model parameter. Théidrans
between the active and deactivated equations is done only aftergeme (i.e

between successive steady-state or quasi-steady-stasgemtasimulations). The
number of equations and states remains the same and when deacBvatiid,
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simply converge to 1 in order to satisfy equation (8.2) while thteofdhe equation
set (see section 5.9) is solved yielding a valid Satet affected by the schedule.

Scheduler component equations can be (de-)activated manually byethéous
example halfway a transient or series of steady-state pomitlations. With a
Limiter the equation always initially is inactive and only beesnautomatically
active in case the Limit schedule is exceeded (see 8.2.2).
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Chapter 9 Thermal effects modelling

9.1 Introduction

The temperatures in the gas path of a gas turbine may vary cagtiifi with
power setting and operating conditions, especially in the hot sectitmgpgh as
the combustor and turbines. As the casings around the gas path stgahategas
from the normally much cooler environment outside the engine or ingigiaee
internal compartments, there will be heat transfer betweenaliegcmaterial and
the gas or air.

9.2 Steady-state heat loss

In fully stabilized steady state engine operation there usisallyconstant heat
transfer from the hot gas through the casing to the external surroundovgsvet,
except for very small engines or engines with relatively lasgjlame hot section
components, this heat loss is usually very small and can be ignarahincases.
Therefore, there was only a very simple provision for thiscefin terms of a user
specified heat flux in the gas path component models of earlier GSP versions.

The application of GSP for very small gas turbines (see Chagjgorompted
the need to implement more detailed thermal effect models. il gas turbines,
heat transfer effects become significant due to the high sudaedume ratios
[72, 73]. A more advanced modelling capability was required to sienstzady
state heat transfer among components and heat loss to the environment.

9.3 Heat soakage effects

In large engines, steady state heat loss effects often gligille and only heat
soakage effects affects transient response in some cases.ddowitly the high
surface-to-volume ratios in small gas turbines, apart froeady-state, also
transient (heat soakage) effects become significant. Thermdiairdrthe gas
turbine hardware around the gas path has an effect on transient pederrior
example, during an acceleration of a gas generator from low speed|aiickly
low temperature levels in the gas path, to a fully stabilizealdy-state high speed
high temperature operating point, heat is lost heating up the matensid the hot
sections of the gas path. This heat loss affects performancénaratdeleration

6 This chapter is based on [71] W. P. J. Visser anB. Dountchev, "Modeling Thermal Effects on
Performance of small Gas Turbines", GT2015-427d%getpresented at the ASME IGTI Turbo Expo 2015,
Montreal, Canada, 2015.

MODEL DEVELOPMENT PART Il 101



Chapter 9 Thermal effects modelling

response. It may be compensated to some degree by burning extra fuel, especially at
cold start-up.

In earlier versions of GSP, this effect can be simulateditoi@d extent using
the Heat soakage effect option in the gas path components that ibatbgtrithe
Technical Manual [29]. In the next sections, a method is descriibdavwmuch
more extensive thermal effects modelling capability including traasferamong
components and heat loss to the environment. As a result, with GSkeldidt
Heat soakage functionality is obsolete and only retained for badlcsanpatibility
in older GSP projects and models.

9.4  Generic thermal network modelling

A generic thermal network approach was developed, allowing rindagion of
the following heat transfer types:

a) Convective and radiative heat transfer between the bulk flow tendas
path wall.

b) Conduction heat transfer through the gas path wall and adjacent material.

c) Convective and radiative heat transfer from gas path wall to the exterior

d) Conductive heat transfer among different component hardware elements.

Figure 9.1 Thermal network nodes connected by heat transfer links

A 0-D or parametric thermal network consist of a number of regzdaities or
heat sinksthat allow heat transfer of some sort among each other and to the
exterior. In Figure 9.1 a graphical representation is shown of an exdhgrmal
network with 7 heat sinks (the solid nodes). The ‘resistors’ ini¢hee represent
heat transfer coefficients that may be calculated by maptess complex models
depending on the heat sink temperatures and other parameters, usingrtmeory
textbooks such as [74]. The heat sinks each have uniform (avéeagsgratures
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(T...T7) that are the unknowns in a system of NDEs (Non-linear iRifitéal

Equations). The NDEs represent the conservation of heat for eatlsihka
Equation (9.1) shows the NDE for a heat sinkvith temperature §;, mass Ms;

and specific heat,g) that is connected to a total of other elements with
corresponding heat fluxes),.

dThs.
Q) = Mas Gyt = 0 0.1

The heat fluxe®), are depending on the adjacent heat sink temperatures (i.e. the
states in the NDE set) and the specific heat transfer meaeified for that
connection. Elements in the model that are considered to have ihtaiteapacity
such as the ambient air or very large masses do not requirsifileaindes since
these will have temperatures that are constant or at fetegiendent of the others.
Heat transfer to these external elements is indicated bgrtbe/s in Figure 9.1.
Both steady-state and transient simulations can be performedebdy-state, the
time derivative in Equation (9.1) is equal to O.

heat sink 1

A »le
dgas deXt Qrad >
Qr.nnd >

. ann
cony /

Qconv >
Tgas o

Twall gas . Thsl ‘ Twall ext Text
2
‘p)
>
L\ ®

heat sink 2

area A

<
<

gas flow

Figure 9.2 GSP heat sink component heat transfer model

This concept can be efficiently integrated into GSP as followat kieks are
represented by non-gas path component models. They can be added to the model
configuration, assigned a mass and specific heat for the heaitgapaey will
automatically add a state and an error equation corresponding to Edq@atioro
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the modelling system as described in 5.9 and also Chapter 11. gasalbath
components, the user can assign an unlimited number of heat transfer links to one or
more heat sink components. The user can specify the heat transféusingehis
own expressions for Reynolds and Nusselt numbers for convection, viimifsi
radiation heat transfer and conductivity and characteristic thisknesonduction
inside the heat sink. The heat sink components themselves can betemrinec
ambient conditions or an alternative user specified external camdaiso, heat
sinks can be interconnected with single expression based heat transfer models.

In Figure 9.2 the different heat transfer elements that magthe an a GSP
heat sink model are shown. A second heat sink (heat sink 2) is addeaivtdhe
heat transfer among heat sinks. Given are gas path tempergiiaad external
temperature & Ths1 IS the temperature of heat sink 1, as determined by a state in
the modelling system.

9.4.1 Conduction
Conduction between the wall of the heat sink and its ‘core’ is calculated with

k. A

9.2
7 (9.2)

Qcona = (Ths - Twall) *

In the 0-D parametric thermal network model, the heat sink igrast a point
mass m. However to account for heat flux resistance representbeé bgat sink
material, a characteristic length (or thickneds)s specified through which the heat
has to be conducteds a result, the outside temperaturg, Tof the heat sink is
different from the core temperature. For simplicity, still k&t content of the heat
sink is proportional to £ as in equation (9.1A is the equivalent cross section area
though which conduction can take place &pds the conductivity of the material.
It is up to the user to specif#% andd to represent the thermal effects of some
structure and mass near the gas path with best possible accuracy.

9.4.2 Convection
Convection heat transfer between the heat sink wall and the gasrptté
exterior on the other side is calculated using:

Qconv = (Tgas - Twall) * A * hconv (9'3)

For the exterior side, replacg.Jby Tex. Area A is the same as A in equation
(9.2). The convective heat transfer coefficiegt,hdepends on the boundary layer
and flow conditions outside the wall. This dependency is charactebizetie
Nusselt numbeNu and R, relates tdNu according to
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Nu.k
h = (9.4)
conv D
D is some characteristic length, such as hydraulic diametedwftaor diameter
of a rotating element (in case of a rotating GSP componeisttonductivity of the
gas. Nu is usually calculated as a function of Reynolds nuRbemd Prandtl
numberPr as follows.

.v.D
Re =" (9.5)
U
1. Cp
pr="-2 (9.6)
kg
Nu = a.Re?.Pr¢ (9.7)

Here,p is density of the gas,is gas mean velocity (or wall velocity in case of a
rotating element) angd dynamic viscosity of the ga€,, is specific heat of the gas
and ky conductivity of the gas. The constants a, b and ¢ are user speauiiie
typically are selected based on Nusselt relations given iratlit® for specific
cases. In the application to micro turbine development described in d8.7 f
example, a heat sink is used to represent the radial turbine basihgapacity and
for the internal convection from the gas flow inside to the intesadl the values
0.023, 0.8 and 1/3 are used for a, b and c respectively.

Although usually, the general form of equation (9.7) is used, the ugeeisof
use any relation or constant fdu in the GSP heat sink models. This is convenient
in caseNu has been determined from other analysis outside GSP.

9.4.3 Radiation

Radiation may have a significant contribution to heat transfer gh hi
temperatures. Equation (9.8) represents the radiative heat traesferen the heat
sink wall and the surrounding gas and other objects when they have a uniform
temperaturd’.,.

Qrqa =€-0-A- (Tv‘;all - TO%) (9-8)

¢ is user specified emissivity of the wall surfagethe wall area (same dsin
equation (9.2)) and the Stefan-Boltzmann constant.

If the temperature of the surrounding gas and other objects is indeedclos
(relative to the differenc@yq - T.) then equation (9.8) will not introduce large
error. This would apply to radiation by thatsidewalls of hot gas path components
to the exterior or to engine compartments for example.
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For theinside walls of a hot gas path duct radiation cannot be calculated with
equation (9.8) since the internal diameter is usually much sntiadlerthe radiation
free path length in the gas, virtually making the gas inside optitralhgparent,
even if the radiating/absorbing species,@@d/or HO are present (pure air is fully
transparent). In that case, the walls will merely exchangatmadiheat with the
opposite sides without affecting the gas in-between. Instead, comvedwtiat
transfer will be dominant and radiation effects can usually be considered negligibl

9.4.4 Combined overall heat transfer
For the heat sink model shown in Figure 9.2, all heat transfelaembrvection
and radiation has to be conducted from the heat sink wall to its core, so

Qcond = @raa T Qconw (9.9)

This applies both to the heat transfer from the heat sink to theitdagiven
temperature &s and to the exterior with given temperaturg: TQcong Qag @and
Qconv are all functions of the unknown wall temperatugg,Tso for calculating the
terms in equation (9.9), it first must be solved fQgTSubstituting equations (9.2),
(9.3) and (9.8) into equation (9.9) and some rearranging yields:

_ heona * Ths + Reonv " Tgas +0 "€ (Tv4vall - Tg4a5) (9.10)

T’wall -
hcond + hconv

Equation (9.10) is for the gas side, for the exterior side replgg®yl Tey. It
can be repetitively calculated until the solution is found whéyg 1 equal to Ty
(within a certain accuracy tolerance).

If radiation is not taken into account, the model is simplified apgd does not
need to be calculated. Instead, the heat transfer with the heds sigkal to both
the conduction and convection heat transfer and can be directly (witéaitoin)
calculated with equations (9.11) and (9.12).

Qcona = Qconv = (Ths - Tgas) AU (9.11)
With the overall heat transfer coefficient U [W/Kjm

1

U= ( 1 +g) (9.12)
hconv k
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Heat transfer among heat sinks in a gas turbine model often isriprima
conduction through structures that are joined together. However, as ghyniipa
can be of any kind, a simple heat transfer model with a heatdarasw#fficient in
which several heat transfer types are lumped together isagsedding to equation
(9.13).

Qhsi-hs2 = (Thsz - Ths1) “Hyc1_ns2 (9.13)

9.4.5 Effects on gas path component performance

With simple gas path components such as ducts, heat transfapig added or
taken from the enthalpy at the component exit, affecting exit teruperafor
turbomachinery, it is a bit more complicated. Heat transfeahasffect on power
absorbed or delivered in respectively compression and expansion pso&iase
this effect is generally small and the heat transfer modelndspen empirically
determined constants, the power is corrected assuming part obthi@dueal to B
is transferred before and the rest after the compression or expafise following
corrections for compressor and turbine power can be derived bgingustomary
methods to calculate adiabatic compression or expansion enthalpy chahge wi
isentropic efficiency:

for the compressorPW,,,, = (% - 1) 'ni, "Ry
(9.14)

for the turbine: PW,,,, = (};",”t —1)-Q-nis-Ry

PW.orr is added to adiabatic compression or turbine power which is cadulat
using

PW = (houe = hin) - (.13)

Then, with heat transfer Q, the output enthalpytas to be recalculated using

hi, ~w; PW + PW,
hout — ( m WLTl + Q + + COTT) (916)
Wout

The factor R is user specified. The default value is 0.5, meaning half of the heat
is transferred before and half after the process. Note thabeinattual GSP
component models, more corrections are implemented, depending on the
turbomachinery type, such as bleed and cooling flows that are not dis@usbes
thesis.
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9.4.6 Application examples

A typical application would be the modelling of thermal effecthvatreverse
flow combustor configuration as shown in Figure 9.3, where compressor and hot
section are close together.

A ,-P’. 'f . -
Figure 9.3 Reverse flow combustor gas turbine configuration

In Figure 9.4 an example is shown of a corresponding GSP thermal network
scheme. A compressor component is connected to a heat sink reprethentingt
capacity of its casing and a turbine component is connected to twsitiegtone
for the casing and one for another part that absorbs heat from thesh@t@ahe
combustor casing). The objective is to simulate the heat trafisi@ar the hot
section to the compressor air flow, which has a negative effeatompressor
performance.

Compressor fI Turbine flow

4 gas
Qconv Qeane Y *
Heat sink 1 P Qcond Heat sink 2 W Qcond N Heat

(compressor casing) (turbine casing) [~ sink 3

T ﬁ T (T
h hs2 hs3
Qconv+Qrad st Qconv-'—Qrad

Text Q + Q
conv rad

A
A

Tamb <

Figure 9.4 GSP example thermal network

Heat is transferred via convection from the hot gas into Helals We assume
there is no radiation effect inside the gas path so equation (9.11)ecased.
Equation (9.2) is used to calculate conductive heat transfer tohttie2oheat sinks.
In addition there is convective and radiative heat transfer ffeat sink 2 to some

108 PART I MODEL DEVELOPMENT



Chapter 9 Thermal effects modelling

exterior with Ty calculated using equation (9.9). Heat sink 3 is similar to ikt

2, but with heat transfer to the ambient environment with, Heat sink 1 is heated

up by the conduction from Heat sink 2 and in turn heats up the compraskyr ai
convection heat transfer. In addition, there is some convecatdeaaiative heat
transfer from Heat sink 1 to ambient. With 3 heat sinks in the @&k, 3 extra
model states (heat sink temperatures) and equations (equation (8l)) a
automatically added to the system model set of equations.

It is up to the user to configure the model using heat transfer ttespecify
the Nusselt expressions and emissivity values. Geometric andahdtga can be
used to specify values for conductivity, heat sink wall thicknesaddaasea A.
Finally, ‘synthesis by analysis’ must be used to tune the modhl that it best
matches performance measurements and associated energy bdlarssztion
18.7.5 heat loss analysis using a detailed thermal network modehfimro turbine
is described.

NfcP3 : ComprQ Effect of heat transfer GSP 11
3 20TSrecup44.mxI from hot section to compressor 13:47 oktober 12, 2014
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Figure 9.5 Effect of heat transfer from hot section to compressor

In Figure 9.5 the effect on performance of a micro turbine is shoetwegn
the compressor (Heat sink 1) and hot section (Heat sink 2) danvéeat transfer
elements, a conduction ‘bridge’ with cross area A_Qcbridge is figzecBYy
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increasing A_Qcbridge heat transfer to the compressor Qhsinkgg QFigure
9.4) is increased up to about 600 W. Qhsink_c is distributed over the coimpress
process withR=0.5 (see equation (9.14). This significantly affects required
compression power. As a result, end compressor temperature TT8#&sed and
power and efficiency decreased.

Another application is described in section 18.7.5 where the modeldstaise
predict recuperator heat loss effects on performance.

9.5 0-D thermal recuperator model

The recuperator in a recuperated gas turbine cycle usualbduces a very
large thermal inertia effect on transient performance. Thesteddy-state is
reached only after the recuperator is fully warmed-up and thallysakes a lot of
time compared to the responses of the other parameters such aspseas. The
thermal energy stored in the recuperator is in many casesable to ‘keep the
engine running’ even after fuel shut-off, which may present a hazasitaation
(uncontrolled overspeed) in case of a load shed event for exarhgemakes an
accurate transient system simulation of recuperated gas tuibaheding thermal
effects essential for design of efficient and safe systems.

The standard GSP recuperator component model is inherited from thé gene
heat exchanger model. The heat exchanger model includes a heat ®skntpg
the material heat soakage effect during transients. This &fecminated by the
material between the hot and the cold side of the recuperator hgehdat
exchangematrix). The modelling method is similar to the heat sink model above,
using convective-conductive-convective heat transfer respectivaty tifre hot gas,
through the separating wall in the heat exchanger matrix, to the air on the other side.
However, instead of a single state for the average tempe@tule heat sink
between the gas flows, two states are added for the heat tnatsfeon both sides
of the wall with the air and gas. Two equations are added requiring kiesg
transfers to equal the heat transfers calculated from an gavemsaterial
temperature. This material temperature depends on a useliegpbdicile constant
characterizing the first order nature of the heat sink temperature response.

For relatively small recuperator heat capacities and maldsients, the model
accurately simulates heat soakage effects. However, wifh thermal inertia and
sudden temperature changes the model easily becomes unstable dueetofftie
0-D approach to capture the variation of thermal effects alongethuperator gas
path (see section 9.6). The instability manifests itseBea®re overshoots of heat
transfer rates between the gas flows and the matrix.

More information on this model can be found in the GSP Technical Manual
[29]. Note that this model has more or less become obsolete withutle more
accurate 1-D thermal recuperator model described in the next section.

110 PART I MODEL DEVELOPMENT



Chapter 9 Thermal effects modelling

9.6 1-D thermal recuperator model

9.6.1 Introduction

An important limitation of the 0-D thermal recuperator model desdrin
section 0 is the fact that thermal effects active alongethgth of the counter flow
gas paths cannot accurately be described with a 0-D model. Tperégure profile
in the wall between the gas paths may be very peculiar, dependihg tarisient
history, especially during transients with rapid power setting chagkselatively
high thermal capacities of the wall. This is illustratedrigure 9.6 showing results
of the 1-D model described in this section: the gas (i.e. hot flolief) temperature
(at location 1) drops rapidly after a sudden power setting drop. Hovaexeetp the
heat soakage effect of the wall in between, the hot gas is noallyniteated up
instead of cooling down, resulting in an increase in gas temperatueadnst a
decrease, as would be the case in steady state.

Non-linear Temperature Variation

1000 o
900| |
X< goo| |
o
>
©
g 700
E ® - - - - Hot fluid at t=0
600l —---- Material at t=0
& ---- Cold fluid at t=0
®— Hot fluid at t=5s
500 Material at t=5s
—— Cold fluid at t=5s
400
0 2 4 6 8 10 12

Location in gas path (n segments)

Figure 9.6 Transient temperature profiles along recuperator gas path after
rapid turbine entry temperature decrease
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9.6.2 1-D modelling approach
Clearly, the effect shown in Figure 9.6 can never be captured Wb anodel

so a 1-D approach was followed to develop an improved recuperator thermal model.

A 1-D differentiation was applied along the counter flow gas patiesking up the
heat transfer process into a number segmentss depicted in Figure 9.7.

Each segment in Figure 9.7 consists of an air side cell (wittHedx) into
which air enters and exits after some heat is exchanged withathel@ment (with

length dx, width y and thickness d) in the middle, via convection and conduction

The wall segments act similar to the 0-D heat sinks desdritgzttion 9.4. On the
other side, the wall exchanges heat with a gas segment cell.allngement has a

mass Mpauix/N, With Mmaeix s the user specified mass css of the ix.

o, P
ain : .

: hwa i > Etha | Wa iy hWa out
air ’J_ _______________ __:7_ ____:)I- ___________________
/ ]
v d }' ——————————————— Tmi .‘ ——————— ‘Tm|+1 ———————————————————— é

: hw : l : th in

h | <« «—o Arem
Wy out //" """""""" _::/_'dhwg__::/_l """""""""" ---J9
i i+1
x=0 X x=L

Figure 9.7 1-D counter flow heat exchanger model concept

9.6.3

Assumptions

The following assumptions must be made for the 1-D model, sevendiici
will be explained in the following sections:

112

There is no heat exchange among the segments, or with other pdms of t
heat exchanger. This is a reasonable assumption if the wallyishie as is
common with recuperators, since then the ‘sideways’ conduction heat
transfer between adjacent segments will be much smaller than the
conductive heat transfer with the air and gas.

There is no heat loss to the environment.

Heat transfer areas of the segments are all equal, both at air and gas sides
Heat transfer coefficients are uniform along the air and gas sides.

User specified ratio of air and gas side heat transfer coefficients.

Transient heat transfer coefficients are determined froadgistate heat
exchanger effectiveness characteristics (‘quasi-steady-afgiroach).
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« Internal wall material heat capacity is concentrated ircémre of the wall,
requiring conduction heat transfer over half the material thickness.
« Effects of gas dynamics are not taken into account.

9.6.4 Heat transfer coefficients and effectiveness

The question remains how to determine the heat transfer coeffidmnthe
segments. If consistent with the other component models, steadpetftanance
is provided by a map. In case of a heat exchanger (from which thperator
inherits most of its functionality), this is effectivenessaafsinction of the air and
gas side heat capacity fluxes.ay ; and w.c, o If no map is available, often a
constant effectiveness is used, sometimes determined during tunihg ofdle
model to experimental data.

A heat transfer model for the segments is required that is tamtsigith the
overall effectiveness. An alternative approach, modelling thé thaasfer from
geometrical data and Nusselt relations for example, would suffier iftaccuracy
and deviate from detailed component models or test data.

The following approach is followed to derive a relation for the haaisfer
coefficient from effectiveness. Effectiveness is defined as

po_Y

Qm ax

(9.17)

For a recuperator, the maximum heat capacity flux is alwaybeogas side, as
the gas on this side always has higher mass flow rate w and bjggaific heat ¢
S0

Qmax = Wa * (M(Tgpe GCa) = hay,) (9.18)

h(Tgas o GGi) is the enthalpy of air (gas with composition fHCat
temperature &s oi@s calculated by the gas properties model in GSP. Now the air
and gas side recuperator exit enthalpies can be calculated frain &l gas inlet
enthalpies that are given during the cycle calculation:

E - Qmax
hgout = hgin - Wg (919)
E - 9.20
Cpy +E e (9.20)
ou in W,
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The steady-state enthalpy flixw on the gas side is changing along the gas path
due to the heat transfer to the wall with temperafgraccording to:

dhwb
dx

=-U;-y" (Tg - Tm) (9.21)

dx is a small increment in the direction of the gas path anddynansion
perpendicular to dx such as dx.y is the area dA of an element throughheghicis
transferred. is the overall heat transfer coefficient between gas ancettiee of
the wall according to equation (9.12). For the air side enthalpy flux the equation is

dhw,
dx

=—U, vy (T, —T,) (9.22)

At steady state, the heat flux on the air side must equal thdlinean the gas
side so:

- a'Y'(Tm_Ta):_Ug'Y'(Tg_Tm) (9.23)
After rearranging:
UaT, + UyT,
=— .24
m Uqg + Uy (9:24)

Substituting equation (9.24) into equation (9.21) yields:

dhwy UaUy

= - -y (T, —T, 9.25
dx Ug+U, (Ty = Ta) (9:25)
and into equation (9.22):
dhw, UaUy
=— -y (T, - T, .
dx Ug +U, (Ty = Ta) (9:26)

So it follows that
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dhw, _ dhwy 9.27)
dx dx

So obviously, the enthalpy flux at the air side and at the gas Isge at the
same rate, if the overall heat transfer coefficientsutl U are uniform along the
gas path in the recuperator. This means

hWa = th - thW (928)

Where Gny is the constant difference between hw on the air and on the gas side.
Canw €an be calculated easily either at the hot or cold side of the recuperator.

thw = thout - hWain = thin - hWaout (929)

In Figure 9.8 this result is depicted. While clearly the temprratelta FasTair
must change along the gas path due to the higher heat capacity thexgast side,
the difference between hw is constant.

Ty - Ta # constant

Figure 9.8 Steady-state temperature profile along recuperator gas path

Integrating equation (9.26) over the length of the gas passage through the
recuperator yields:
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0 Uu,u hwgout dhw,
f #.y.dxzf 9 (9.30)
L

Ug + Uy nwy,  (Tg —Ta)
or
Uu,Uu hwgout dhw,
__Ya% f _dhwg ©.31)
Ug + Uy nwy, (Ty = Ta)

The temperatures Tg and Ta can be calculated from the enthalpy dmand
composition GC using GSP’s gas model function FT

T, = FT(hg, GC,)

(9.32)
T, = FT(hy,GCy)
Also
hw, hwy
h, = and hy; =— (9.33)
Wg Wy
Then with equation (9.28):
hw, — C
h, = tWg — “anw (9.34)
Wq
Now substituting (9.34) into equation (9.31) yields:
UaUg L Jhwgout thg
U, +u, 7, hwy — Canw (9.35)

v (PT(hg,GCp) = FT(Z = GC, )

Knowing, hw i» and hwy o, the integral on the right side of equation (9.35) can
now be simply calculated using the trapezium rule. Wjth ds the result of the
integral we obtain

U, U,
U, + U,

A =1y, (9.36)
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The constant overall heat transfer coefficientsabld U, can be calculated if a
ratio R=Uy/U, is given:

_ I A+ R (9.37)

(9.38)

From an analysis of the heat transfer conditions at the air amdides a
reasonable value for,Ran be specified by the user. A typical value would be 0.65.

9.6.5 Calculating the steady-state wall node temperatures

Now a method is available to obtain the overall heat transfdficgeets for a
number of n discrete elements along the recuperator gas path, teapoad to a
steady state operating point with known recuperator inlet and exitogalitions
corresponding to a given steady state effectiveness. A quady stiede transient
simulation approach can now be followed to calculate the heat soefkagieof the
wall, i.e. the thermal inertia effect of the wall resultinguiresponse lag of material
temperature. This lag will affect the heat transfer betwhenwall, gas and air,
resulting in profiles such as shown in Figure 9.6. Air side, gas side atafiah
temperatures are defined at the n+1 nodes that represent the anttiexit of the n
segments.

Prior to any transient simulation, the steady-state materigberatures J; for
all nodes must be calculated and stored in order to set the aatidition of the
subsequent dynamic thermal simulation. Then also the air and gasndide
temperatures @I, Ty ) must be calculated. Although not really necessary, the T
Ty i values are also stored to have favourable starting valuethdoiteration
required during transient simulation.

First, the overall heat transfer coefficient (for the endingface A) UA [WIK]
from the cold to the hot flow for each segment is calculated:

A/n
T

Uhgy = -
U, "7,

(9.39)

As the entry (i=0) and exit (i=n+1) node conditions can directlgdieulated,
the numerical problem to be solved here is a set of n-1 equatitina-&viunknown
material node temperatures,{athrough T, ,.)). These equations could be added to
the global GSP equation set and simultaneously be solved. Howesenatiwell
lead to severe iteration instabilities, so a local iteration is used insatiatljisg the
effectiveness and entry and exit conditions of the recuperatorréhgtven during
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the global model iteration. Also, instead of a Newton-Raphson appaasimple
iterative procedure is used. Starting with the first segmenteleet i=0 and i=1, for
each successive segment, the segment exit temperatyresantd T, ; are
recalculated until the drop in enthalpy over both the gas and aiofside segment
corresponds to the heat transfer according tg,@Ad the average temperatures in
the segments and s, 0:

Qerr = thgi Wy — UAag ’ (Tgi avg — Tai avg) (9.40)
with
Ty + Tg, T, +T,.
To, avoe (6127“1) and Ty, auge (9279—1) (9.41)
and
dhwg, = [FH(Ty, GCy) = FH(Ty,_,, GCy)] - wg (9.42)

For the air side similarly:

dhw,, = [FH(T,, GCq) — FH(T,,_,,GC,)] - wg (9.43)

Note that for steady-state:
dhw,, = dhwy, (9.44)

FH is GSP’s function calculating enthalpy as a function of temyrerand gas
composition.
While Q. # 0 in equation (9.40), Jfis corrected using:

QETT
T, =T, — 9.45
ge 9wy FCp(T,, GCy) (9.45)

With FCp being the GSP function to calculate specific heat feonpérature &
and the gas composition. From the correctgdanew value for the enthalpy drop
dhwy across the segment can be recalculated and then the gpeganT be
recalculated from equations (9.43) and (9.44). Repeating this proaeduits in
stable convergence towards a solution for segment i within a peeifisd
tolerance after which the iteration is started for the next segment.
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After completion at segment n, the gas and exit temperature oesegnis
compared to the already given exit temperatures of the recupekatoresidual
deviation (due to error accumulating with the successive segnienativie
calculations) is used to correct the air and gas node temperatures proportionally.

With the now calculated steady-state gas and air node temperahaasall
node temperatures can be calculated using the notion that the ratieralf beat
transfer coefficients U is inversely proportional to the ratideofiperature deltas
between the gas/air and the wall:

R, =—= (9.46)
After rearranging, an expression for the node temperatysesii be derived:

Ry - Ty, + T,

Ty = 9.47
™ R, +1 (947)

After calculating all material node temperatures using equadd@Y) the 1-D
thermal steady-state of the recuperator is fully determinétiodgh not required
for a steady-state cycle simulation as such, this procedwresuted for every
steady-state simulation in GSP so as to make sure thatsahmanitial condition is
available for a successive transient simulation.

For more detailed information on the numerical procedures, refee toode of
the GSP 1-D recuperator model.

9.6.6 Transient simulation

For the transient simulation also an iterative procedure mafetl, but this time
separately for the heat transfer between the air and theaméhithe wall and the
gas. Clearly, the overall heat transfer coefficient (for the whida A) UA4 cannot
be used anymore since there is no steady state heat transfer anymore.

For every segment, the heat fluxi€calculated for the gas and air sides using:

A
Qgi = Ug z (Tgi avg — Tmi avg) (9'48)
A
Qai =U,- ; ’ (Tmi avg — Tal- avg) (9.49)
with
T, + T
T avg = % (9.50)

MODEL DEVELOPMENT PART Il 119



Chapter 9 Thermal effects modelling

From Q then the next node enthalpigs hnd iy ; and thus the temperatureg; T
and T,; can be calculated:

Qq;
Ty = FT(hy,_, - l ,GC,) (9.51)
g i Wy 'FCP(Tgi'GCg) g

Qg
Ty, = FT(hg,_, + z GC,) (9.52)

wg * FCp(T,, GC,)’

The temperatures'f and T, must equal the temperatureg Bnd T,; used to
calculate the average temperatures in equations (9.48) and (9.49).

The calculation of equations (9.48) is iteratively repeated, d¢otgety and T
using

T, + T,
o latle (9.53)
1= 2
T, +T,.
’ gdi gi
T, s (9.54)

until T'g = Tgiand T = Ty within a certain tolerance.

This process is executed for nodes i through n-1. The sums ofjalese heat
fluxes on the gas and air sides are calculated to calculateattséent overall heat
transfer of the wall with the air and gas flows through the recuperator.

Qg = Z Qgi (9.55)
i=1

Q=) 0 (9.56)
i=1

Next the temperature time derivatives of the material nodpdeatures are
calculated, using the averages of the heat fluxes calculatechdomdjacent
segments i and i-1:

dT. (Qgi + Qgi—l) _ (Qai + Qai—l)
m _ 2 2 (9.57)
dt Myan

Cpm * n
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Equation (9.57) is used for nodes 1 through n-1. At nodes 0 and n+1 there is
only a segment on one side and then the following equation is used:

AT, _ Qg; — Qg
dat . Mya (9.58)
Pm n

The time derivatives of the material node temperatures ctdubégth equations
(9.57) and (9.58) are integrated at each time step of the GSP wglotel transient
simulation, resulting in a wall material response deviating froen steady-state
profile and also resulting in values foy @nd Q deviating from the values that
correspond to the given steady-state effectiveness. As a, réisaltoverall
recuperated gas turbine transient response will also be affdatetl8.7 an
application is described of the 1-D recuperator model.

9.6.7 Application example

In Figure 9.9 the 1-D thermal recuperator model is demonstrated shtieing
heat soakage effect of varying recuperator mass on 0 to 100% fu@3|Vétep
response transients of a recuperated micro turbine. The resthssefsimulations
are used for system identification required for control systengmesd also to
analyse the effect of weight reductions of the recuperator orienamerformance
and start-up times.

The figure shows the response during the first 5 minutes. Tmatl1Oaret
Tmat_10_rectl are the (internal wall) material node temperatirése hot and
cold entry/exit sides of the recuperator respectively. Thesteally state is reached
only after at least 30 minutes. The response curves of the 25 kgerator
correspond with measured responses of the 3kW MTT recuperator mnibnoet
described in Chapter 18. With increasing mass, the system regigjnificantly
longer time to warm up. The figure clearly shows that, depending on the recuperator
mass, the electric efficiency (ETA_PW_gen) and power (PWt stet) only
become positive after a period up to 1 minute and then slowly incteaseds
steady state. With the cold material temperatures during wprrextra fuel can be
added by the fuel control (without risk of overheat) to compensathdaffect and
shorten warm up time, but this also results in lower efficiency.
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NfcP3: Effect of recuperator mass effect on 0-100% PWR ste  p@100%rpm GSP 11
TSrecup44.mx| solid=25, dash=12.5, dash-dot=5 kg  22:20 oktober 11, 2014
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Figure 9.9 Example of 0-100% power (Wf/P3) step transient response with
varying recuperator masses (5, 12.5, 25 kg).
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Chapter 10 User interface and data storage

10.1 Introduction

The user interface design and software engineering of gas turbétemsy
simulation tools such as GSP is a field unrelated to the physichinumerical
modelling and simulation issues. However, it is an essential eteforemaking it
efficient and effective for performance analysis tasks. Toexge this chapter
describes the most important user interface elements of GSP and thiein tel¢he
modelling and simulation functions.

Tools with a poor interface often do not see application beyond a sincdd!
around the developer himself, leading to a waste of resources and tituplafa
development efforts if new scientists and engineers enter tf@mance analysis
arena. A good user interface can only be designed from a thorough understanding of
gas turbine modelling theory and applications. In the case of GSP gthiatesface
has been designed to meet the requirement for generic nature ah@$Bn easily
be extended and adapted to changes in the simulation system.

10.2 Model editing interface

GSP’s graphical user interface fully reflects the objectateied architecture for
the gas turbine system and component models, as is depicted in Figuréht0.1.
main window mainly manages the model and library windows. A model window
forms the ‘work bench’ on which a number of component icons are arranged to
form a valid gas turbine configuration. It further includes all iter@sessary for a
system simulation. GSP’s context sensitive on-line help enhances esdlifiress.

Icons representing the component models are copied from component library
windows onto the model window. The drag-and-drop interface allows th@ngop
of multiple instances of components between models, enabling the tsgdtbis
own specific component repositories and save them as a generic model.

GSP offers a variety of flexible tabular and graphical input aridub formats.
For the model window these include ambient/flight conditions, a vaéty
simulation control options, result tables, result graphs, data exportt$oetwaEach
component type has its own specific interface with design data, caystdm
inputs, graphical component maps with operating curves, deterioration réaduleva
geometry data etc. Off-design input includes tabular time functiongrdnsient
response calculations.
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Figure 10.1 Interface architecture

10.3 Model data storage

The model data that are specified by the user must eventuallycbssed by the
model algorithms and also by the code saving and loading models to enddt@
storage devices such as hard disks. For model data storage onrtdathe user
interface several alternative approaches are possible.

10.3.1 Data storage format

The most obvious way to store model data is in a database, cunsistine or
more tables that have specific relations. With the tables haalugnns and rows
however, model data from an unknown number and variety of component models
cannot be efficiently stored. As a consequence, a more flexiskgst method has
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to be used, not using tables with fixed records. Several existingesienilformat
concepts can be used such as Windows ini files for example. A moesfpband
also modern industry standard for storing polymorph data is XML (Ektens
Markup Language). For GSP 11, a flexible object oriented data storageptonc
using XML has been developed capable of storing data for any modejwaitithn

of various component models. In section 10.5.1 it is explained that GSRsraoele
stored in XML files including one or more model configurations and run cases.

10.3.2 Run time model data

At run time of GSP 11, model data are read from XML fites run time XML
memory, manipulated and optionally save back in XML files. Besimaulation,
the run time memory XML data are read into the actual componedkelm
parameter data fields which are directly accessed by the simulationtatgorit

10.3.3 Relation with the user interface

The component model parameter data fields can be either keptiedparathe
user interface or shared with the user interface data. The rfapten has the
advantage of flexibility in terms of user interface: the samilation code may be
controlled by a different user interface of a different comppi&iform. With the
latter option (model data and interface data fields are the same) howgwidicesit
benefits in code development efficiency and maintainability can be obtained.

For the GSP development environment the latter (shared dhtg) foption has
been chosen and a special (object oriented/virtualized) data comgibrenyt has
been developed [75] that automatically reads and writes user frdaa the
component data entry windows to and from the model data (i.e. XMlsestien
10.5.1 below). This way, the developer never needs to worry about theaditag
and writing process after adding new data entry fields in componeaots. that
without this concept, the developer would have to write separate opdéfing
and retrieving values between the user interface element andirthiéme data,
every time a new component or system model parameter is needed.

A drawback of this method is the fact that all the model's userface
elements need to remain instantiated while running the model. Withwiddows
version this may pose a problem with very larger models oraevedels opened
simultaneously in view of the limited number of window handles in MS WisBow
In future GSP updates, the concept will be adapted so that the winddiehaan
be released when not used, while retaining all the code development benefits.

For more information on the model control user interface desigrr, tefine
GSP documentation [28-31].
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10.4 Configuration and case management

10.4.1 Introduction

Prior to GSP version 11, GSP models were stored as segdéeateand
represented only a single gas turbine system configuration and asugle
simulation input setting. However, except for very simple projectsallys a
simulation exercise involves several changes in the systengemifons and also
many different run cases (design point, off-design and transierh) different
inputs (different operating conditions). This means that the managerhé¢nhe
various models (model files), run cases and results, becomes a&rdaghl. From
this notion the idea was born to extend GSP 11 witordiguration and case
managementapability. Instead of individual model files, GSP 11 would work with
project files including (and saving) sevecahfigurationsandrun casesNaturally,
instead of just keeping unrelated models and cases inside the,pmgebnisms
were required to provide logical relationships among configurations @ed ead
avoid data duplication.

10.4.2 Inheritance

An optimal concept for the above described requirement is an imteerita
mechanism for cases and configurations. From a single referendgucatidn,
child configurations can be derived inheriting all properties frompérent and
with a limited number of additions of modifications. When the configuration
‘knows’ its parent, only the data that are different need to bedst@voiding
duplication.Configurationscan have both child-configurations and/or child cases.
Configurations cannot be run themselves. Cedges(or ‘run cases’) represent
elements in the inheritance tree that can be actually runmakaions. Therefore,
only cases allow user specification of simulation input data sudmesdurbine
operating conditions (see sections 2.6 and 5.5). Naturally, cases baneothild
configurations.

Using this approach, the user can systematically build up his prsjading
with a single root element configuration with components and elemaminian to
all child configurations. Sub-configurations will be added for specdidiguration
variations. Then finally, the sub-configurations will have casel@hil to represent
the various run cases. If necessary, cases may have saeases to concentrate
specific simulation inputs in a single parent case, again avoiding gigrticand
enhancing overview. If this is done properly then a project may inallig@ssible
configurations and run cases to produce simulation results congisteittiout
repeatedly specifying inputs.

Using the inheritance concept, modelling and simulation projects can be
managed very efficiently, but it requires analysis and planningam frefore the
configuration and case inheritance structure is built. If the mesmars well
understood and projects are carefully built after analysis ofntbdelling and
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simulation objectives, very efficient set-ups can be made. IRonganized project
inheritance structure offers a very efficient and user frieadlironment for many
modelling and simulation tasks. New cases and/or configurations caasilg
added as sub-nodes and with minimal data entry efforts, simulatartsecrun and
results analysed.

10.5 GSP project tree

Project A
I

- £ Project

[_][):‘ 1 ReferenceModel
D:‘ 1.1 Std_engine

[ 111154

N |B 1.1.21 Case_1 Select mode...
E} prd 1.2 DeterioratedHPC
o |l 127154 5t.5t Senes
E| B 1.2.2 158 StStSeres
b 1221 Case_1 None

- B Options

Figure 10.2 Example of a GSP project in the user interface

Figure 10.2 shows an example of the GSP project tree as seen usethe
interface. Under theRef er enceMbdel node, two configurations are added
named St d_engi ne and Det eri or at edHPC. Under these configurations,
several cases and sub_cases are add®¥l ({ SA+15 etc.). The user can select a
node in the tree to activate it. Then the configuration and/or céseaaccessed
using the model editing interface (see section 10.2).

In the right column, theun case typeis indicated which determined the
simulation mode. The following case types are available:

» Design a single DP (design point) calculation

» Design series a series of DP calculations with varying design parameters

» Steady-state a single steady state off-design (OD) simulation

e St.St. Series a series of OD calculations with varying OD input

parameters

e Transient a transient simulation calculating the response to user
specified input functions of time
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10.5.1 XML storage format

XML (Extensible Markup Language) is a widely accepted standarstdoing
and organizing digital data of any form. It provides an excellent forima
implement the inheritance concept described above for storing and ma@&jhg
project data including model configurations and cases. Rbference model
represents the single root in the project from which adapted corfimsaare
derived and saved as child nodes in the project tree. For a childombgléhe data
that deviate from the parent are stored. This means data ssirage minimized,
data duplication avoided and loading and saving speed maximized. Theirfgllow
main elements are found in the project tree:

» Project root node with optional project name
* Project Options

» Reference Model

» Configuration

* Case

Figure 10.3 shows an example of the XML inheritance data tree. draiegle
Project root node, there is always the Reference model child modalsb a node
for Project options. Project options are all settings on the oyag#ct level and
are edited in a separate data entry window. The number of sub-cotidiguaad
case nodes under the Reference model node is unlimited. In this exémaple,
Reference model node has two sub-configuration nodes (n@omgd g). The first
Conf i g node is expanded to show its own data and also two child Case nodes.

When created/added underneath a parent, a child configuration iniiadiy
exact copy of that parent and when saved, no XML data are actuadlg. dtustead,
all data are inherited. Only after adaptations, either dirbgtiyre user or indirectly
by GSP as a result of other user actions, XML data identiiedeviating from the
parent are stored.

The deviating data can be seen in the Details panel view of dfexipwindow
(the default location is next to the Model panel).

As there are two data storage layers between a case angucaindin, the user
can easily revert to a state prior to editing. Also the itdr&ce mechanism can be
used, reverting to parent and thereby undoing all changes in a child catidigur
case. Results from different cases can easily be compaieal thie output tables
and graphical output can be fed from different cases [28].
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Figure 10.3 Configuration and case inheritance in XML

10.5.2 XML data controller and parser

For the configuration and case management inheritance mechanismkio wor
efficient algorithms have been developed for linking the model tdathe XML
data in the project tree. Upon activation of a configuration og @dashe project
tree, a local copy is made of the XML data that may be savebebyser to the
overall project after completing data specification. When moving teréating a
new) configuration or case, the local XML copy, if changed may bedsfnst, and
then filled with data from the new selected node.

The special WWCOMPS14 [75] data entry components (see attiors&0.1)
automatically read and write model data to and from the XML deafaarser has
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been developed to convert between the GSP model data and the XMtodeddrs
the project files.

A particular challenge lies in the question of how to determine whethe
configuration or case data are equal to those in its parent or not. $&hieg a
configuration or case, first all model data are stored in thd KgH structure.
However, data that are equal need not be stored in XML and instasidbe
inherited. To accomplish this efficiently, a fast recursive &lgor (procedure
calling itself repeatedly) has been developed comparing node datadiigcall
sub-node data) to its corresponding parent that deletes the nodedfdqual. So
after saving all data, this algorithm is always called tednl the XML from all
data that is ‘obsolete’ because it is equal to that in its parent.

In large projects with many configuration and case levels, thiegsanay take
guite some computation time (leaving the user waiting when switelzisgs) so
improvements to the algorithms may be considered for the future.

Upon reading configuration or case data, an algorithm has been develdped tha
in case no XML data are found for a model component, starts ‘climbimghe
inheritance tree until it finds corresponding XML data.

10.6 Consistent data entry rules

The project tree concept with separate nodes for configurations agel thas
may also inherit from parents requires a number of rules to rgrédve user from
entering conflicting data. Major rules include:

» Configuration input data (gas turbine configuration, model components,
design parameters, input that affects the model NDE set att.prdy be
edited in Configurations.

« Simulation input data (‘run case data’) can only be entered in Cases.

» Cases can only have cases as children.

* When editing data in configurations or cases that have children,

0 Checks must be made whether adaptations have been made in the
corresponding data in the children,

o If this is the case, the user must be warned and asked whethert@r not
overwrite the data in the children with the new data specifieitheén
parent.

0 This means the user may decide whether or not to propagate changes i
a configuration into all children configuration and cases.

Detailed information on data entry rules is given in the code 785,and
documentation [28-31].
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Chapter 11 Numerical processes in a GSP
modelling and simulation session

11.1 Introduction

The following sub-sections describe the internal processes in G3iy dur
simulation session. The TJET.MXL simple turbojet model shown in Figlre
(used also in the ‘Quick start basics’ tutorial in the GSH Wamnual [28]) is used
here as an example. The ‘external’ process that is visible taughe is not
extensively described here since this is best shown by simpiyg tisé tutorial
itself. Also, the GSP Technical Manual [29] describes the intpnogesses inside
GSP to a limited extent.

Figure 11.1 GSP turbojet model configuration

Note that GSP version 11 is used here, which has a case and eidfigur
management layer on top of the model structure, explained in sectionarntD.3
10.5. As such, a GSP model iscanfigurationin a GSP llproject and acase
represents the specific set of conditions at which to run the simulation.

11.2 Model creation

Although in most cases an existing model is used as a templatador model,
one can start from scratch and build a model by copying component rfrodels
the GSP component libraries to tReference configuratiom the project tree.
Later, child configurations with model adaptations or extensions can be. adue
components can be linked together by the user corresponding to the desired gas
turbine system configuration. GSP will prompt the user to specfipstnumbers.
Next, the component date entry dialog windows can be opened to cortfigure
components by specifying design point data and off-design data such as maps. After
completion, a case can be added as a child of the configuration anatisiminput
specified after which a simulation can be run. Finally, the aaskeconfiguration
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can be saved in the project, which in turn can be saved to hard diktefor
retrieval and reuse, for example further extending the model and rwamtditgonal
simulations.

Note that the component objects arstantiated (see section 6.5.1) upon
creation of the model in the particuleonfigurationor case In the following flow
charts (Figure 11.2 through Figure 11.6) the grey background elementdendica
components and data that are instantiated during runtime upon modekatitali
(corresponding to theModel elementson the left in Figure 6.3). The white
background elements are data and procedures in the overlaying mode that
controlling the simulation process (corresponding toMlelel procedure®n the
right in Figure 6.3).

For the turbojet model example the user will have to only add an Inlet,
Compressor, Combustor, Turbine, Exhaust nozzle and Manual Fuel control
component as shown in Figure 11.1. Next he will have to specify gesigrdata,
assign the same shaft to both compressor and turbine, so they are coupled and also
assign the shaft speed as being a free state variable.

11.3 Model initialization

Before any Off-Design (OD) simulation, a Design Point (DP)uition is
required to define the engine design as described in section 2.6.4. Conge@kentl
simulations are run both for design point analysis and for initiglizi model for
OD performance analysis. Prior to a DP calculation, the modaltialized and
then the following checks are made:

* Are all component gas path interfaces linked?

» Are all external and control inputs linked?

« Are all required component data specified?

» |Is the model configuration consistent (no circular references andsibfgos
gas path links)?

» If design point calculation equations are used, are the numberex atad
errors equal so a Newton-Raphson iteration can be performed?

If no problems are found, trmomponent calculation ordewill be determined.
This means an algorithm is run, arranging the components in an ordétestora
subsequent calculation of the thermodynamic, control and other calculatiesash
component. Usually, a number of simple non-gas path components confe.djrst
defining operating point constants, control inputs, scaling and user defined
constants), and then gas path components starting with the (sometmeethan
one) inlets and ending with exhausts. Finally, post processing comparents
added. For some cases, the user is able to control the order,fgiexlae non-gas
path component calculation order and, in the case of multiple inlets)l¢havith
which to start. Also in the case of a splitter or fan, which of the two downstream gas
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paths is handled first, can be user specified. The rest of thpatasomponents are
automatically arranged in the correct order.

In our example turbojet model of Figure 11.1 the order automaticatiprhes:
Inlet — Compressor — Manual Fuel Control — Turbine — Exhaust nozzle. Component
control components such as the Manual Fuel Control always are calcylated
before the component that is controlled by it (in this case the Combustor).

11.4 Design point simulation

If initialisation errors or problems are detected, the simulasoaborted and
errors are reported. If not, a DP simulation starts and runspastetkin Figure
11.2. A top level system model simulation procedu@al(‘cDesi gn”) will call all
component simulation routinesCél ¢’ virtual methods with component specific
implementations) in the order specified in the initialization phasea simple DP
calculation with no equations, only a single pass is sufficient to gienere design
point.

SpecialDP equation componentan be added to the configuration to define
user defined relations among DP parameters and corresponding fese Bt
example, a certain design thrust level may be specified wihdelsign mass flow
as afree state variable If there are DP equations, a Newton-Raphson iteration (see
11.5 and 11.6) starts and the series of compof@ahtt routines will be run
repeatedly to generate error variables as a function of staiables until
convergence has been reached within a predefined tolerance (for exderpte
DP inlet mass flow towards a value that results in a required thrust level).

In the default case with no DP equations, there is no iteration asdrtbktion
only involves a single pass through ®ad cLi st .

To speed up calculation, there are two ‘fidelity modes’ (in code t
TDet ai | Level type): a Low fidelity mode for rapidly iterating towards the
solution, using simple gas relations (omitting chemical equilibriurautations).
Then after convergence and obviously very close to the solution,etiatiaoh is
continued in high fidelity mode (chemical equilibrium and more accumatdime
consuming methods) until ‘high fidelity’ convergence has been reached. This
simple loop is not shown in the flow charts.

Finally, DP performance output parameters are calculated astgppocessing
routine.

In many cases, series of DP simulations are run with one or design input
parameters varying over user specified ranges. These ‘Desiggs’sor ‘DP
parameter sweeps’ are controlled by outside loops not shown in the flow charts.
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Figure 11.2 Generic GSP Design Point calculation procedure Cal cDesi gn

In our example turbojet model of Figure 11.1 there are no DP equadiwhshe
DP cycle is simply calculated from inlet to exhaust with a uysecifed design fuel
flow specified in the Combustor as shown in Figure 11.3. The ManuaComglol
is for OD fuel control specification only. Inlet conditions are specified in the Design
Flight/Ambient conditions data entry window.
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Figure 11.3 GSP Design Point calculation procedure in TIET model

11.5 Newton-Raphson iteration

In section 5.9 the Newton-Raphson method for solving gas turbine model non-
differential equations is explained. In GSP, as shown in Figure 11.2 igace F
11.5, the iteration updating§ using an inverse Jacobian matrix continues until all
elements in the error vectors are smaller than the userfisgeaormalized
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accuracy which has a default value of 0.001. As the iteration step updafearef
truncated using the program controlled factor f (see equation (5.143)lyusiany
steps can be made with the same inverse Jacohidrdgress is tested evaluating
whether the reduction per step of the sum squBrisdat least corresponding to the
ratio f,. fy, is user defined with a default setting of 0.9. If there is not enough
progress, the iteration is aborted and a new inverse Jacobian calculation started.

11.6 Inverse Jacobian calculation

Figure 11.4 shows the calculation procedure of the inverse Jacobian Matr
that is required for the Newton-Raphson iteration as explained tiors&c9. The
Jacobian J is calculated by first calculating the error veEtdor stateS (the
starting point for the subsequent iteration steps) and then for i=1.vetharsE;
for statesS; where | denotes the elementSrwith a small perturbations. As is a
user specified constant with a default value of 0.001 which meafsl%
perturbation relative to the DP state vector with all elemenual to unity (since
the state variables are normalized to DP values). Aftezesstul inversion using
LU decomposition, Jis passed back to the Newton-Raphson iteration.

The enhancements to the GSP Newton-Raphson method mentioned in section
5.9.1 are not shown here as they are not changing the primary methodology.

11.7 Steady state OD simulation

In Figure 11.5 the OD simulation process is depicted. First, @@ ahd error
parameters are assigned, depending on the user specified configuratioe of
components. Note that as opposed to the DP equations whereby components
generate user defined equations with states and error variablethed DP
simulation (see section 11.4), the OD states and error for thgatfasonservation
laws are set up automatically by GSP. User equations weh smecified OD
relations such as control schedules and limits etc. can be isgegvhich
subsequently add additional states and errors. The state vadeblesrmalized to
1 by dividing it by the design value (‘des’ suffix) of the particular parameter.

The OD simulation executes the components order&alircLi st , generating
error variables (vectaE) as a function of the state variablesSinThis is repeated
with the same inverse Jacobiah uhtil either the convergence criterion is met or
convergence progress is not sufficient as described in section ldr.5vhfth a
new inverse Jacobian has to be calculated as described in 11.6.
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Figure 11.5 Generic GSP Off-Design calculation procedure
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In many cases, series of OD steady-state simulationsiar@ith one or more
input parameters varying over user specified ranges. These giarasweeps’ or
‘steady-state series’ calculations are controlled by outsidpsl not shown in the
flow charts.

In Figure 11.6 the OD steady-state calculation procedure for the EXample
is shown. First, the following states and errors are defined automatit&dbe that
all states and error variables are normalized to unity in the design point by dividing
by the DP value:

* The Inlet always adds an OD state variable for the mass flow tediation
system. In this case it is the first state variable S[1]. ledt corrected mass
flow W2 (at station 2 in Figure 11.1) is used as it results in best stalaility
varying operating conditions:

W2,

S[1] =
chdes

(11.1)

e The Compressor requires 2 states to define its operating poiftf@[the
rotor speed N and S[3] for compressor map Beta (the extra polar coordinate
used in the MTU map format for better iteration stability [23].alidition
the compressor adds an error variable to maintain the conservation af mas
E[1] = compressor inlet flow — mass flow according to the map:

N

S[2] = (11.2)
Ndes
Bet
S[3] = ——2 (11.3)
Betag,s
w2 —-w2
E[1] = ————% (11.4)
Wzdes

« The Combustor does not require separate states as it depends only on fuel
flow and the compressor operating point which determines the inlet air flow.

¢ The Turbine also requires 2 states to define its operating point: 8f4] f
turbine mapp (extra coordinate in the MTU map format corresponding to
pressure ratio) and rotor speed, which is S[1], shared with the compressor
and thus already defined. Two error variables are added: E[2] for the power
balance (conservation of energy) on the shaft E[3] for conservation of
mass: turbine inlet flow W4 - mass flow according to the turbine map W4
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Beta

S[4] = — 11.5

[4] Betay.. (11.5)

PW, *n,, — PW, (11.6)

E[2] = t *NMm c

PWtdes
W4 —W4

E[3] = —— %2 (11.7)
W4des

» The Exhaust nozzle component adds the final error variable for conservati
of mass: the exhaust inlet mass flow W5 minus the exhaust nozitenead
calculated from inlet gas conditions and nozzle area WS8:

E[4] w5 - W (11.8)
W8des

In this example, the user defined station numbers are used to idiwmify
parameters (e.g. 2 for inlet exit in W2) for the sake of claigtythe reader.
Internally in GSP, the parameters are not identified byostatumbers but related
to the inlets, exits or shaft numbers of the component. As suchy &8P
component ‘knows’ when and how to add states and errors to the equatémn sys
automatically. The states and errors are expressed in garantigat are defined
within the scope of the particular component clddss approach is essential for a
truly generic component stacking architecture offering ultimatebiléy in terms
of gas turbine model configurations. The components only link with theirideuts
worlds’ dynamically(i.e. during program execution) at model initialization, when
relations with the global state and error vectoedE, shafts and other component
objects and secondary airflows are defined in program memoryp@wnt inlet
and exit gas conditions (flow, P, T and gas composition) are shafeddayjicent
gas path components using special gas path interface object classes.

Several rule sets and checks are built in the component dradr@mdhterface
to guarantee a consistent set of states and errors (equal nuratzesfand errors).
Gas paths always must start with inlets and end with exhaustesagas path and
control connectors must always be linked to a corresponding component.

Although in most cases with customary gas turbine configurations ithem
need for the user to interfere, the user has some control ovetatke and error
building for special cases. If then the equation system beconoessistent
(number of errors and states not equal) an error is reported.
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Figure 11.6 GSP Off-Design calculation procedure in TIET model
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If the states and errors are specified such that a singutaidaanatrix would
result, an error is reported when inversion of the Jacobian ispattenA singular
Jacobian would result for example if a state is defined tranbaeffect on any of
the error variables, or an error variable is insensitive to all states.

The state and error adding procedures are virtual. This meaasasthterror
manipulation is handled in virtual ancestor components where possibledso c
duplication of is avoided and object orientation benefits used optimElig.
compressor for example inherits its shaft state variable fitsmancestor
Turbomachinery component class which includes all code common for
turbomachinery (see section 6.4 and Figure 6.2).

11.8 Transient simulation

The OD simulation procedure is used for either a steady-stagetransient
simulation. In the latter case the time derivative termbkénconservation equations
(see section 5.6) become active and subsequent quasi-steady stiagpeints
are calculated for successive time steps. As such, the intproeédure for
transient simulation is technically the same as for steady-state.

11.9 Analysis of results

Simulation output can be presented in various ways. Siogégating point
reportsin text format can be generated that show the engine statepatitihevhere
the simulation stopped. Often however, series of operating points aratgenand
then the table output is more convenient from which graphs can be piottehy
forms. With transients, separate transient output tables arewitedan extra
column for the time variable.

11.10 Inside the GSP code

GSP is developed in the Delhsoftware development environment, offering
excellent overview of code, embedded documentation options, debugging
capabilities and other features. It is based on Object Pasadi wifiers clear code
readability and compiler checking functions (superior to C/C++) whtkining the
flexibility of the widely accepted C/C++ language as a standard.

As a result, for further information on the internals of GSP, thes amith
embedded comments can be used along the GSP documentation [29-31].
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Chapter 12 A Generic Approach for Gas Turbine
Adaptive Modelling’

12.1 Introduction

The last few decades have provided gas turbine performance eagmider
increasingly powerful modelling tools. At an early stage, the oppoytumits
identified to use simulation models for test analysis and diagngstigsoses,
requiring modelling of deterioration and fault effects. Much focus puaison gas
path analysis (GPA) methods, linking measured gas path parametaticthesvio
engine condition. A large number of publications show the development of different
GPA approaches including linear GPA [77-79], non-linear GPA inatuddaptive
modelling [80, 81], neural networks [82-86] and genetic algorithms [87L9®}ar
and non-linear GPA often employ cycle models to calculateidetton and fault
effects.

An effective GPA method is adaptive modelling (AM). Adaptive medeve
an inherent capability to generate deterioration and fault datadapting to
measured engine performance data. The adaptation is done by adjusting compone
characteristics such as compressor and turbine maps. Measuredpenfgimreance
is compared to baseline performance providing performance deviationTdata
AM calculation translates this information into a change of thepooent model
characteristics, which is required to match the measured daita.cliange is a
measure for component condition relative to a reference lexeéxtmple due to
deterioration) and thus represents diagnostics information as shown in Figure 12.1.

Several parameters can be used to represent component condition, depending
the type of component. Usually, the focus is on the turbomachinery components and
then mass flow capacity (i.e. corrected mass flow) and eftigiare very suitable.
‘Map modifier’ parameters are used to represent the deviatiom feference map
mass flow and efficiency and as such are the unknown condition indiaatans
AM calculation.

Most efforts to apply adaptive modelling GPA for diagnostics hasalted in
engine type specific tools [80, 81, 91, 92]. This is due to thetfiattmany cycle
models used as a starting point already are engine specific. Moréoe optimal
configuration of an adaptive model in terms of measured paranagtengnknown
condition modifiers depends on engine type [91, 92]. As a result, developiment
gas path analysis tools this way has required excessive implementatio effort

! This chapter is based on: [27] W. P. J. Vis®erkKogenhop and M. Oostveen, "A Generic Approach
for Gas Turbine Adaptive ModelingASME Journal of Engineering for Gas Turbines andv@gvol. 128
GTP-04-1039, 2004.
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Figure 12.1 GSP Adaptive Modeling GPA

The Gas turbine Simulation Program GSP, with its built-in fleikybibffers an
opportunity to develop GPA tools much more efficiently and without rewiri
extra coding. It has successfully demonstrated the capability tol middelly any
gas turbine configuration [12, 93]. With the need for improved diagnostics
capabilities in many gas turbine operational environments in thieNe&nds, a
research program was conducted to develgprericGPA capability inside GSP.
The objectives of this research program funded by the NetherlandsAdmr
Aerospace Programmes NIVR were to be able to:

* Turn any existing GSP model into an adaptive model.
» Rapidly configure an effective diagnostics tool for any engine type.

Although GSP was used as the environment for implementation, the concept
presented can be used in any program with a flexible and generic structure.

12.2 Approach

There are two approaches to turn a gas turbine system model inta@tive
model. One approach is to use a numerical loop outside an existing model,
iteratively adapting condition parameters until the model output meattie
measurement. A Newton-Raphson or similar iteration then adaptsotitition
parameters based on model output deviation from the measurement. ahtagev
of the external numerical loop is that no interference is needadtva internals of
the engine model

Another approach is to extend the internal equation set of thenpaset model
with equations that enforce the match with the measurement daéaapting an
extra set of unknowns in the equation set corresponding to the conditionoesviat
The advantage is that the absence of external iteration loops srayudienal
stability, convergence speed and no additional complexity. However, khe A
capability must be integrated in the numerical heart of the engine model.
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In GSP, the advantages of both approaches are combined using thé secon
approach extending the internal equation set. As a result, GSPpadly tarn any
GSP engine model into an adaptive model using an ‘AM control module’.

12.3 Adaptive model equations

Gas turbine cycle models normally calculate steady statamsient off-design
operating points by solving sets of non-linear differential equations edbation
set represents the conservation laws that apply for the spewrgfine. Truly generic
modelling tools such as GSP must automatically build up the equaticiuraeg
model initialization [12]. The individual gas turbine component modwlst then
be able to add any equation and free state variable to the tsist phacessed by a
separate generic solver. An adaptive model can be representedcallynbyi just
adding a number of equations equal to the number of measurements t@adiapt t
obtain a ‘square’ equation set with a single solution then also an rquéaler of
unknowns must be added representing various engine or component conditions such
as efficiency and mass flow deltas or ‘map modifiers’. Nétyréhe condition
parameter set must include realistic deterioration modes andldts fwith
identifiable effects on performance via the gas path.

12.4 Object oriented implementation

Object orientation provides an efficient means to implement funditipna
common to different modelling elements in a simulation environifsa@ section
6.4). This allows the implementation of capabilities required fapte modelling
in a single &bstracy} component model class, common to all gas path components.
The capabilities added are:

1. a list of measurement values corresponding to component performance
parameters,

2. alist of condition factors to be multiplied with condition paramesech as
efficiencies and map flow rates,

3. an interface to have the user select the measurements andocofaditors
that are active during ‘adaptive simulation’ mode (the user bastble to
quickly change parameter selections in order to evaluate and opthmize
adaptive model configuration),

4. user interface elements to present results, such as bar whaitsalize
deltas on performance and component condition parameter values.

Although not essential, object orientation clearly provides significant advantage
over alternative approaches to implement generic adaptive modelling functions.
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12.5 Numerical methods

As explained in the previous sections, the numerical solution of thefset
adapted condition factors is simply found by adding the corresponding equations
the equation set that represents the reference engine. In eq(E2idn the
complete set of equations for an adaptive model is shown. The ufipsedéon
represents the reference enginghfough f are the n error equations based on the
conservation laws with the unknown stateshsough g ¢ represents the relative
equation tolerance (convergence criterion for the conservation eqlatiods
should be very close to zero (typically 0.0001y). through f,., represent the m
additional equations added in adaptive modelling mode and simply requoded
output parameter to be equal to a specified measurement valtleoagh s, are
the scalars representing the unknown condition factors that need tovée fal
em: through g, represent the separate tolerances for the adaptation to the
measurement parameters.

fl(%)-'- fl(s'n)-l- fl(s‘cl)-l- fl('Scm) = €

—
|

He)r - hs)t | R o fls

(12.1)
fml(sl)+ fml(aw)-*- fml(scl)+ fml(Scm) = &y
fmm(s.l.)+ 1:mm(sn)-*- fmm(scl)+ fmm(Scm) = &
A more compact notation for equation (12.1) using vectors is
F(S) <% (12.2)

with Sincluding both the s and. elements an@ including elements equal to
the conservation equation toleranee and measurement tolerances. The
equations representing the adaptation constraints for a measurement i are

fmi = I:)i mdl Pimeas = Emi (12-3)

with P g and R meas the adapted and measured values of parameter P
respectively.

A Newton-Raphson based (or other) solver can be used to iteraedsotine
solution and at this stage there are no further numerical additiqoged The
absence of outside iteration loops provides optimal stability and @linim
complexity.
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12.6 Reference models

The objective is to extend an existing gas turbine model with an aglaptiv
modelling capability, without having to interfere with the modellfitde GSP, this
can be simply done by drag-and-drop of the adaptive model control compmrent
(top-left in Figure 12.2). With adaptive mode turned off, the modeksemts the
reference or baseline engine.

i ;I rutur2

i speed
d ctrl

Figure 12.2 GSP model with (top-left) adaptive model control icon

The reference model must be tuned to performance data in order ito aibta
accurate baseline. This means matching the model design point ttifec spgyine
operating point data set, usually at high power levels at standardiacosidiuch as
maximum take-off thrust for a turbofan engine. If necessary, npatameters can
be further fine-tuned to improve the match with available offggledata. Even if
component maps are not available and must be scaled from similar goiviain
maps, errors can be kept small as long as the operating pointlstgyshe design
point. This is the case for example with gas path analysis diagnostimaximum
take-off power engine pass-off tests at KLM engine overhaul fadisterdam
(see the case study addressed in section 12.13).

The accuracy of the reference model match (with referencaeepgiformance
data) affects the adaptive model simulation process. Referagoeanodel errors
will interfere with the adaptive modelling numerical solution. TEfere,
‘calibration factors’ § are introduced, compensating the adaptive model numerics
for model errors. Equation (12.4) shows how a model parameigsi Ry is
calibrated using the ratio of the design point measured and model parameter values.
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I:)i mdl = PI mdlraw* fci
f = Pimeasdes (12'4)
° PI mdldes

Normally, if an accurate design point match has been obtainefd,fiotors are
very close to 1. Thé& factor calibration method was found to have a significant
effect on adaptive model stability and results, even if tHactors only deviated
1% from unity.

Another important consideration is the source of the data for tuning the
reference engine model design point. This source is optimally the esagiree test
bed under the same calibration settings. Data from a single enginewtsl
corresponding to the average (new or overhauled) engine performancejalg us
sufficient to be used for an entire engine fleet and this approadiebasused for
the case study at KLM. Even better results would be obtaireedaifige of engine
tests would be used and averaged to eliminate measurement sfftts.
Ultimately, the best but also most laborious approach would be to matbéls to
every new engine at the start of its service life (or tm®veen overhaul) and keep
the model for diagnostics for the particular engine. Then engimaginesvariation
is eliminated and performance deviations will be due to detddorat faults only.

This approach may well be applied in the future in on-wing or remb&dess
continuous engine monitoring systems [94-98]. With the adaptive model
continuously running on-board in the FADEC, more interesting opportunities
emerge, such as adaptive control logic [99].

12.7 Selection of parameters

The ‘square’ equation set with an equal number of measurements anibosndi
parameters is the most straightforward approach. However, the nundoerdifon
parameters and especially measurements may vary among engise atype
applications. Ideally, a large number of accurate measuremerdvaikble,
covering the gas path conditions at most engine stations, and excéedmgrtber
of condition parameters. In that case, the solution of the ‘overrdeet’ equation
set would be a minimization problem, for example using a weightetidgaares
method [77, 100]. In most cases however, the number of measurasnkmited
and often smaller than the number of condition parameters requirecddonete
representation of engine health including all deterioration and faihodes.
Several solutions have been proposed to handle the case of feamiremeents
than condition parameters, including multi-point [87, 89, 101], adding constraints or
equations derived from knowledge of the (relations among) deterioratiolesm
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[102] or working with optimized selections of condition parameter ‘s&igssequal
to the number of measurements. With the latter approach, methods proposed by [87,
91, 103] can be used to define a measurement and condition paramétet et
best able to isolate specific problems. A method suggested by [108dsin the
case study described in section 12.13.

Different sets can be used to identify different fault- dederation cases. With
an adaptive modelling tool that can be rapidly configured, this approach is atractiv
and therefore has been used in the GSP diagnostics module atghisAstavill be
explained in the following sections, the GSP diagnostics component incdudes
powerful generic GUI, allowing rapid configuration of adaptive modelsafor
GSP modelled gas turbine engine. Results with different subisekedf both the
measurement and condition parameters can be quickly analysed.

12.8 Measurement uncertainty

The measurement tolerancgs throughe,, are independent of conservation
law inaccuracy and represent measurement specific tolerances for the aolaptati
equations. Theeg, values are separately user specified corresponding to
measurement uncertainty data. Normally,gdh@alues will be larger thanand can
be tuned to obtain optimal results.

With large g, values, solutions may be found at the extremes,ahargins,
which are unrealistic in a sense that the deviation from thererefe engine
parameter value is ‘ignored’ by the solution. In the future, additioetthads may
be applied to account for statistical probability distribution of mesment error
using weight factors for example. This will allow better repredent of
measurement error and provide solutions with maximum probability aitied
measurement uncertainty margins.

12.9 Standard and adaptive simulation modes

The engine simulation tool only needs to solve the additional equatiomsg duri
adaptive modelling mode. The adaptation of the model can simply bevettt
by replacing the.f equations (Equation (12.3)) by

f,=5s —1 (12.5)

The result will be a solution with all condition scalars being edaoall,
representing the case of the healthy reference engine. Everyvadsipiulation
must be preceded by a standard (non-adaptive) simulation to detetineine
reference engine baseline performance and deltas at the pamigatating point.
In GSP this is done automatically.

MODEL DEVELOPMENT PART Il 149



Chapter 12 A Generic Approach for Gas Turbine Adaptive Modelling
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Figure 12.3 Booster running lines for reference (solid) and deteriorated
(dashed) engine (case 1).
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Figure 12.4 HPC running lines for reference (solid) and deteriorated (dashed)
engine (case 1)
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Obviously, the ability to use the same model for both performancegsenalith
the reference engine model and adaptive simulations and diagnosties sanhe
session, is very convenient. Following a diagnostics session, thenpenfoer of the
adapted model can be analysed and directly compared with thenoefemrggine by
plotting curves for varying power setting for both cases in simp¥ gfaphs and
compressor maps for example. See Figure 12.3 and Figure 12.4 for example
(representing results of the case study discussed later in this paper).

12.10 Model stability

Large measurement errors may well result in attempts toefiigihe operating
points that are impossible, even with extreme component conditioriivasialn
such cases the conservation equations for mass and energy can rednly
satisfied while simultaneously matching the measured performanasgtars. In
this case widening the, tolerance margins may help to a certain extent, but with
large measurement uncertainty (especially scatter) itten dfetter to omit the
particular measurement from the measurement set.

Another problem is multiple solutions. Especially with a smadlasurement
data set the model may adapt with unrealistic condition factors asiwery high
efficiencies. A slightly different measurement then may hatally different

results, indicating there are multiple solutions for the conditionovest. In this

case more measurements are required to ‘more tightly’ capture engine ped@rma

In the case study with the twin spool turbofan described later snptper, at
least six parameters were required to obtain realistic sepalhting in the right
direction. As described in the case study section, the low-peesseation behaves
more or less independently from the gas generator. If only a femetaes such as
fan duct pressure and fan duct side efficiency are added, reszdtadenstable. It
appeared that either the low-pressure (fan and LPT exit) paranmetst be fully
omitted or sufficient measurement parameters must be added tdigonaosly
determine fan and LPT performance.

12.11 User interface

A major challenge is to develop a graphical user interface (@&ppble to
effectively control adaptive models based on any model configuration. F
application to virtually any working cycle configuration, a highly flexible concept is
required. Several examples of GUIs for GPA exist [92, 97] bugethsually are
engine specific, so a new approach was required.

Generic component based simulation environments usually have a @Ul w
separate data entry windows for individual component models. In G&Rdomple,
these are accessed by double-clicking the component icons shown in Edlire
This approach can easily be used for the adaptive modelling capahdwever,
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for adaptive modelling, the focus is on the engine as a systemharefote a
separate single interface is required to control all adaptive lhmgdfunctions on
the system model level. A concept using a tree-view with melgolumns was
chosen as the best solution for this.

)=| Adaptive Model Control =1 Olx]
|Adaplive Maodel Control D slringl Calc.Nr. 1
{Geneial | Me ts | Conditions | Remarks | Results | Output | Graph |
¥ Adaptive modelling mode active 5 p Data
Ambient Conditi Operator: IKDgenhop!DoslveenNi

Ambient Pressure. 1.01897 [bar] Type of test: Im
Ambient Temperature 297.27 [K] Engine type: IEE CF6-50E2
Relative Humidity 50.00 [Z] Engine serial: |123-455
Sample date: IW
Power setting control Gemlte (s IW
IHolol Speed Control ﬂ Power sefting: IW
N lm [rpm]

|0 Design | |# Calculate adapted poinll ¥ Save condilionsl 0K I Cancel | Help |
| 4

Figure 12.5 GSP adaptive model control component window

In GSP, an interface component was inherited from a ‘model control
component’ object class that has access to all other component niodelsiews
are used including all component models as top level elements. Thignges
adaptive model control window is accessed via the top left adaptiodel
component icon in Figure 12.2 and includes the tab-sheets shown in thenigllow
figures with screenshots.

Figure 12.5 shows the general configuration tab sheet for specificatnyioke
and session reference data, ambient conditions and engine power setting.
Depending on the model configuration, rotor speeds, fuel flow, thrust or other
parameters can be specified for power setting. Two tree-viendefined, one for
measurements (Figure 12.6) and one for the condition parameters (Figure 12.8).

In the Measurements tree (Figure 12.6), each component in the treselhas
elements representing the individual performance parametersatidte used for
adaptive modelling. The parameters listed depend on component type. Ror eac
parameter, measurement values can be entered and these areedowgiar
reference model calculation results. The check boxes are usel@dbtke set of
parameters to adapt to (i.e. the parameters used in,teguations). Note that
Figure 12.6 shows the tree-view with an option activated making theeckezh
parameters invisible for user convenience. For each parametegféhence model
calculated value, the user specified measured value and toldanadaptation
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(sm), the calculated delta (reference—measured), the calculatgte@daalue
(should be within tolerance range of measured) and the error (adapiesdrece
should be close to zero) are shown. Not displayed are the columns fiesilge
point calibration factors.fof equation (12.4). By scrolling to the right 3 columns
with model design and measured design values and the calibration fargors
shown.

)=/ Adaptive Model Control =] B3

IAdaplive Model Control 1D shingl CalcMr. 1

General Measurements | Eonditionsl Remarks | Results | Output | Graph |

Measurements set IEE_CFB—EI]EZmeas Browse |

Parameter | Unit| Flef.ModeI' feazur... I Tol...| Delta...l Adapt... | Errar... | - [%] I +[%] |
= HPC
[¥ Psin [bar] 1.86745  1.81477 1 284 1815 0012
[¥ Tsout [] 84310 941,45 1 019 84145 0000 -
[¥ Psout [bar] | 30.43521 30,0374 1 1,501 30041360 003 —
[¥ N% [%] 106.28 108,73 1 0818 10573 0000 -
= HPT
[¥ Trout [K] 111846 0 114115 1 2029 1141.07 0007 | |
[¥ Prout [bar] E51356  E.493422 1 0405 E4343 0014 -
= Global system
[¥ whtotal [kigs] 24825 24786 1 0654 24736 0000 -
0| [ | 0

Clear I Reset I [¥ Checked items only Delta display rangel 4 [%] & Flefreshl
g t Save conditions | 119 I Cancel | Help |

| 4
Figure 12.6 Measurements tab sheet

Ig Design | Ii LCalculate adapted point

| Tol 1| Detarz)| Adapted| Erorpz] -[%] | + %]

1 -2.821 1.815 0012 —+—

Figure 12.7 Detail of Measurement tab sheet

The horizontal bars (see detail in Figure 12.7) indicate measurggdnpance
delta (solid blue bar), tolerance for adaptatign(red range indicator) and the
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calculated adapted value (black dot). The latter value must Ibe ired tolerance
range for the modelling system to be accepted as a valid adapted operating point.

)= Adaptive Model Control = O x]

|Adaptive Model Control D slringl Calc Nr. 1

Eenerall Measurements Conditions IHemarksI Hesultsl I]ulpull Graph I

Condition factors IEE_EFB—SI]EZ.cond Browse |
Parameter I UnitI Heferencel Adapted' Delta ... | Thresholdl -[%] I +[%] I*
= Booster
[¥ Eta_is [] 1.0000 0 05324 -07RZ 1 l
¥ We I 10000 09373 6211 1
[T PR [ 1.0000
= HPC
[¥ Eta is [] 1.0000  1.0088 0677 1 I
[ wie [] 1.0000
[ PR [ 1.0000 _
Marual Fuel Control
Combustor
= HPT
¥ Eta_is [ 1.0000 0 09939 06N 1 |
¥ wc 1 10000 09968 | -0.320 1 |
=] e
[¥ Eta_is [ 1.0000 09920 -0.805 1 .
V¥ wc I 1.0000 09847 1534 1 [ | -

Clear I Reset I [~ Checked items only Delta display langel 7o Heheshl

|O Design | |# Calculate adapted puinll % Save cnnditinnsl 0K I Cancel | Help |
| 4

Figure 12.8 Conditions tab sheet

In Figure 12.7 a result was found exactly matching the measureniaatsm
the black dot is in the middle of the tolerance range.

In the Conditions tree (Figure 12.8) each component has sub-elements
representing the individual condition parameter$ {sat are adapted to match
measured performance. The parameters listed depend on component type. The
check boxes are used to select the subset of parameters tladiowed to be

adapted (i.e. represent ti& vector). Figure 12.8 shows the tree-view with all

possible condition parameters visible (the scroll bar must betassdoll up and
down to cover all components). The horizontal bars indicate the deaadf the
condition parameters, thereby providing the gas path diagnostics infammati
Individual threshold values can be specified to indicate levels beybiah the
condition parameter deviation is considered significant. Beyond th&htiids, the
bars turn red. The chart can optionally be normalized to the threshold values.
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Figure 12.9 shows the graphical report output of the results with both the
performance and the condition parameter deltas.

The information described above can be assembled in a comprehensive
diagnostics report to be printed or digitally stored for laterreefee. Also, event
logs are kept to store settings, user comments and results geénduatey the
diagnostics session. The resulting GUI and reporting functions enable the
deployment of GSP models as user-friendly diagnostics tools.

12.12 Results

During development, the adaptive modelling component has been tested and
experimented with a variety of engine models for which measurementeae
available. It was found that results (stability and realistsult data) are sensitive to
both model and measurement inaccuracy. The model accuracy caprbeeithby
better tuning to known data and the use of accurate component mapstfrather
maps scaled from generic ones) if available. With the additionhef user
measurement tolerance and the design point calibration factorstystail results
were significantly improved.

The user interface was evaluated by several engineers amdnraéeolution via
several designs, approved as a tool that can be pre-configured tdectivesf
diagnostic aid. The ultimate test was an industrial applicatiasessribed in the
following section.

12.13 Case study

A case study has been performed on an application that is witalls for gas
path analysis diagnostics. At KLM Royal Dutch Airlines CF6 engiantenance
facility, CF6 family engines are overhauled and finally subuhittea ‘pass-off test’
before being returned into service. GPA is one of the techniqudstaisitagnose
problems indicated by deviating or unacceptable test bed measurersslts.r
Costs could be significantly reduced if more accurate GPA tools thase
currently used were available. Therefore, the GSP tool wasites a number of
cases with CF6-50 engines to assess its potential. Two cdbéeg wescribed in
this section.

First a baseline model was developed and tuned to data measuedwzerage
healthy turbofan engine. This data point corresponds to the GSP design pbiat.
adaptive model component, the residual design point deviations are stdiee
design point calibration factors, to be later used for adaptive nmuglefiode. Note
that the GSP design point is at arbitrary ambient conditions. iPsstting in GSP
(and on the test bed) is represented by a particular N1 fan rotor speed using the GSP
rotor speed controller.

nt
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Next, the measurement data of the problem engine under consideration are
entered in the particular measurement column in the data emtdpwishown in
Figure 12.6. In this case either fuel flow or N1 rotor speed can letospecify
power setting (i.e. represent an input parameter). If N1 is chémenfuel flow can
be defined as a measurement parameter and vice versa.

To obtain an optimal measurement set, the parameter offset method as suggested
by [103] was applied. This method provides a ranking of measurementgb@ram
sensitivities to (1%) component condition parameter offsets. A cycle siorutatl
such as GSP can be used to determine the individual sensitalitgsv The
parameter set should be selected from the top of the sensigéimiting order. In
Table 12.1 the ordered lists of the 9 measurement parametéeblavare shown
for the two alternative power setting parameters available.

Table 12.1 Measurement parameter sensitivity rankings

Wf = control parameter N1 = control parameter
1 Ps2.5 Pt4.5
2 Pt4.5 Ps2.5
3 Ts3 Wi
4 N1 N2
5 N2 Tt4.5
6 Ps3 Ps3
7 Tt4.5 Ts3
8 FN FN
9 Pt1.3 Pt1.3

Although the power setting parameter has an effect on the ranking, the
diagnostics end results are not significantly affected by the pestiéng selection,
as may be expected. For the case study, N1 was chosen as pangpsetmeter
since N1 is also the test bed power setting indicator.

Condition parameters were selected using engineering judgement arzhdirial
error. With the powerful GUI, many combinations can be tested very rapidly.

Best results were obtained with the top 7 measurement pararnetar3able
12.1 including Ps2.5 (booster exit), Ps3, Ts3, N2, Tt4.5 (EGT), Pt4.5 and Wf
Extending the set with the remaining number 8 or 9 parameters FRtargldid
not generate stable and realistic results with any combinatiorondiition
parameters. Using 9 parameters including both Pt1.3 and FN preventaddbke
from finding a solution at all. This is due to the strong correlatiowd®t FN and
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Pt1.3. As a result, the set could not be extended to include fan condititims
stage due to the limited data for the low pressure system parfoemit is expected
that with additional measurements such as hot exhaust (station &)rpresd/or
temperature this could well be improved. This will be the subject of futurechsea

Case 1

With the 7 parameters described above, a diagnostics sessionrfeangd on
a CF6-50 engine with a low EGT margin. The engine test indicated amnEZ3TK
over the expected value for a healthy engine but still withinpgaoee limits. For
GPA this means a more difficult case due to the relatigetall performance
deviation.

Condition factors chosen for this case were booster efficiencyrasd flow,
HPC efficiency, HPT efficiency and flow capacity and LPTicegncy and flow
capacity. As explained above, this set is mainly focused on boastergas
generator health and will not be able to identify fan problems.
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Figure 12.9 Gas path analysis results chart window, case 1
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Results are shown in Figure 12.9 depicting a screenshot of the ‘Gaapdiieet
of the adaptive model control window. The upper part of the figure depiets
performance deviation relative to the reference engine. The |maveof the figure
shows the adaptations needed to fit the base model to the meadusemeAs
stated above, the performance delta is small, i.e. within 3% Ifat pdrameters
(including the 23 K EGT delta). The adaptive model calculation iteic#he
booster to be responsible for the poor performance due to a flow tygmadilem.
Since the booster has no variable geometry, VSV mis-rigging is oueds a
cause, leaving at least blow-off valve leakage or tip clearasceandidates for
further investigation. This outcome was confirmed after furtinatysis at KLM,
proving the accuracy of the GSP adaptive model to identify engineepmstbn
component level.
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Figure 12.10 Gas path analysis results case 2
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After a valid diagnostics result has been found the resulting adeptgde
model performance can be analysed. The deterioration deltasoezd 8t the
model and adapted (deteriorated) versus reference engine perforo@mndse
compared at various other operating conditions and power settings.

Figure 12.3 (earlier shown in this paper) shows the calculated boosteng
lines for the case 1 reference and deteriorated engine in the rbousgte A
significant shift away from the stall limit is shown as nisey expected from the
deteriorated booster flow capacity. Figure 12.4 shows the HPC runnégs Inot
significantly affected as may be expected if only the booster condition has changed.

Case 2

In a second case, an engine was analysed that was rejedtedpatfbormance
test after overhaul. The performance test was eventuabggasdter replacement of
the HPC during a second shop visit, although this was not recommended by the
available conventional diagnostic methods. However, the GSP adaptidel
indicated an HPC mass flow deficiency (Figure 12.10), therelaylglproving its
capability to effectively isolate component faults.

Note that the condition set is different from case 1 and inclués tdass flow
instead of booster efficiency. The case 1 set was used firgidutot generate
realistic results, which was caused by the absence of the condktobor
responsible for the engine problem. Case 2 demonstrates the betiefiability to
rapidly evaluate results with different condition parameter sets.

12.14 Conclusions

Generic gas turbine simulation environments can be extended to generic
adaptive modelling tools for diagnostics and gas path analysis afiodated
engine performance. Critical elements for the extension are

« modelling structure,
« flexibility with regard to the model equations and numerical methods and
« graphical user interface (GUI).

With the flexible object oriented architecture of GSP an iefiic
implementation has been realized and demonstrated. It allows aigtaddition of
the necessary equations for the model adaptation to measurement values.

A tree-view based GUI has been developed that adapts to any gas turbihe mode
Different combinations of measurement and condition parameteraseteaapidly
evaluated and optimized for specific engines and deterioration typedifferent
sets can be saved and later activated on request to verdyediffhypotheses and
assumptions with regard to the engine problem.

Component faults were successfully isolated in a number of tess eeith a
high bypass turbofan engine. The GSP adaptive model control component turns
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existing GSP models into adaptive models that can be rapidly configubedome
powerful user-friendly GPA (gas path analysis) tools.

The adaptation function can be applied to new GSP component modeédderiv
from existing using object inheritance. Condition factors and measurement
equations can be added for any component model. This means otherragstels
including additional systems such as load compressors and combinked cyc
components can be included for GPA diagnostics.

The user-friendly GUI enables the deployment of GSP models as diagnos
tool for maintenance engineers. The user can pre-configure the adaptie¢ and
quickly optimize gas path diagnostics capability using experimentatiinfield
data. The tool is being used by KLM engineers on a routine basis [104, 105].

Future work is planned to enhance GSP’s adaptive modelling and diagnos
tool capabilities, including:

» application to cases with more measurement data (i.e. including exjagus
pressure and/or temperature),

» adding a numerical minimization option for cases with more measaoteme
than condition factors,

» exploration of feasibility of multi-point GPA,

» additional methods to compensate measurement uncertainty (consiraints
and relations among condition parameter variations),

» separate GSP adaptive modelling versions with optional hiding of model
configuration data entry items to provide a secure and user friendly
diagnostics tool at flight line or test bed.
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Chapter 13 Real-Time Gas Turbine Simulatiori

13.1 Introduction

Real-time simulation of gas turbine engine performance is usedaniety of
aerospace applications. For simulation of propulsion system perfornmafiicgnt-
simulators, fidelity requirements become increasingly stringengnifiiant
improvements in simulation fidelity can be obtained when using temamic
models instead of the customary (piece-wise) linear real-timodels. However,
real-time thermodynamic models require sophisticated method8diergly solve
the model equations on a real-time basis with sufficient speed.

The ‘Turbine Engine Real-Time Simulator’ (TERTS) is a componesgdha
real-time modelling environment for gas turbines developed at tiiehNational
Aerospace Laboratory NLR. With TERTS, real-time thermodynanudels of any
type of gas turbine configuration can be developed by establishingfispeci
arrangements of engine component models. Applications include analyfictf e
of malfunctions of control systems and other sub-systems on perfoema pilot-
in-the-loop simulations. Since NLR is presented with a wideetsanf gas turbine
performance problems, simulation tools with a high degree of flayibéie
required. As with the Gas turbine Simulation Program GSP descitibele
previous chapters, TERTS was developed to allow rapid adaptatioaritus/
configurations, rather than being dedicated to a specific engine. SERT
implemented in the Matlab-Simulifkenvironment, offering excellent means to
develop separate component and subsystem (especially control )sysbei@ls.
From Simulink, C-code can be generated for direct implementatitire shodel in
the NSF simulation environment.

Following the rapid increase in computing power, today also GSP igleoedi
to be extended with a real-time simulation capability (segoset4.3). However,
for platforms other than MS Windo®such as with pilot in the loop simulations,
TERTS remains the best option in terms of simplicity and compatibility.

13.2 Real-time gas turbine simulation methods

With transient simulationpff-line models may accept undefined calculation
times for iteration towards a transient operating point solutiorsingle time step.

8 This paper is based on [106] W. P. J. Visser, MBrdomhead and J. v. d. Vorst, "TERTS, A Generic
Real-Time Gas Turbine Simulation Environment", 2@®1-0446 presented at the ASME TURBO EXPO,
New Orleans, Louisiana, USA, 2001.

o Registered trademark The MathWorks, Inc.
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However,real-time models must employ special numerical methods to guarantee
sufficient convergence at every time step within a predefined execution time.

Customary methodology of real-time gas turbine simulation is nreéditiear
models obtained from system identification. Often ‘piece wisedr models are
used where a series of separate linear models is used taloeveghly non-linear
state space. Separate linear models are then determinedpé&oateeoperating
conditions (e.g. rotor speeds). This method is widely applied for flighilators
and control system design [107]. However, since this method isipailyc
empirical, all operating condition effects on performance (suchfadgres,
installation losses and deterioration) need to be implemented explicitiynflysia
of every new effect, additional code needs to be developed. E§pémiaksearch
purposes where a large variety of effects is analysed, this is ungkactic

Thus, instead of empirical models, higher-fidelity physical (thermarhc)
models are required in which most effects on performance atieitty included in
the model equations. These optimally are real-time derivativdeafustomary 0-

D component based engine models such as GSP in which the equatidms for t
conservation of mass, energy and momentum are solved for each component.

These models may use several methods to solve the non-linedresgiations
representing a valid (quasi steady state) engine operating poing gutransient
[108, 109]. Often, a Jacobian matrix is used to represent a liretamiadel (the
sensitivity of the equation errors to the state deviations) inrticydar operating
point. The solver methods include Newton-Raphson based schemes susb as al
used in GSP (see section 5.9.1), the Broyden Jacobian update methaad2&lso
different transient integration methods.

During iteration, new inverse Jacobians need to be determined tseapr
successive linearized models used to iterate towards the sotiummg the highly
non-linear nature of a gas turbine system. Many pitfalls ekat ¢an prevent
successful solution, such as oscillation around the solution, ill-conditioned or
singular Jacobians or dwelling in areas in the state space where most of the equation
errors have a minimum. Stable, reliable convergence is hard tm,o&specially
with generic engine simulation systems, where engine speciies‘ficannot be
used.

The requirement of a limited execution time per time step fal-time
simulation introduces an additional problem, since the execution timehéor
iteration is unknown in advance. A general approach here is “truncetatioin”:
after a limited number of iteration steps (within maximum akean time per time
step) the iteration is stopped and the accuracy accepted. Itsusned that
succeeding time step iterations will further reduce any inac@sa This
assumption is reasonable if the engine simulation involves high trarstiestonly
at short intervals. In between where the engine runs “rekatisidady”, any
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remaining errors in the equations are eliminated. This is norrtedlycase, even
with rather “violent” aircraft gas turbine operation.

Still, truncated iteration with re-determination of Jacobians during t
simulation remains risky in unknown operating conditions. Extensiviadeist all
possible modes of operation is required to determine accuracy andiexexpeed
requirements. Especially with complex thermodynamic engine models, the
operating conditions are determined by so many variables thatrablinations can
never fully be tested.

13.3 Model description

13.3.1 Numerical method

With TERTS, the approach to avoid recalculation of inverse Jacobiairggy
simulation is applied. It was recognized that a single inversebidecis able to
represent engine behaviour in a limited part of the operating envelope, implying that
a multiple of inverse Jacobians could represent the entire ogevelVith many
different variables defining the operating envelope however, this wbeald
unpractical. An attempt was made to find a limited set of bksaable to represent
the engine envelope using dimensionless and reduced engine parameters.

Analysis of the inverse Jacobian indicated that correctedeyzerator speed is
the main factor responsible for deviations in the inverse Jatobiés only applies
if the Jacobian is determined for dimensionless and normalizedpstatmeters.
For a fixed corrected gas generator speed level, engine operatjonvetiabe
simulated using a single Jacobian inverse (i.e. a single linear nsutitiently
able to provide convergence to various non-linear operating points). Thigl woul
mean the entire operating envelope can be covered with a seriewveo$e

Jacobians] ™ as a function of corrected gas generator spdgd:

J?t=F(N (13.1)

ggC)

For a real-time simulation this would entail pre-calculation stodage of an
array of inverse Jacobians, while during simulation an inversebidecis obtained
by interpolation with gas generator speed. Hence, no inverse Jacob&ahso be
recalculated. To minimize the equation err@s one or more iteration steps per
time stepi can be performed for the statesS using the interpolated inverse
Jacobians:

=S-J'E, i=1.. (13.2)
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If time step size is small enough (see section Stability), @kpluler integration
can be used:

S. =St At{a—s} (13.3)
t

An important observation with gas turbine simulation is that rototigner a
major factor determining transient performance. The high frequencymitysaf
thermodynamic states in the components (pressures, temperatwssetit.) only
have small effects on rotor dynamics. This means the rotod sly@@amics can be
‘de-coupled’” from the component thermodynamics: with the explicit Euler
integration, rotor speed states can be updated using the spool powerfarrors
acceleration. The iteration updating the state at each timeh&tmdore does not
need to be applied to the rotor speed states. With a turbojet foplexatrstates
and 4 errors would suffice to describe the engine system: oneegieg¢eents rotor
speed and therefore only 3 states need updating, requiring a 3x3 Jacobian.

Another issue is the limitation of the state update. With accoffitime models
where new Jacobians occasionally need to be re-determined anddmepeatedly
during single time steps, the state change often is limited folinarization to
remain valid. With single iterations per (small) time steps tlimitation is
unnecessary: the test models showed that best results (i.et &yuedion errors
and high stability) were obtained with state updates based on th@rflithited)

result of the product of "and the error vectoE .

13.3.2 Stability

The stability of a TERTS model can be assessed using eigenedlties non-
linear system. Real eigenvalues show state variables inhibishg@rder behavior,
while complex eigenvalues refer to at least second order respohsstate
variables. A stable system has eigenvalues with only negative real jraetizing
the non-linear system around an equilibrium point (a standard funatibtatlab)
allows determination of the eigenvalues. For a range of steady state operatiag poi
determined in advance, the stability of the system for smaiirbdences in input
can be obtained. Figure 13.1 for example indicates the stabilitytafbashaft
engine model.

With the explicit Euler method, time step size must be minithineorder to
obtain maximum stability [20]. This implies a single iteratitepsper time step, as
was found from test runs evaluating different iteration/integration schemes.
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Figure 13.1 Eigenvalue analysis example

Some simple models were developed to test stability of the gbimzuding a
turbojet and a turboshaft. To improve the solver iteration diglsliates and errors
have been normalized. Best results were obtained with a singiioitestep (state
update) per integration time step at the smallest time stdpastt0.0333 (30Hz) is
required to keep equation errors below 5%. With more complex modelsimihe ti
step requirements become more stringent: with the AB Turbofan modedhsa 60
Hz is required to maintain accuracy with the afterburner contoalelling. Figure
13.6 shows the equation errors during slam accels / decels. Stabsityaintained
at all conditions tested while the equation errors remained beloim B86st cases.
With more computing power available, the best way to increase aagcand
stability is to just reduce time step size.

13.3.3 Accuracy

Both the equation errors and deviations of the thermodynamic model from
known data affect accuracy of the simulation results. The pres&aion showed
that the equation errors can be minimized by applying small silees. Even if
optimally tuned, the thermodynamic model has limitations in the dmDponent
models. During (the quasi-steady state simulated) transientsstélaely state
component maps may not accurately represent component performandeildtide
control system simulations are involved, simulation time ss&ge should
correspond to (be at least smaller than) the smallest control update time step.

In some cases convergence (rate at which the equation erroppedisais
relatively slow, even during stable steady state. This is dudev@tion of the
Jacobian from the actual linear model in the particular operating. poi the

MODEL DEVELOPMENT PART I 165



Chapter 13 Real-Time Gas Turbine Simulation

example application at the end of this paper this is visibI®IE Ipower (Figure
13.6): the errors stay in the order of 1% for several secondsoulgh this is
sufficient for most applications, adding dimensions in the inversgbilacfunction
for more precise representation of the entire state spaceucderfimprove
convergence. This may well be required for simulations of partitailare effects,
significantly affecting component performance. Adding T4/T2 (TIT owdet
temperature) as parameter representing the gas generator loadbedhlel next

step in this direction. Then the equation br* would change into:

JP=F(N, T4/T2) (13.4)

ggc’

Additional errors in the thermodynamic model can be evaluated roparing
steady state performance results and errors minimized byufiey the model.
Finally, evaluation is required for transient performance, although aitdy
limited transient data are available. In the AB Turbofan apicaxample some
validation data will be given.

I

!

SRNNEAAARARARIEAL

Figure 13.2 TERTS top-level model of an afterburning turbofan
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Figure 13.3 TERTS afterburning turbofan - thermodynamic model level

13.3.4 Architecture
TERTS models are composed of configurations of component models samilar
off-line 0-D gas turbine cycle models. Off-design transient gdsniziperformance
is calculated, relative to a reference operating report, usually the design point
Matlab-Simulink offers the ability to decompose complex systenessmaller
functional subsystems. A basic similarity between TERTS and i&3Rerefore
applicable and used to derive TERTS models from GSP. Howevéhne ahree
object-oriented principles (encapsulation, inheritance and polymorphamhy),
encapsulation is supported by Matlab-Simulink.

13.3.5 User interface

TERTS employs the Simulink graphical user interface and refléloe
component-based architecture for the gas turbine model. The main window
manages the top-level model (Figure 13.2) and simulation, while |tavet
models (Figure 13.3) are accessed by zooming in on a system through double-
clicking.
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Input is provided in files listing input variables, off-design componeapan
control schedules, etc. These files are simply accessed bgxriyet editor. Using
scalable maps and control functions and dimensionless parameters, most component
models are generic.

Matlab-Simulink’'s  powerful graphical output features enable efficie
presentation of results in many forms (see Figure 13.6 through Figure 13.9).

13.3.6 Component models

Calculation is performed on component level, using relations between
component entry and exit gas properties based on component maps and
thermodynamic equations. All component models are non-dimensional.

To enable real-time simulation, any component detail not havingnifisant
effect on operation or response of the system may be elimiriEtedefore, gas
path component models generally do not include volume dynamics or hkagjsoa
effects and for thermodynamics a “quasi steady state” methoapplied.
Exceptions are large volumes such as afterburners: the applicatample
indicates volume effects are significant during AB light-up feareple where
relative large equation errors emerge (see section Validation, Figure 13.6)

The component models allow for simulation of secondary airflows, turbine
cooling and variable (compressor) geometry if required for highelityider
accuracy. This often applies to high-performance engines where tlagae
cooling flows have a significant effect on performance. All componangs
modelled using the GSP algorithms, except for the turbine, which employs:

» a simplified efficiency model based on a parabolic function oflahding
parameteAH/U?,
* a rotor speed independent flow capacity map (function of pressuwe rat

only).

If higher fidelity is required (volume and heat soakage effaatsine model etc.),
component models can easily be adapted at the cost of execution speétdait
affecting the overall simulation concept.

13.4 Applications
TERTS has been used in several applications:

* The T700 turboshaft engine model [110]

» The EUROPA (European Rotorcraft Performance Analysis) tool, anoom
European helicopter performance prediction computer program [111]. The
EUROPA code determines the dynamic performance of helicopters by
simulating manoeuvres, such as offshore platform take-offs and landings.
By simulating engine failures at the most critical time duritg t
manoeuvre, the helicopter's safe maximum operating mass can be
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determined. A TERTS model of a small Allison 250 class turboshaft ha
been implemented in EUROPA.

* An afterburning turbofan engine model including detailed control system
models. This more complex model is selected for demonstration ofSER
in the next section.

13.5 Twin-spool afterburning turbofan model

The engine used in this example is a twin-spool, afterburning turlbatara
low bypass ratio, a maximum thrust of approximately 110 kN and an llovera
pressure ratio of 25. Separate models are added for the elearaine control
(DEEC), the nozzle control and actuation, and the afterburner fuebt¢rigure
13.2). Figure 13.3 shows the model one level deeper: i.e. the thermodynaddt
that obtains inlet conditions and fuel flow from the top-level molliginy more
sublevels exist for detailed simulation of components and subsystems.

In TERTS, a twin-spool afterburning turbofan engine model employat&sst
and 8 errors:

8 state variables representing

« S gas generator speed state

e Su fan speed state

* Sus compressor pressure ratio state

* Srppt  high pressure turbine pressure ratio state
* S inlet flow state

* SuLmn fan state

* St low pressure turbine pressure ratio state
e SR bypass ratio state

8 error variables calculated from

e Fan entry corrected flow and map corrected flow

e Compressor entry corrected flow and map corrected flow

e HPT power and compressor power

« HPT entry corrected flow and map corrected flow

e LPT power and fan power

e LPT entry corrected flow and map corrected flow

e Mixer duct-to-core static pressure ratio
(for conservation of momentum, constant duct-to-core entry flow static
pressure ratio is assumed)

¢ Nozzle entry flow and exit flow
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13.5.1 Validation

Steady state performance of the model was evaluated using eraginéuoturer
installed performance data (N1, N2, thrust and fuel flow acrossitire dight
envelope).

Figure 13.4 shows one of the validations at MIL power. In the relgamtof
the flight envelope the errors remain within a 5% margin (beyondhMl& @ O ft,
a large deviation occurs due to omission in the model of special ctanoin that
region).

Inaccuracies in the order of 5% were accepted at this stage,ts:focus was
put on a demonstration of the modeling concept. With additional fine-tuning using
more engine data (obtained from off-line GSP models) the accumatybe
improved (see Accuracy section).

TERTS determined thrust was also compared with steady sfatenee data
during a test session in the NSF to assess inaccuracy duringal 416 mission
simulation. The thrust-time history is displayed in Figure 13.BceSthe altitudes
during the test session did not exactly match the reference [ltiatdes, the
reference thrust data have been corrected for differences isupealtitude.
Results indicate a match well within 5% inaccuracy.
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Figure 13.4 Validation of steady state fuel flow at MIL power
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Figure 13.5 Validation of net thrust at all throttle settings
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Figure 13.6 AB turbofan equation errors during accel/decel
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The oscillations in the thrust curve are the result of impéofest in
implementation of afterburner permission control, which have beenctemtrafter
the test session.

Figure 13.6 shows the response of the equation errors during slam detels a
accels, also indicating the stability of the model. The errorgiremithin 4%, also
during the accels. During stabilizing intermediate periods, the eworain within
2%. During AB segment light-ups the exhaust mass flow error brieflgesls 10%,
which is corrected after a single time step and does not dffecperformance
parameter responses significantly as can be seen in Figure 13.7.

During IDLE (2-8 s), convergence (although complete and fully stabta)hier
slow (Figure 13.6: visible errors between 2-6 s). This effedtiésto the limitations
of the pre-calculated Jacobian approach and can be reduced by adding more
dimensions to the inverse Jacobian function (see section Accuracy).

13.5.2 Transient performance

Transient performance has not been evaluated with test bedtdhis stage.
However, transient performance was found to correspond sufficientty G&P
calculated transients and with the test pilot experience in tireitN&ll regions of
the flight and engine power setting envelope.

Figure 13.8 shows transient thrust response results for a MIL to-KBlam
accel (at ISA Static). The thrust shows the typical peakateequent AB segment
light-ups. These thrust peaks correspond to undesired pressure peaiaythatise
fan stall. In practice, these must be avoided by adjusting thegtiofi change in
exhaust nozzle position.

Figure 13.9 shows an IDLE - MAX-AB transient response (At $fatic) of the
fan rotational speed N1 and compressor rotational speed N2. Againetimiafer
segment light-ups are visible through the effects of the pressuke perahe fan
rotational speed N1.

More validation work needs to be done to improve accuracy of both stady
and transient performance of the AB turbofan model. Apart fromtdinieg the
present model, this may involve extending fidelity of component modeitrol
system models, afterburner volume dynamics). This task canrfmnped using
the existing TERTS component model library.

13.6 Real-time execution speed

Using Matlab-Simulink’'s C-code generator, the AB turbofan model dustri
was implemented in the NSF flight-simulator and used for Integr&tight
Propulsion Control (IFPC) and pilot-in-the-loop thrust vectoring conceygiareh.

For this purpose, flight control logic was integrated with engine corirot
covered in this paper). At 100Hz (0.01s time steps), the engine msedlup to
about 20% of the available computing power (a 4-processor Silicon Gsaphic
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Challenge L computer, 180 Mwhetstones). Together with the aircraftlribde
was well within the computing speed limitations.
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Figure 13.7 Transient response example

110

100F — === === ——mmmm—m e m—m e — - — ]

Thrust [kN]

40 . . . . .
0

Time [s]

Figure 13.8 MIL to MAX-AB thrust response
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Figure 13.9 IDLE to MAX-AB engine N1 and N2 response

13.7 Conclusions

The TERTS real-time gas turbine simulation environmentpisveerful tool for
development of high-fidelity thermodynamic (gas turbine) propulsiosiesy
performance models integrated in both off-line and pilot-in-the-loaghtfl
simulation models.

The TERTS numerical method using pre-calculated inverse Jachlriations
provides high stability and accuracy, and minimizes execution timen é&w
complex models such as military afterburning turbofan engines.

The Matlab-Simulink environment offers efficient means to terazew and
adapt existing models using the component-based approach and Simulink’s
powerful control system modeling features.

With Matlab-Simulink’s C-code generation tool, TERTS models asilye
ported and embedded in aircraft modeling environments such as pilotdosthe
flight simulators.

TERTS provides the best option to develop a physical real-timaemgbdel
where compatibility with the Matlab-Simulink environment is regdiand the GSP
alternative with the MS WindowWsor the GSP Application Programmers Interface
(API, see section 14.3) cannot be used,

TERTS has been successfully demonstrated in NLR’s National &iowl
Facility (NSF) as part of a project demonstrating Integratiéght-Propulsion
Control (IFPC) and thrust-vectoring (TV) concepts.

TERTS flexibility will prove valuable to future applications such detailed
simulations of complex STOVL/TV propulsion systems, tilt-rotor and gmmmd
helicopter propulsion systems, integrated in research flight simulators.
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Model inaccuracy of the current system is well within 5%. Furitherovement
is possible through:

« Obtaining more validation data, especially transient response data.

* Adding extra parameters such as T4/T2 to the inverse Jacobidioffiunc
thereby further reducing the equation errors.

« Extending the level of detail of the component models (e.g. the turbine).

¢ This would require more computing power while the numerical concept ca
be maintained. This exercise is the subject of future research.
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Chapter 14 Future of GSP

14.1 Introduction

From the large GSP user community, there is a continuous flow of new
requirements, ideas, suggestions and also bug reports. These are zemtegori
prioritized and addressed by the GSP development team. Sonileeniagent (i.e.
bugs) and obtain high priority, some may be saved for major updates. idany
requirements emerge during application such as the thermal networkd mode
described in Chapter 9 that was developed during the applicationPotds8icro
turbine simulation (18.7). Finally, also the GSP team itself coatisly identifies
areas for improvement. The object oriented architecture of GB&p(er 6) enables
rapid implementation of new simulation functionality and usually doesheetl
adaptation.

In the following sections, the major areas with requirementsdeasi for
improvement are listed and specific improvement items described.

14.2 Fidelity

The fidelity of GSP models is its capability to accurately represent the
performance and processes in the gas turbine engine to a sprafiof detail.
The 0-D modelling approach sometime fails to capture the detedissary for
accurate simulation of system performance. A good example isBhe@uperator
model that fails to properly represent transient effects ani lket development of
the 1-D recuperator component model described in section 9.6.

Future improvements will include more 1-D component models, both &ir he
transfer and aerodynamics. Other fidelity improvement may sibmplgbtained by
using more detailed performance maps. Examples are compressomgiagsg
variable geometry parameters.

A important area where fidelity can be improved is the gas nuamtalribed in
Chapter 7. A future update is envisioned where the Gibb’s equatiensolved
without the current ‘short-cut’ method solving for the equilibrium oxy@action,
which will not work with oxygen fractions very close to zero. Thiso aver-rich
mixture combustion can be simulated. In addition, more species can loetadhle
gas model.

14.3 Application Programmer’s Interface (API)

GSP has an application programmer’s interface (API) for comigolli GSP
simulation from another application. The API consists of a numdeyémic Link
Library (DLL) files containing procedures that can be executed from outisele
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GSP environment. A typical GSP API application example is runnin@ GS

simulations from Matlabwhich has a capability to call procedures from DLLs.
The API works well for steady-state and off-line transient simulatidos/ever,

for real-time transient simulation, the API requires additidnattionality w.r.t.

synchronizing with time and the calling application.

14.4 Real-time simulation

In 2001, the TERTS real-time simulation tool was developed with a nofion
computation speed limitations. GSP’s method of solving sets of verjimean
equations including many lengthy internal iterations within the gageh{chemical
equilibrium) was not considered suitable for real time executiotherplatforms
considered. However, computation speed has grown substantiallytherceln
addition, todays multi-core processors allow multi-threading conceatscan be
employed to perform parallel processing. These developments makgme
transient simulation in GSP feasible. Together with the ARdti(se 14.3) this
would enable GSP to provide engine performance data real-timerd@fiai
performance simulations.

14.5 Multi-disciplinary simulation

GSP model projects can easily be expanded to cover different dasksas
performance prediction, gas path analysis and diagnostics, lifing anailygs
However, GSP is primarily focused on 0-D aero-thermodynamitonpesnce,
which is only one of the many disciplines involved in engine design and
development. Coupling with models from other disciplines such as higlifi
multi-dimensional models and structural models, is an important reagritefor
multi-disciplinary optimization (MDO) applications. Model based MD©®
becoming increasingly important for the engine design process. Thissn&SP
must facilitate coupling with simulation environments of the other disciplines.

In [17] an application is described coupling GSP with a lifing modeigusi
GSP’s standard output data formats. The coupling here is ‘off-ind’ GSP
performs a single step in a sequential process involving several types of models.

One step further is to include a GSP simulation in an automatative process
towards an optimal aerodynamic design (coupling with multi-dimensioRBl) ©r
an optimal structural design (coupling with a FEM model) for exanigien an
interface is required to couple the simulation to the other modeits.isTfacilitated
by the GSP API described in section 14.3.

14.6 Automatic optimization

Along with the development of MDO capabilities, requirements emé&rge
automatically optimize multiple operating points. For aero-engioesxample,
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usually performance requirements are specified for take-off, enliktd and
cruise performance. Currently, the user must select a sing(erBB/cle Reference
Point CRP, see 2.6.4) and optimize this point simultaneously witloromere OD
points, which requires a time consuming manual iteration process. idalmer
solutions will be sought to have GSP help the user with this procéissataly
providing automatic iteration functionality.

14.7 User interface

The GSP 11 user interface is significantly enhanced with the caoaffigurand
case management functionality described in Chapter 10. Although maely s
improvements are and will be made on a routine basis followingsuggjestions,
significant changes in the GSP user interface concept are not anticipated.
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Until the development of GSP 7, applications were focused on jet erfgines
research and engineering projects at NLR. During the developmeli@P#&rsion
7 up to version 11, the number of applications has grown rapidly, includindea wi
variety of aero-engine, power generation and other gas turbinedretaidies and
projects. These were performed at NLR, Delft University amshyrinternational
companies, institutes and universities. The application areas include:

Aircraft engine design and performance prediction

Aircraft engine failure analysis

Industrial gas turbine alternative fuel effects on performance issues
Gas turbine maintenance support

Gas turbine diagnostics, gas path analysis

Aero-engine lifing studies

Integrated gas turbine — bio-mass gasifier design studies

Exhaust gas emission studies

Recuperated gas turbine control issues

Micro turbine development and test analysis

Micro turbine sizing study for an electric vehicle range extender
application

Power generation application studies

Micro turbine based Combined Heat Power system simulation

In the following chapters, GSP’s capabilities are demonstratetkbgriptions
of a variety of applications. In Chapter 16 a number of applicattamples are
given with varying complexity. In the subsequent chapters applicatmrgas
turbine R&D programs are described.
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16.1 High-bypass turbofan engine simulation

A relatively simple example of using GSP is the analysis d&fdedign
performance of a typical flat rated high-bypass turbofan engpregsented by the
GSP demo model configuration ‘BIGFAN’, depicted in Figure 16.1. Generic
component maps are used scaled to the BIGFAN design point.

Let us assume we are interested in sea level take-offrpenfice at varying
ambient temperatures and compressor bleed flows. This implieslthéation of
steady-state points at a series of different ambient tetopesa with the engine
running at either maximum total turbine inlet temperature TIB)(dt maximum
burner pressure Ps3 (i.e. the flat rated limitation in this examiplee assume a
flat rated temperature FRT at 288 K which is also the design (@it ambient
temperature, then the engine is at both maximum TIT and Ps3 @RJPis the
ambient temperature where both maximum TIT and the flat rated limi¢ached).

7 2 - |

man bleed limit

e o Van

- Limiter

4 13 1 3 17 49
Souctps

— 2
g e

Figure 16.1 BIGFAN model window

A limiter component is added, limiting Ps3 to the design point vall@8.9 bar
by reducing fuel flow if necessary (see section 8.2.2 on theelimibmponent
model). First, a design point calculation with a TIT of 1554 K (i.&e¥eff T/O
power) is executed. Next, an ambient temperature ‘parameter stk@®p253 K
(ISA-35) up to 323 K (ISA+35) is performed, while maintaining the 155#I'K
unless the flat rated limit is reached and the limiter resludT. The parameter
sweep is performed both for no bleed and for 5% compressor bleed. Tlg ires
Figure 16.2 show the typical turbofan trends for fan speed N1, Ps3, neétRNrus
and TIT at ambient temperatures both below and above FRT. As ekpsitte5%
HPC bleed, the flat rated limit is only reached at very low ambient tetopesa
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Config_1: Case_2 SL Flat rated performance Ps3<28.9 bar GSP 11
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Figure 16.2 Effect of compressor bleed on take-off performance

The procedure can be easily repeated for other parameteioveriatich as at
different pressure altitudes, deterioration conditions, power off-takaes etc.
instead of the customer bleed flow variation as shown in this example.

16.2 Recuperated turboshaft engine simulation

The simulation of a recuperated turboshaft gas turbine demonstrées G
flexibility for building a model. The model depicted in Figure 16.3 ispsm
derived from an existing turboshaft engine model. Using GSP’s dradrapd-
interface for adding a simple recuperator (heat exchanger HX)lraadesome
‘link bars’ to make the proper gas path connections, a gas turbinenslecteith a
recuperator.

Next, the user can redefine the design point with a new (lower)flimeg|
additional pressure losses in the recuperator and modified contrdutehén the
power turbine (PT) speed control component. The latter task is categlidue to
the relatively unstable nature of the recuperated cycle. ArtigEeand stable
control system design (maintaining constant PT speed with torqueiors)a
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requires separate attention to optimize the PID control systém. g&/ith GSP,
effects of different gains can be analysed combined with aatielerand
deceleration schedules.

p=| TSHAF Trecup.mdl =] E3
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Figure 16.3 Recuperated turboshaft model

Important issues are the volume and heat soakage effects adctiygerator.
When these are substantial, accurate PT speed control is hard to achieve. With GSP,
these effects can be analysed in detail with several kindewgiént response
simulations.

Transient response plot Recuperator Volume Effects GSP 8.2
TSHAFTrecup-PaperWV12.mdl 0.1 m3 13:43 January 20, 2000
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Figure 16.4 Analysis of recuperated turboshaft volume effects
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Figure 16.4 shows recuperator volume effects on engine response dftteel da
line is with 0.1 m volume for both hot and cold flow passages, the solid line is
without recuperator volume). Mdot_cold shows the rate of mass cohtemge in
the cold flow passage volume.

Note that Figure 16.4 shows the response of a non-optimized contmnsyst
During acceleration, the nominal Tt4 is exceeded, especially winkiding the
volume effects. Also, the PT rotor speed Npt dip (down to 99%) isegntue to
the volume effects. The solid curve (no volume effects) inglicairtually no dip at
all.

16.3 Lift-fan driven by an afterburning turbofan engine

An interesting problem requiring a high degree of flexibility is thegrdated
simulation of an afterburning turbofan engine driving a lift-fan througltuthg
engaging and disengaging the lift-fan driveshaft from the fan sihdf the engine
is running. GSP offers the flexibility to model such a completeerysenabling
thorough analysis of its performance, including lift-fan-engine intermc
optimizing control logic, drive shaft rotor dynamics and torque loads.liftifan
will only require minor modelling effort since it can inheribsh of its code from
the compressor or fan component. For the clutch, new relations must be
implemented for transmitting torque between engine and lift fan, depeonlitige
clutch engagement schedule.

One of the challenges modelling the lift-fan was to make GSPtabiandle
rotating turbo-machinery components at zero speed levels. Thanlifhodel and
the numerical solver required some adaptations to allow modesd starero (zero
speed and mass flow).
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Figure 16.5 Model of AB turbofan driving lift-fan

In Figure 16.5, the model of the afterburning (AB) turbofan driving ddiitis
shown. A lift-fan model and a simple clutch model are added to anuA®fan
model. The turbofan has 85 kN (max dry) rated thrust, 100 kg/s airflooneaall
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pressure ratio PR of 39 and a maximum Tt4 of 2050 K. The liftat 47 kN
thrust at 100% speed (fully engaged at full turbofan speed) and 130 kg/s air flow.

The engine system design point can either be specified with engaged or
disengaged lift-fan. In this example a disengaged fan is used at desigricshave
a customary AB turbofan configuration as the design point reference.

The AB turbofan has a Full Authority Digital Electronic ControAFEC)
model controlling fan speed with fuel flow and engine pressure ratio \EER
exhaust nozzle area. With the lift-fan engaged, power is obtained frdantsbaft.
Fan speed can be maintained by increasing fuel flow but this mhyest in an
unacceptable increase of Tt4 and compressor speed N2. Increasing erkalsst
area offers a means to increase fan shaft power without this problem.

The turbofan exhaust nozzle and additional roll-rate control agdbtezzles
will also provide vertical thrust during lift-fan operation. Althoudtist affects
system performance and may well be modelled using GSP alsospieist @ not
addressed in this example. Also AB operation is not used in this example.

A very important aspect is how to control engagement and disengagafriemt
clutch. With GSP, effects of different (dis)engagement turbofandspéedows,
engagement duration times, clutch maximum torque capacities, detdiltech
characteristics and lift fan variable geometry on systenfoeance can be
analyzed. Important parameters then are maximum lift-fan dnaf ®rque levels,
clutch friction heat production rates, clutch total engagement heat fimyguc
clutch slipping time durations, fan speed and lift fan speed respodassponse,
turbofan exhaust nozzle thrust response and system control stability.

For the lift-fan AB turbofan system 6 custom components had to theede
from the existing GSP standard classes: a lift-fan componenttethérom the
compressor component class, a clutch component derived from the atxstitack
component class, a lift-fan inlet component derived from the staimlatda lift-
fan nozzle derived from the variable nozzle class, a FADECdumetrol derived
from the generic fuel control component class and a variable exiwze control
derived from the generic nozzle control class, interfacing witHF&kIBEC. These
components all have functionality added specific for this type oigumaftion. The
component user interfaces have been extended to enable quick adaptatianobf ¢
logic, gains and schedules, and clutch and lift-fan characterisiigs. enables
quick analysis of the effects of numerous variations in the garfiion. When
detailed specific characteristics are known and available @siatetailed digital
control logic), these can easily be implemented in extended custom corhpone
classes.

In Figure 16.6 to Figure 16.10, responses of subsequent lift-fan engagement
disengagement are shown for two cases. The solid curves rephesease with a
14000 Nm maximum (fully engaged) static torque capacity clutch. Theedas
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curves represent a clutch with 28000 Nm maximum static torque tapaci
(maximum dynamic torque capacity is somewhat lower).

The turbofan engine initially runs at 100% speed without the liftelagaged,
thus the lift fan speed is 0. The control is simplified, with N1 @bntising
customary fuel flow/burner pressure schedules. Furthermore, adpliblter was
defined, maintaining scheduled EPR combined with a separate open loop nozzl
schedule for lift-fan operation using the exhaust nozzle area.
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Figure 16.6 Lift-fan (dis)engagement clutch response

Figure 16.6 shows clutch parameter responses versus time fdanlift-
engagement (starting at 0.2 s) and disengagement (starting at 2 $ppTdraph
shows clutch engagement in terms of (dynamic friction) torque itapadext
actual torque delivered to the lift-fan and the heat dissipationict{h) during
clutch slipping are shown.

Figure 16.7 shows the rotational speeds of the lift-fan and the engine &
single graph, effectively summarizing rotor speed and clutch performancéesistor
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Transient Response Plot Effect of Clutch Maximum Static GSP 8.2
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Figure 16.7 Lift-fan (dis)engagement & N1 response
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Figure 16.8 Lift-fan (dis)engagement in fan duct map
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Figure 16.8 shows the transient operating curve in the fan duct mapgame F
16.9 shows thrust and turbofan nozzle and N2 responses. Note that therselsd ¢
in Figure 16.6 indicate quite a long engagement (slipping) time ofutehcwhich
may be favourable in terms of smooth engagement but unfavourable & dérm
friction heat rate. The dashed curves show the same responsehigtiea clutch
maximum static torque capacity, which reduces the locking time figction heat
production) significantly. However, the N1 response now shows an incréigsasl
displayed in

Transient response plot Effect of Clutch Maximum Static GSP8.2
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Figure 16.9 Lift-fan (dis)engagement engine response

Figure 16.10 shows the results for a more optimized control systaesmed
curves), incorporating a higher nozzle actuator rate and a lowermonaxi
acceleration schedule. The higher nozzle actuator rate abl@asngine control to
better maintain EPR, while the lower maximum accelerationdstdetter limits
Tt4 to acceptable levels.
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Transient response plot Improved Fuel and Nozzle Control GSP8.2
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Figure 16.10 Lift-fan (dis)engagement response with faster nozzle actuator and
lower maximum acceleration fuel
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Chapter 17 Experience with GSP as a Gas Path
Analysis Tookl

17.1 Introduction

There is an increasing focus on optimizing gas turbine availakdlitg
maintainability while minimizing operating costs. Accurate enginagrastic
methods have the potential to improve performance check accuraclsamedduce
costs related to the labour intensive inspections of componentfaBa#\nalysis
(GPA) is a method to diagnose the components in the gas path using pederm
measurements.

The last few decades, GPA methods have evolved, from linehodseto non-
linear methods including adaptive modelling and more empirical methotisas
neural networks and genetic algorithms.

17.2 GSP Adaptive Modelling method

In Chapter 12 the development of the GSP adaptive modelling (AM)
functionality is described that can be used on any GSP gas turbioemaance
model. The method was successfully demonstrated in the Gas tGibinéation
Program GSP on the CF6-50 engine.

17.3 Towards a practical GPA tool

The next step was to test the GSP GPA capability on other enypes and
implement the methodology into a tool for industrial application. Forphipose,
improvements in diagnostic accuracy, analysis capability andriesatliness were
required. In this paper the new developed methods and functionality ssorébdd
and demonstrated in a case study.

The new developed tool was applied on other engine types in an industrial
environment. The objectives of these exercises were:

« to investigate applicability of the tool to other engines and asedciat
performance measurement sets,

» assessment of the additional functionalities developed to make thadoml
user-friendly and robust for use in a maintenance shop or test-bed
environment.

10This chapter is based on: [112] W. P. J. ViskerRieters, M. Oostveen and E. v. Dorp, "Expemenc
with GSP as a Gas Path Analysis Tool", ASME GT200804, presented at the ASME TURBO EXPO
2006, Barcelona, Spain, 2006.
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Although the tool was kept as generic as possible, some of the new
functionalities had to be made engine-specific, such as test-bedinojadat
functions etc. These exercises provided valuable insight in how to pgtihg tool,
by developing concepts of user configurable set-ups to easily adagfet@rdi
specific engine performance measurement/test-bed environments.

17.4 Requirements
The following major requirements for an industrial GPA tool were identified:

» Accurate diagnostics over a wide operating range.
» Effective diagnostics with limited performance data.
» User-friendly.

« Accumulation and trending analysis of GPA results.

In the following sections the requirements and associated solutiohdewil
discussed.

17.5 Accuracy

The accuracy and stability of the adaptive model calculation syratggiends
on model accuracy. Deviations between model and engine measurement data
interfere with the adaptive model iterations. In the originasiear described in 0
this effect was compensated by calibrating the model in the desigt) pdiich
gave accurate results close to the design point only. However, desiaitween
modelled and measured performance may change as a function of thespttingr
(see Figure 17.1). This is usually due to increasing model deviatibes
departing from the design point into off-design operating regions. Thedesiffn
model errors usually are related to inaccurate component maps, peisodave
their origin in small secondary effects that are not covere®-Dygas turbine
models. Component maps are often not available from the engine marerfactd
then usually ‘scaled’ maps of similar components are used [113]. Moreover ssensor
may generate different values of bias at different operating points.

17.6 Multi point calibration

In Chapter 12, a method was described, calibrating the GSP enginé mode
design point to a measured reference engine operating point. Thie elasihate
the effects of deviations between reference model and refeesmgiee (i.e. the
actual engine measurement data set appointed as reference niditiono
deviations). The single set of calibration factors was applied to various AMrsess
around the design point, thus suffering from ‘second order’ model devidtiens
model errors varying with operating conditions, particularly power setting).
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It was realized that with a variable calibration factor dejpgg on power
setting, inaccuracy and reliability could be significantly improvétis ‘multi
point’ calibration method proved an efficient method to have theerfe model
exactly match the measured reference performance over a wide pdingrrsgige.
This means the operator is not limited anymore to analysis of engine operatéon clos
to the design point. Moreover, by comparing and averaging analysisrekaln
engine test at different operating points, the effect of measurameettainty can
be reduced.

Calibration functions had to be derived from measurements aties s&r
operating points. These functions can principally depend on several ogerati
condition parameters, including inlet conditions, power setting and installat
effects such as power off-take and compressor bleeds. To avoid Eiynpde
calibration function of only a single parameter was used. Poweargsptrameters
such as gas generator rotor speed or turbine inlet temperaturetezbri@dnlet
temperature can cover most of the ‘calibration envelope’. For EM42 engine
discussed below, corrected Nh (Nhc, corrected HP compressor rgnisea (see
Figure 17.1).

Design
operating point

Gas path performance parameter X' [unit]

Measured course

Power setting [Nhc]
Figure 17.1, schematic representation of multi point calibration

For smooth interpolation polynomial fits are used. This way, Traetivative of
the calibration function is kept continuous, which enhances adaptive model iteration
stability.

17.7 Limited Performance data

An AM calculation requires an equal (or larger) number of independent
measured performance parameters and condition variables in ofohet dounique
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solution for the set of model equations. Generally, only a limitedbeunof
performance variables are measured.

In the GEMA42 test facility of the Royal Netherlands Navy faareple, 8
independent performance parameters are measured. This impties thaingle
AM calculation a maximum of 8 condition parameters can be catclilathe
GEM42 engine however consists of five turbomachinery components, mgplyi
determination of at least 10 condition indicators as shown in Figure 17.2.

10 condition indicators -GEMA42 -

Eta Eta Eta Eta Eta

G abes)
8 performance variables
\oP

Figure 17.2 Example case: 10 condition vs. 8 measured parameters

The previous project (0) was concerned with a GSP GPA tool foCH&
turbofan engine. Also in this engine the number of measured independent
performance variables was limited. The number was too smdétesmine values
for the condition indicator parameters of all components. Howeverada of a
turbofan engine it is a reasonable option to leave the entire fan enodubf the
AM analysis. Justification for this exclusion is that the ptsiscondition of the fan
can partly be assessed by means of a visual inspection. Fgsisudlithe turbofan
gas generator only, the number of measured performance variatdebexafore
sufficient.

In other cases, such as with the GEM42 engine this is not an opson. It
configuration does not allow an easy visual inspection of any of thm tur
machinery components. It is therefore desirable to use GPA dblisktall 10
condition parameters.
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17.8 Extending the diagnostics capability

A solution to generate a number of condition indicators higher than the numbe
of measured parameters is presented using the ‘dominant trendothatause
condition indicators (the actual condition defects in the particuigine being
analysed) show in the analysis results. The approach has simildah the method
described in [102]. Multiple AM calculations are performed witlfiedént sub-sets
of condition indicators. A condition indicator with a ‘dominant trend’ Eesitly
shows similar values independent of the sub-sets of condition indicati@cted in
the AM calculation. Numerical experiments with a large numberadifitial
measurement sets’ (obtained from performance models) were pedféonanalyse
the dominate trends in the AM results.

Another approach to extend the diagnostics capability is true puifit-GPA
where an AM solution is calculated simultaneously on multiple engggating
points [87]. However, at this stage this method has beene®jastnot suitable for
a generic tool approach due to complexity and stability problems.

17.8.1 Condition indicator sub-sets

Using a GSP GEM42 model, engine component deterioration effects (map
modifiers) were introduced to calculate the effects on engine pexfme. These
deteriorated engine performance data represent the artificial meastisetse

With a total of n condition indicators and a maximum of k indicatorscdua be

n
calculated in a single AM calculation (k measurements), in thEﬂr} subsets of

different combinations of condition parameters can used in an AMlattn. For
example, for the GEM42 case with 10 indicators and a maximum rofa® iAM
calculation this would result in 45 combinations. It is generally notillest
derive a solution for all possible combinations, since the systeguattions can be
ill conditioned for some of them. This is also observed in [102]. réhson is that
the AM model requires at least some variation of condition indEagoound
components with measurements at both entry and exit.

By analysing the thermodynamic relations between measured parsraet
the condition indicators, the condition indicators that must be in any AM
configuration, can be identified. For the GEM42 for example this méeighe
compressors always need variable conditions parameters in ofderetthe model
match the temperature and pressure values that are availasllecampressor
entries and exits.

Figure 17.3 shows the 8 well-conditioned AM systems that were obténed
the GEM42 example. The condition parameters that are not includeslbset are
indicated with a cross.
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LPC | HPC | HPT | LPT | PT
subset 1
subset 2
subset 3
subset 4
subset 5
subset 6
subset 7
subset 8

Figure 17.3 GEMA42 predefined condition indicator subsets

17.8.2 Numerical experiments

After having defined a number of AM subsets, the condition of thesglvation
system can be verified with numerical experiments. With edeéN4z artificial
measurement set, 8 subsequent AM calculations were performedyrosech of
the 8 condition indicator subsets.

In Figure 17.4 results are shown of an experiment with an artificial measureme
set obtained with an imposed deterioration of a 3% increase of tearmr@ass flow
in the HPT (WegpT) and a 3% decrease of efficiency, also in the HPT fRtaOnly
the map modifiers of six condition parameters of the three turbimeeshawn; for
the values of the remaining four parameters no significant condition deviations were
calculated. The condition parameter subsets 1, 2, 3, 5 and 6 all imztideoot
cause condition parameters (gtaand Wepr). The values calculated for the
corresponding map modifiers are -3% and +3% respectively, whdreamap
modifier values of the remaining condition parameters are equal to zero.

The results obtained with subset 4, 7 and 8 only contain the condition paramet
Wecypr. The values for W still are large, but not equal to 3%. Moreover, the
values of the remaining condition parameters are much largereéhenAs a result,
it is concluded that the dominant trend of the root cause condition paramet
Wceypt and Etapr is distinct. Similar results were obtained with other aifi
measurements.
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Diagnostic analysis results
with different AM configurations

B EtaHPT

B WCcHPT
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- ’ 0O WcPT

Deterioration [%]
o

1 2 3 4 5 6 7 8

8 different condition indicator subsets

Figure 17.4 Analysis results of 8 different subsets with known deterioration
(EtaHPT and WcHPT)
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Figure 17.5 Three different subsets with respect to included root cause
parameters

Three different situations with respect to the condition pararsetesets were
distinguished (Figure 17.5):

1. All root causes included in the condition indicator sub-set. In this ttes
AM calculation rapidly converges. Moreover, the exact condition indicator
values are calculated for the root cause parameter and th@atocause
indicators remain zero.

2. Root causes partly included. In this case the root cause conditioatordic
deviate somewhat from the actual values but only to a lineikteint. The
non-root cause indicators are not zero anymore but alternate elbetwe
positive and negative values, depending on the condition parameters in the
subset selection. The latter can be explained by the fact that tiac

APPLICATIONS PART 1l 201



Chapter 17 Experience with GSP as a Gas Path Analysis Tool

missing root cause indicators cannot be adapted, some other non-root cause
indicator must be adapted instead in order to maintain the coneenaats
in the gas turbine cycle (and compensate the missing root cause effect).

3. No root causes included. In this case the conditions indicators setimeay
have any value. However they often must alternate between poaity
negative values again to maintain the conservation laws.

The actual deterioration will always persistently exert in thsults of any
selection of 8 condition parameters. The condition parameters nosaaing
actual deterioration may show significant deviations from soeference cases
(where the condition parameters corresponding to the actual deterioaat not
included), but never in all selected cases. The observation of aaldniend in
true root cause components is confirmed in [102].

The logical next step is to automate the identification of the mlmbhicondition
indicators, which ultimately must represent the diagnostic infoomatSeveral
approaches may be adopted with different criteria for validitsebability of the
values of a particular condition indicator, depending on its variatitin different
condition indicator sub-sets.

17.8.3 Averaging analysis results

The observation of the dominant trend of root cause condition paranzatérs,
positive-negative alternating behaviour of the non-root cause inBcaiggest that
averaging the results of different analysis cycles providgsod first estimate for
an engine condition diagnosis.

The averaged results, including all 8 analysis cycles, areseyesl by striped
bars in Figure 17.6. After averaging, the condition indicators remase ¢b the
actual values, while the non-root cause indicators are signlficamaller. The
solid bars represent results when all condition indicators are included in thd.sub-se

Averaged condition diagnosis

N
N

Deterioration [%
A & Retgloration %] ) o

EtalPC WcLPC EtaHPC WcHPC EtaHPT WcHPT EtalPT WcLPT  EtaPT  WcPT
Condition indicators

‘D All analyses included @ Selection of analyses included

Figure 17.6 Averaged condition diagnosis
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In the analysis tool described below, averaging results is used fosta
automatic suggestion to eliminate suspected non-root cause conditiortorsdica
This suggestion may then be reverted and corrected by the tool operator.

17.8.4 Eliminating invalid results

The averaging of results has the risk that results from etsbthat do not
include all root cause faults ‘contaminate’ the averaged end.r&mndt approach
can be to eliminate the sub-sets that indicate that they do rotenall faults,
leaving only the sub-sets that include all faults for averagingenMising a GPA
tool with a suitable user interface this process can be rapidly performed inaltual
may also be automated with algorithms that can identify the ‘include-all’ sets

Another approach is to develop algorithms that automatically elienireesults
from sub-sets that do not include all root causes or that elenioamdition
indicators from all sets, because they do not show a dominating linetinis case
still all subsets are processed. In the analysis tool descrilbmal thee concept of a
‘validity index’ is introduced, that is a function of alternating bebtaw The
validity index will then suggest or automatically eliminate satggkinvalid results.
At this stage however, this concept has not been fully developed yet.

)= AM_DiagToalForm

GSP Engine Diagnostics Tool

Performance effect analysis

PEA @ condition 1 | PEA @ condition 2 | Single component replacement |

Performance effects of proposed maintenance scope Performance margins with respect to reference
FN SD

Parameter | Unit | Value | Delta | Delta[%] |
__________ EGT: K] m318 8.52 orf Margin 1.53 [kN] Above limit | 215.00 [kN]
PN [N 216523 258 1.21

Fuelflow| [ka/s] 24852 0.08 337 wF 5D

N2% A 10281 069 067

HPCTout (K] 81852 43 053 | Margin 0.04 [ko/s]  Above fimit 2.42 [ka/s]

Help <Back | Finsh |  Cancel |

I 7

Figure 17.7 Work scope effect prediction tool user interface

17.8.5 Analysing effects of overhaul work scope

The tool was extended with an option to calculate the effect on penfice of
different overhaul ‘work scopes’. Using the user interface in Figutg the
engineer can select one or more components in the GSP model treatesited to
reference condition (indicated by the spanner shown on top of the compmgnt i
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This functionality allows rapid prediction of the extent to which engine
performance will be restored after applying a certain work s¢opereplace of
refurbish certain components). This functionality offers valuablesiecisupport
with performance testing in a gas turbine overhaul facility.

17.9 Generic GPA database system

Accumulation of the GPA data in a database system provides thibiliysto
analyse performance on a fleet of engines. Individual engine condistmryhcan
then be analysed and also analysis and statistics can be agplgeda from
multiple engines to obtain insight in the engine fleet condition and engine
deterioration processes.

For this purpose the GSP GPA tool for the GEM42 has been extended wit
database system that can file analysis results of an #eéte Figure 17.8 shows a
screen shot of the interface that allows the user to seleati{aer of) engines to be
displayed and trended in a graph. Apart from all condition indicatorsntiéwdace
also allows displaying of a subset of condition indicators, to e.g. foouthe
condition trending of a specific component.

)= GEM 42 Adaptive Modeling GPA E@@

Engineni |~ [incl. || Test Session Date |~ [incl. | ~I|PPI Nh =[PPl T449 [~ [ETAlpc ~[Wclpe [/ EtaLPC [ PPINh
v

we LPC [[HKEYE

9030 127472002 EZ 4700875
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Figure 17.8 Engine fleet analysis window
The database system forms a start for the development ofntiieeefleet

analysis tool. Additional functionalities such as statisticalyaisand data mining
are opportunities for the future.
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17.10 Case study: A GSP GPA tool for the GEM42

17.10.1Description

The new GPA tool was demonstrated on the GEM42 turboshaft engingdhstal
in the Westland Lynx helicopter. Figure 17.2 shows a schematic lagtotlte
GEMA42 engine. Test data were obtained from the GEM42 enginad¢diy fof the
Royal Netherlands Navy. The requirements for an industrial GPAthablwere
defined above could be met as follows:

¢ The reference model accuracy was improved over a power rad§e-G80
kW using the previously described multi point calibration method. This
allows analysis of off-design operating points.

* For the GEM42, the GSP GPA tool was configured to automatically
perform 8 subsequent AM calculations, each with a different condition
indicator subset (see Figure 17.3). The 8 sets of analysis rasulisll as
the averaged values are displayed, providing a good first estimate of the root
cause condition indicators.

e The new diagnostic validity index (DVI) function was used. The DI i
calculated by an algorithm that indicates whether an anagsist is within
a realistic range. It forms a guideline in the assessment ahwdyicle
analysis results should be included and which should be excluded from the
final averaged diagnosis.

¢ All engine data, including rough measurement data, analysis results and
final engine condition diagnosis are stored in a database. This allows
trending of the analysed data

¢« A GUI ‘wizard’ could now be used, guiding the maintenance engineer
stepwise through an entire GPA session. This means minimal traming
required for the end user of the tools.

17.10.2Results

The accuracy of the GSP GPA tool developed for the GEM42 wasagedlby
analysis of existing test data and comparison of the obtained diagrssfits with
the overhaul notes. The analysis results presented here show the condition history of
a single engine, analysed over a period of 3 years. During this period the engine was
tested 4 times in the GEMA42 test facility of the Royal Nedinels Navy. GSP GPA
analysis sessions were performed on all 4 tests results.h€08 intermediate
periods, the changes in component condition values were calculated usigiAhe
‘delta mode’ (where only the changes in condition indicators befodeafter a
period are shown) and presented in the next figursi®w, the GPA results can be
evaluated by comparison with information on engine usage and maintenance.

1 Note that the individual GPA results on the 4 fesints that indicate conditions relative to thierence
engine are not shown here.
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Figure 17.9 Condition change September 2000 - February 2002

Figure 17.9 shows the difference in component conditions of a single engine,
tested in September 2000 and February 2002. The bars indicate the condition del
relative to the first test. Shortly before the second testpeaformed the power
turbine (PT) was replaced. In the graph the condition of the PT is represented by the
purple dashed bar (Eta and the purple solid bar (\Wg¢ on the outer right.

Apart from relatively small conditions changes that can beébatéil to normal
deterioration and data scatter, Figure 17.9 clearly shows an impeaven PT
performance, corresponding to the PT replacement.

The overall engine performance however had not improved sufficieritty w
replacement of the PT. Therefore, after the February 2002 tesntfire was
returned to the work shop.

After rejection of the engine in February 2002 it was decided, based o
experience, to replace the engine’s hot section module. The hot sectigiscohs
the HPC (Etapc, WGHpc), the combustion chamber and the HPT (EtaWcpT).

The engine was tested again in March 2002. Figure 17.10 shows the engine
condition change between the February 2002 and March 2002 tests.

The GPA results confirm the decision to replace the engine’selatibs after
the February 2002 test is the right one. The diagnostic results date 2002
test show a significant improvement of the hot section performanbe. T
improvement in HPC flow capacity (W) is over 8% (note that this is from an
about -4% to +4% deviation from the reference engine, these rasilt®t shown
here) and the Etac improves with 3%. The HPT flow capacity W has
decreased by 6% indicating the HPT nozzle guide vanes of the hRTwas
replaced must have been significantly corroded or otherwise datedorThe
performance improvement was also confirmed by an improved PPI value.
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Figure 17.11 Condition change March 2002 - August 2003

Figure 17.11 shows the condition change between the tests carriadvautch
2002 and in September 2003, almost 1.5 years later. Based on expdriense i
decided to replace the LPT module in order to improve the overalhengi
performance. The test of September 2003, performed after this ovexis,
indicated that the engine’'s PPl value had decreased instead of éuprov
Replacement of the LPT turned out not to have been an effectiveemeaice
action.

The results in Figure 17.11 indicate that the performance of thly péaced
LPT is indeed worse than the LPT performance analyzed 1.5 g&diex. This all
indicates this LPT was in a poor condition.
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Moreover, the results indicate a further deterioration of HPC (lower Eta and Wc)
and PT (lower Eta and higher Wc). The HPT performance that ebpdbia
performance of the PT is unsatisfactory. The large negative wlEtar and very
large positive value of Wg indicate a very low efficiency and an increased cross
flow area, both signs of significant condition deterioration of the@®Hianging the
PT instead of the LPT probably would have been more effectividrsituation,
assistance of the GSP GPA tool in planning the work scope would have paid!

Based on the information available from inspections and ‘overhaw’notee
part of the diagnostic result cannot be explained. Figure 17.11 shosgust
2003 an improved LPC efficiency with respect to March 2002. Suchga lar
improvement of component efficiency, without any performed mainteractam,
is very unlikely. It is probable that a compressor wash wagedanut just before
August 2003. Compressor washing is regularly carried out to reraalieg from
the compressor blades and usually significantly improves perfoan&tawever,
this suggestion could not be verified due to limited access to thetemance
records.

17.11 Conclusions

» The GSP Adaptive Modelling method is able to effectively idgmtifmponent
deterioration of different types of gas turbine engines, even withietim
accuracy and availability of measured performance variables.

* Multi-point calibration of the reference model provides a significant
improvement of GPA accuracy and stability.

* The method usingultiple analysis cyclesn different condition indicator sub-
sets successfully generates values for all condition paranmeteases with
fewer measurement parameters than condition indicators and where
measurement data are unreliable. However, a minimum of aecurat
measurement data, depending on the engine configuration, is essential t
effectively apply GPA.

» The dominant trend of root cause condition indicators can be effectively used to
determine valid condition indicators.

» Several methods can be applied to eliminate invalid sub-sdtseracondition
indicators including averaging tmeultiple analysis cycleesults and manual or
automatic elimination of invalid results using the validity index concept.

» A tool has been developed that enables rapid application of the methoy to
GSP gas turbine model.

* The method has been successfully demonstrated on the GEM42 turbo shaft
engine. A number of case studies have shown GPA results corresponding to
available maintenance notes and inspection data.
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« The extension of the tool with a function to predict maintenance worle scop
effect on engine performance offers valuable decision support with
performance testing in a gas turbine overhaul facility.

« The extension of the GSP GPA tool with a database system pravigseful
tool for analysing engine history and comparison of analysed component
conditions throughout the fleet. When a large number of analysis dataesl
in the database, statistical analyses, trending and data mining can be performed.

e The automatic processing ofultiple analysis cycl&PA results (eliminating
invalid results) can be improved in order to minimize manualteffathe GPA
engineer to obtain valid and accurate diagnostics results.

e The genericity of the tool can still be improved, allowing end-user
configuration to any type of gas turbine measurement set-up.

« At the current stage, the database system only has limited/ssnal
functionality. Additional extensions are required for powerful analysiSPA
data on engine fleet level.

» Although from a numerical point of view it is clear that theegmal AM
iteration in GSP is more efficient than a separate AM ouiggdation loop, an
interesting study for the future would be to compare performanbeexiérnal
loop AM solutions.
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Chapter 18 Micro Turbine Research and
Development

18.1 Introduction

During the last few decades, several attempts have been ondeeetop micro
turbines with efficiency levels close to those of larger gabirtes. Various
interesting applications have emerged for both aircraft propulsion pamgtr
generation. Particularly for micro turbines below 100 kW, many develoisrhave
failed to obtain sufficient efficiency, reliability and cost exffiveness to be
successful for the market.

The turbomachinery dimensions for rated power levels lower than 10 kW
become very small. When using the Balje [117] design ruleshBmacteristic rotor
speed and diameter, a 3 kW gas turbine optimal radial compressor hawgda
diameter in the order of 30-40 mm and a speed of several 100,000 rpmajtine
technical factors that challenge micro turbine development progmanteeasmall-
scale effects:

¢ low Reynolds numbers in the turbomachinery flow passages causing
relatively high viscous losses,

» relatively high tip clearances due to manufacturing tolerancedeaihg
limitations,

« large area-to-volume ratios resulting in high heat losses anceinedizheat
transfer to the compressor; and

< relatively high auxiliary system losses due to the low power output level.

Another factor is cost. Development of efficient turbomachinery dapgidnfor a
particular cycle is very expensive and, in the micro power geoeraarket, can
only be justified with very large production volumes. An interestingodpnity to
get around this cost problem is to use automotive turbocharger technolo@yg D
the last decade small turbocharger turbomachinery has becomeestlifiefficient
for gas turbine cycles, and cost price is low due to the very larg@uction
volumes.

12 This chapter is based on 3 different publications:

[114] W. P. J. Visser, S. A. Shakariyants and Ms®een, "Development of a 3kw Micro Turbine for
CHP Applications,'Journal of Engineering for Gas Turbines and Powelt, 116, 2011.

[115] W. P. J. Visser, S. A. Shakariyants, M. T.dL.Later, A. Haj Ayed and K. Kusterer, "Performanc
Optimization of a 3kW Microturbine for CHP Applicans”, GT2012- 68686, presented at the ASME
Turbo Expo 2012, Copenhagen, Denmark, 2012.

[116] A. J. Head and W. P. J. Visser, "Scaling B\&Microturbines”, ASME GT2012-68685, 2012.
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At MTT (Micro Turbine Technology b.v., Eindhoven, the Netherlands) a
preliminary sizing study indicated that with the smallesttloéEshelf turbocharger
turbomachinery, a 3kW recuperated micro turbine with a thermalesifig of at
least 16% could be developed. If this concept could be mass producedpaicies
corresponding to automotive parts, a competitive opportunity would emerge in
small scale CHP (Combined Heat and Power) applications.

Heat to user

Recuperator

Exhaust

Low temperature
Water / Air

Natural gas /
Oil

Combustor

AC/DC
electricity

Inverter /
Rectifier ~Generator

Compressor Turbine

Figure 18.1 Recuperated micro turbine based CHP system

18.2 CHP application

Figure 18.1 shows the process of a recuperated micro turbine b&ded C
system. CHP concepts for small scale distributed power gareddter significant
potential for saving energy and reducing CO2 emissions. Micro turhiresin
interesting candidate for small CHP systems with advantageterms of
performance, size, noise and costs.

At MTT, a development program focuses on a heat demand driven GtitiPo
system to replace heating boilers for households and small businBssiig the
development, large attention is given to cost price, reliabilitylawdmaintenance
costs. Domestic micro CHP offers significant energy saving pateftiojected
CO, savings per installed system are up to 6 tons per year.

While natural gas is the initial fuel of choice for the domesticro CHP
application, liquid fuels such as heating oil or diesel are requirethitvso CHP at
locations without access to a natural gas distribution grid. A sepdeatelopment
program has started for the development of a clean combustor for fliglgdthat
will comply with future emission requirements.
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18.3 Conceptual design

As written in section 18.1, the ‘off-the-shelf available’ turbogeartechnology
offers an interesting opportunity to develop low-cost micro turbines. The
compressor, turbine and sometimes bearing unit can be selected amgdmatc
without much modification. With the addition of a combustor, fuel sysheich
control unit, a simple turbojet engine can be built. This concept is fosadry
small aircraft such as model planes. With a generator coupldédetshaft, a
turboshaft engine is obtained for producing electrical power instetmfust. With
a recuperator, the efficiency of a turboshaft engine can be sigtifiéacreased,
especially at the low cycle pressure ratios of turbochargedhasso turbines.
This is due to the consequent relatively high turbine exit temperataviding
good opportunity to recover heat. Turbochargers are available offiifefer both
petrol and diesel engines with rated air flows down to 30 g/s.

Lab condition tests have indicated turbine inlet temperatures up toCL@®YE°
feasible with the customary Inconel 713 material [118]. With adadmoaterials
such as MAR-M247 TIT can be raised up to 1050°C [119]. With thesdeVEls
for a typical small turbocharger based micro turbine rated -da53%'s air flow, a
power output of 2 to 3 kW is achievable. The heat input depends on theneffic
For simple cycle it would be around 35-40 kW. With a recuperatohe¢hé input
reduces to around 15 kW due to the much higher efficiency. Equivalgtiae are
around 0.35 (simple cycle) and 0.15 (recuperated) respectively.

A study has been performed on the performance potential of a case with off-the-
shelf turbocharger components rated at 45 g/s. A development prograredms
defined including demonstration of a recuperated micro turbine designgda
3kW generator, based on off-the-shelf turbocharger turbomachinery. The next phase
is the development of a micro turbine optimized for a 3kWe turbogenerata
domestic micro CHP system, replacing conventional boilers in envinatsnsuch
as larger houses and small offices, for which 3kW of electric pomates an
optimal business case. At a target net turbogenerator efficierky.5o, about 15
kW is available for the heating system and hot tap water functions.

18.3.1 Component efficiencies and losses

Modern small turbocharger turbomachinery performance has been sighjficant
improved over the last decades. A simple survey of performamages publicly
available on the internet shows that, despite the small $sateropic compressor
efficiencies of 75% and turbine efficiencies exceeding 65% arestaie of the art.
There is room for more improvement by optimizing the turbomachimerthé gas
turbine application:

 The compressor impeller and/or diffuser design which is commonly
optimized for a wide flow range [120] can be adapted towards maximu
pressure ratio and efficiency. GSP cycle calculations indlddt€ micro
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turbine design point power output and efficiency increase by about 2.5% per
% increase in compressor isentropic efficiency at constant TIT.

« The turbine design with isentropic efficiency often peaking at lower
pressure ratios for the automotive application [121] can be adamted f
maximum efficiency at higher pressure ratio. Application of lrmide
vanes does not guarantee efficiency improvement [122, 123]. Impelle
redesign however can increase efficiency at high pressure ragoféw
percent. Because for the MTT turbine, total turbine power is roughly 3.5
times the shaft power output, this translates into 3.5% power aoitedfy
increase per % turbine efficiency increase. This has been cedfiwith
GSP cycle calculations.

Because turbomachinery redesign involves significant additional dewveldp
efforts and also compromises the off-the-shelf advantages, tign deaptation
option is kept for later study.

For the MTT micro turbine design, a component matching study has been
performed resulting in a compressor driven by a turbine that inuthecharger
application would drive a larger compressor but still fits to #rees off-the-shelf
shaft and bearing unit. The larger turbine is required to comply hihurbine
inlet conditions that are different from the automotive application.

For the conceptual design, component efficiencies and losses dsidisttee
reference case column of Table 18.1 have been assumed using the OEM
specifications (where available), literature and engineering judgmbi# case is
expected to have the highest probability of matching the real perfoepa
assuming all secondary engineering problems emerging from testsdwvsolved
(leakage, component mismatch, improper assembly, rotor dynamics problems etc.).

The best case column in Table 18.1 represents the case were component
efficiencies higher than expected or OEM-specified due to oimedsin of loss
factors. Also, newer turbocharger component designs that become avdilaibly
the project will show higher efficiencies and these effectabeincluded as best
case. The best case is also the starting point for"thehase of the development
program with increased efficiencies that are considered readigjectives for an
optimization program.

Finally, also a worst case scenario has been defined for théheasemponent
efficiencies would be less than expected.

18.3.2 Modelling

Figure 18.2 shows the MTT recuperated cycle model configuration in GSP,
including station numbers. The GSP models have been used for concepima de
component matching and test analysis.

Figure 18.3 shows the results of a cycle performance study witlffetedi
carpet plots showing the relation between TIT, CPR (PRc), Efintilezfficiency
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and power. Component efficiencies have been obtained from the reference case data
in Table 18.1. Note that generator and inverter losses are nadedcét this stage.
Net power output is defined as power delivered by the shaft to the generator.

The simple cycle option clearly does not get beyond 10% efficienog. T
positive effect of increasing cycle pressure ratio and TI€lear. Yet, with the
phase 1 reference limits of around 1300 K and PR = 2.4, only 6.5% can be
expected.

Table 18.1 Conceptual design study assumptions for ISA reference
performance, efficiencies and losses

Parameter Unit Phase 1 — COTS Turbocharger based
Air flow gls 35-45 depending on compressor type
Thermal kW Simple cycle : 35-45 / Recuperated : 10-18
power
Worst Reference Best
PLinjet % 1 0.5 0.2
Nis_compressor % 60 70 75
PRcompressor - 2.0 2.4 3.2
PL combustor % 2 1 0.5
Ncombustor % 99 99.5 99.9
TIT oc 977 1027 1077
K 1250 1300 1350
Nis turbine % 60 65 70
Nmech (bearings) % 95 97 98
Effrec - 0.70 0.8 0.9
PLec_hot % Eff.0.7 : 3 Eff.0.7: 2 Eff.0.7:1
Eff.0.8: 4 Eff.0.8:3 Eff.0.8: 2
Eff.0.9:5 Eff.0.9:4 Eff.0.9:3
PLec_cold % Eff.0.7 : 2 Eff.0.7:1 Eff.0.7 : 0.5
Eff.0.8: 3 Eff.0.8:1.5 Eff.0.8:1
Eff.0.9:4 Eff.0.9:2 Eff.0.9:1.5
PLexhaust % 0.8 0.5 0.2
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Figure 18.2 Simplified GSP model of MTT recuperated cycle
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Figure 18.3 Reference case thermal efficiency as a function of PRc, TIT and Eff
(blue=simple  cycle, black=70%, green=80%, red=90%
effectiveness)

The effect of a recuperator is significant. Already with a rebdéectiveness of
70%, thermal efficiency is raised to around 13%. With the refer&3fé
effectiveness (green carpet plot), 15% is obtained. With the high v&l96%
claimed for advanced recuperators [124, 125], thermal efficiency goes up to 18%.
Figure 18.4 shows that for a given TIT of 1300 K, recuperator inlet tetope
Ts is higher than today’s typical limits for recuperators around®%823 K) [126,
127]. It clearly shows that if a high thermal efficiency iguieed combined with a
low CPR, then a high temperature recuperator is required allowing inle
temperatures up to 1100 K (823°C). It is clear there is a design conflict here and as a
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consequence a multi-disciplinary optimization exercise is needednfaptimal
trade-off between performance, costs and life aspects.

Recupl:TIMTT Ref. 45g/s TIT 1100-1500 - PRc 2.2 - 3.2 GSP 11
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Figure 18.4 Recuperator gas side inlet temperature (blue=simple cycle,
black=70%, green=80%, red=90% effectiveness)

Figure 18.5 shows that with increasing gas turbine efficiency, the nethbi
heat-power (CHP) potential decreases due to the relativelgtbaust temperature
and water vapour content as compared to CHP systems using intanialstion
engines burning at close to stoichiometric conditions. This is due toatbe |
portion of air dilution with the combustion gas in order to reduce turlviled i
temperature down to acceptable levels. Especially with a higectieness
recuperator, the overall equivalence ratio drops down to around 0.15. As a
consequence, it becomes more difficult to extract heat from the exhaust gas.

Figure 18.6 shows Table 18.1's best case performance. The increase i
efficiency is dramatic. This means development effort focusednorernental
increases in component efficiencies and reduction of pressure ladtdse
particularly effective to increase efficiency. More on this followseictisn 18.7.
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Figure 18.5 Exhaust gas conditions (blue=simple cycle, black=70%,
green=80%, red=90% effectiveness)

Also the worst case of Table 18.1 has been simulated and this indicated that only
a slight drop below reference case component performance alreagyetiyn
wipes out system performance. From this it may be concluded tlyasinok small
turbochargers have obtained efficiencies corresponding to moderngsmalirbine
levels, it has become possible to use these components to build umines with
practical efficiency levels.

18.4 Demonstrator development

The ‘Mk4’ demonstrator gas turbine was developed to verify resulttheof
conceptual study. The demonstrator combines off-the-shelf componerits wit
components developed in-house at MTT. Turbomachinery and bearings-tire- off
shelf turbocharger components. The radial permanent-magnet type gengrat
custom-designed as is the coupling with the turbine shaft. The reargeratso a
custom design of the primary-surface type. The combustion chamber dnd fue
control concept are developed by MTT.
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Figure 18.6 Best case performance (see Table 1) (blue=simple cycle,
black=70%, green=80%, red=90% effectiveness)

The experimental program was carried out from summer 2008 until summer
2009. It included three phases during which the gas generator, the siyuofde
turboshaft and finally the recuperated turboshaft configurations weskdt
subsequently.

18.4.1 Turbomachinery selection

The customary combinations of compressors and turbines for the turbocharger
application are far from optimal for the micro turbine applaativhich requires a
higher design turbine inlet temperature and therefore larger turbieeefdre, a
turbomachinery selection study has been carried out for optimal mgtchi
turbocharger compressor and turbine. Publicly available component paréema
maps from the world’s leading manufacturers have been assessaskdnd cycle
optimization exercises.

Figure 18.7 shows the GSP generated relations between cycle plasigreters
and corresponding required turbine inlet corrected flowsf\Wevels. With this and
related model results, the optimal turbine-compressor match couddteemined.
For the MTT Mk4 case of 45 g/s inlet air flow, matching points faund around
Wc4=40 g/s.
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Figure 18.7 Turbine flow capacities (WC4) for various reference case cycles
(blue=simple cycle, black=70%, green=80%, red=90%
effectiveness)

18.4.2 Other components
In the journal article [114] the development of other componentssisribed,
including rotor, generator, bearings, combustor, recuperator and control system.

18.5 Test program

To prove the feasibility of the MTT micro turbine concept anddeddi the GSP
model predictions, a test program was started. The final objastBieNe at 16%
electrical efficiency for micro CHP applications. The tesbgoam included 3
phases:

» Gas generator tests using a back pressure load (a variable abzake
turbine exit) for proof of concept, validation of model performance
predictions and component match. Objective was at least 5% enpiival
efficiency.
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e Simple cycle turboshaft tests to determine the optimal turbinergene
coupling configuration.

» Recuperated turboshaft tests to validate recuperated cycle predaltions
and recuperator design. Objective was to obtain at least 12%icalect
efficiency.

18.5.1 Testrig

A test rig was developed, suitable for the various configuration$ &4t data
performance analysis could be performed and energy balance and $s&ssed to
provide the results presented in the following sectidmalysis by synthesighe
methodology to determine unknown parameter values by tuning the modetto mat
measured data) was applied using GSP models.

Figure 18.8 MTT micro turbine test rig

Figure 18.8 shows the test rig with the Mk4 recuperated micronwurkin the
left the inlet duct with the flow meter is located. Next trensparent plastic inlet
receiver box is visible. In the middle the combustor is shown vertically coulniecte
the turbine. The large drum on the right is the insulated recuperhioch v this
case is rather large since the dressing design is not optimized for minienal siz

18.5.2 Gas generator tests

For the gas generator tests, power output was expressed using &gusbelft
power’ PW.qe5 PWeqes represents the mechanical power that could be extracted
from the gas generator exit flow with a 65% isentropic efficietucline and is
defined as follows:

v
PW, s = 065W, [T, [T, 1—(—] (18.1)
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Equivalent thermal efficiencyeqes then is defined as equivalent power £/
over fuel input thermal power.

At the design point of 240,000 rpm and a calculated adiabatic TIBGH K,
3.25 kW equivalent power with an equivalent thermal efficiency of 6.3d&%
measured at almost ISA standard ambient conditions (1011 mbar and.ZBdeK)
measurements corresponded with the GSP model predictions. Redihis t@fst
phase were used to enhance the GSP models.

18.5.3 Simple cycle turboshaft

Once the equivalent thermal efficiency was proved in the gasajendest
phase, the turbine was coupled to the generator to try different mguancepts.
After various iterations the optimal stiffness/mass distidlouof the shaft coupling
was found. At 218000 rpm 2788 W (ISA corrected) was produced, corresponding to
6.28% electrical efficiency.

18.5.4 Recuperated cycle turboshaft

The recuperated configuration was used to demonstrate the potemtial f
efficiencies beyond 10%. Custom design recuperators from 2 separate
manufacturers were used. For the recuperator, at least 85%vefiess and less
than 4% (air + gas) pressure loss was required.

Table 18.2 Recuperated cycle measured performance

Observed ISA
corrected
To 299.3 288.15 K
Pq 1.0047 1.01325 bar
N 240,000 235,487 rpm
PWshat 2428 2983 W
Etaghar 11.84 13.5 %
PW, 2178 2733 W
Eta 10.32 12.28 %
PR 2.69 -
TIT (Tw) 1334 1334 K
(calc'd)
T 1055 K
W, 42.21 44.4 gls

Several different recuperators were tried in the tests weithing performance
and usually total pressure loss levels exceeding 4% which meanficaigni
performance penalties. Finally, with a recuperator with about 4%syreedoss
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favourable results were obtained with 2.7 kWe and 12.2 % ISA cedret¢ctrical
efficiency at 240,000 rpm. Table 18.2 lists the observed and also d8écted
performance data.

From the test analysis with GSP, compressor isentropicesifiz could be
determined: at 73.8% and turbine efficiency at 67%. These valuesmamceto the
component maps.

The generator losses consist of bearing losses, windage lossetectnidal
losses. Using a torque measurement with the generator on atateg cradle,
losses between 250 and 300W were estimated at the operating point of Table 18.2.

External heat loss Exhaust heat

26.4% 47.0%
Water \
cooling
8.7%
yd
Qil cooling
4.3% / \Electric power
12.3%
Generator
loss 1.4%

Figure 18.9 Losses overview
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Figure 18.10 Recuperator pressure loss and effectiveness during warm-up
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During every run the turbine lubrication and cooling flow temperaturefi@amd
rates were measured. The associated thermal losses weeeomér of 2.5 kW and
depended mainly on turbine flow temperatures and to a lesser extaepubpaower
and rotational speed. Using the GSP model and energy balance atheyital
heat loss from the hot components was estimated at 6 kW. Figure 1&Qagiv
overview of all losses as a percentage of the thermal power input.

The recuperator effectiveness varied significantly with tHéergint models
used. The objective of 85% effectiveness was matched with thedoeperator
after thorough insulation. The recuperators were not designed foedisite and
weight for the pre-specified active volume. The resulting high ¢egacity caused
long warm up periods (after which steady-state effectivenessraehed) in the
order of 30 minutes. Figure 18.10 shows how during warm-up effectivéness
slowly increasing towards its steady-state value due the thiesbakage effect
resulting in higher fuel consumption during warm-up.

With the high sensitivity to pressure loss of the MTT cycle tti@emal effects
on recuperator pressure losses are significant. During engine warhe ygessure
drop over the gas side remained almost constant. The air side eresepr
however increased signficantly as can be seen in Figure 18.10. Thasmdn
pressure drop during warm up corresponds to a power loss in the order of 100W.

18.6 Optimal cycle pressure ratio

A GSP model of the recuperated cycle concept can be used to phexict
relations among design cycle pressure ratio, efficiency, power ougouperator
inlet temperature and recuperator pressure losses. Thealgldow TIT means
optimal cycle pressure ratio (for efficiency) is not far abdve current value of
2.69 as can be seen in Figure 18.11 (note that the recuperator gaisaprbssure
losses are lumped together in the PR2_rec parameter). WitlatTIBOOK, the
pressure ratio for optimal efficiency is about 3 with 4% pressioss
(PR2_rec=0.96). For maximum power, optimalcRRclose to 4. When running
cooler at 1250K the optimal PR levels are lower. A trade-offoeamade between
running at either maximum efficiency or maximum power. In ang,cte efforts
to increase the compressor pressure ratio beyond 3 will reprageificant
improvement.

Another important issue is the turbine exit (recuperator inletpégature TT5
which becomes very high at lower PR. Depending on the materiatecifand
costs) for the recuperator, a higher PR may be desired to reddcedoTan
acceptable level. In this case TT5 is already too high for a stainleseestgatrator
(with a max TT5 in the order of 650 C or 973 K) and more advanced nstarén
as Inconel 713C are required.
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Figure 18.11 Cycle pressure ratio (PR;) and recuperator pressure loss effects
on efficiency and power output (PR2_rec=1-lumped recuperator
pressure loss)

18.7 Performance Optimization

The next phase of the development program at MTT included a performance
optimization program to increase the net electric efficiencthé design objective
of 16.5% net efficiencyjene: This corresponds to about 19.5000r almost 22%
shaft thermal efficiencynshae FoOllowing an assessment of performance
improvement potential, separate targets were set for afoafiponents affecting
efficiency. A detailed GSP cycle model was used to predigctsffon cycle
efficiency. Parallel projects were launched to work towards the overall iobgct
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18.7.1 Performance optimization objectives

The 12.2% ISA electrical efficiency corresponds to 13.5% shafrnftie
efficiency when excluding the electrical losses. An improvedttebine had been
developed with a different rotor configuration, as shown in Figure 18.12.

Figure 18.12: MK5 microturbine.

This ‘Mk5’ test turbine was used for further performance improvertesting
and for integration in the micro CHP system prototypes shown in &-igj8irl 3.
With the Mk5 turbogenerator and CHP system initially companabtéormance as
with the Mk4 was obtained.

£

Figure 18.13: Mk5-based CHP system prototypes in the MTT test cell.

When including all CHP sub-system losses (oil, fuel, water pucgpspressors
etc.), the net electrical efficiency drops from 12.2% to about 9.5% avpower
output of 2000 W. Note that this is due to several non-optimized sulmsyste
consuming excessive power, and that many of these can be relaasly
improved substantially.
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A Performance Enhancement Program started in November 2010 focused on
3kW at 16.5% net electrical efficiency with separate work pgekdor improving
performance of the components and subsystems listed in Table 18.3.

Table 18.3 Performance enhancement objectives and status

Component/| Parameter |Initial | Target Oct. 2011
Sub-system unit GSP predictedne 4 ANe o
Recuperator|Ap % 45| 4.0 0.22 4.5 0.0
n % 85| 88 0.8 88 0.8
Bearings PWs |W 900| 500 1.8 700 0.9
Compressor| PR |- 2.8/ 3.0 - 3.0 -
n % 70, 73 1.4 75 2.0
Turbine n % 65 67 1.3 70 2.0
Combustor |Ap % 1.5 1.25 0.1 1.5
Inlet Ap % 1.2 0.75 0.1 1.2
Exhaust Ap % 1/ 0.75 0.1 1
Ducting Ap % 1] 0.75 0.1
Oil pump PWy. |W 75| 50 0.11 75
Fuel compr. | PWs |W 360 300 0.27 300 0.27
Heat loss Qs |W 25001250
Generator PWs. |W 317| 215 0.46
Inverters PWes |W 465 328 0.62
Total 7.38 6.07

Detailed GSP models were used to predict the effects of theiduodi
improvements in Table 18.3 on electric efficiency. When the tamg@rovements
would all be realized, a net efficiency increase of 7.35% is pgestliédded to the
initial 9.5% net efficiency this would result in 16.85% leaving a 0.3&86gin with
regard to the design objective. As of October 2011, significant psogras made
on the major improvement items as shown in Table 18.3 resultiagcimrent net
efficiency between 15 and 16%. Electric generator power effigiggcreached
17.2% ISA. In the paper [115], detailed descriptions of the individual component
improvements are described. Below a summary is given of the ©@mponent
improvements and the predicted effects on electric efficieatyulated with the
GSP model.

18.7.2 Compressor

The compressor has received specific focus for improving performiinsty,
the pressure ratio at the design speed of 240,000 rpm and about 130h&dT
be increased to the optimal values discussed in the initial developimese: In the
conceptual design study (0), optimal values of cycle pressure mtiofound to be
at least 3 for the optimal cycle efficiency (when assuming 2% recuperator
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pressure loss). Since with higher pressure ratios, recuperatoteimperature is
reduced and output power increased at the expense of only a slightaedacti
efficiency, options to increase compressor pressure ratios up weB4explored
by increasing tip diameter ;R Next to the reference compressor with diameter
Diprerand 2.9 pressure ratio, tip diameteggd+ 1, Diprer+ 2 and Rurer+ 3 [Mm]
were assessed. Prior to testing with these larger diamet€BEDaanalysis was
performed to assess the effect of increasiggty up to 2 mm on performance and
to identify design aspects that could be worked on to increase efficiency.

The compressor CFD analysis results (described in detail in)[$h6}v that it
is possible to increase the total pressure ratio significastig to maintain
efficiency level by extending the impeller blades. For statiorgperation an
improvement of the overall compressor performance can be achugwgiimizing
the blade leading edge geometry for a given operating point with regaetiuced
incidence losses. Significant improvement can be achieved by mgdtre tip
clearance height.

The 240,000 rpm design speed is within the original turbocharger compressor
and turbine structural limits and therefore no separate strucunedlsis was
performed at MTT.

18.7.3 Turbine

The turbine used in the Mk4 test microturbine had only a moderateoisient
(and adiabatic) efficiency of 65%. This was due to both the impatidr scroll
design. For the Mk5, a more advanced turbine was available withxenoma
reference isentropic efficiency of around 70%. This value isirddtawhen an
optimal scroll design is used, without application design adaptations suitte a
waste gate or sharp turns in the ducting causing additional pressues. loss
Especially for the turbocharger waste gate, aerodynamically bntodiine exit
ducting is often sacrificed. While the Mk4 still had an off-the-slaeifomotive
application scroll with waste gate, the Mk5 turbine scroll designoptimized and
the waste gate omitted. This, combined with the already OEM bnilt i
improvements resulted in a 5% increase in isentropic turbfioéeaty which was
more than anticipated. Since the turbine delivers both the compresisge@erator
shaft power which is around 13kW, 5% increase means 650W extra patpat. o
However, due to the consequent lower recuperator entry temperauperator
heat recovery is reduced somewhat leaving a GSP predicteidref§ increase of
around 2%.

18.7.4 Recuperator

The recuperator improvements described in [115] include a 3% $ecriea
efficiency and a 0.5% reduction of pressure loss (4.5% down to 4%). WiGSRe
model, the effect on electric efficiency (0.8 and 0.22% increaspectively as
shown in Table 18.3) has been calculated using the GSP model.
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18.7.5 Heat losses

Heat losses from the hot parts due to conduction, convection andamadiedi
substantial if insulation measures are not thoroughly implemented.isTtise to
the high surface to volume ratio of the small micro turbine comporiBmsturbine
scroll surface may reach temperatures near or over 1000 °C, turimtgga red hot
heat radiator. The combustor is cooler due to the cooler flow arouridehevhich
holds the combustion process. With a recuperated cycle however,irthis a
preheated (in the MTT cycle up to about 720 °C) thereby increpsimgtial heat
loss. The recuperator is relatively cool on one side and hot atlibe but has a
relatively large surface.

Heat loss studies with GSP, using the thermal network modelling Ggpabi
described in Chapter 9, have shown that with inorganic silicatesfiosumaterial
cycle performance is significantly improved up to a thickness ofM®@0(Figure
18.14).
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Figure 18.14: Insulation thickness effect on performance
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From an energy balance calculation, the heat loss from the tpasepaired to
meet the target efficiency is estimated around 1250 W. Thé tattdeat loss was
still 2500 W. It is very difficult to establish an accurate ggdralance, particularly
around the turbine, so relatively large uncertainty margins hale &xcepted. As
with the pressure loss, the prototypes will have optimized insulaiwh are
expected to show efficiency benefits from this in future tests.

While the gas path heat loss is to be minimized, the heat thi#t lest should
be recovered as much as possible into the CHP system heating €inés is done
by optimal positioning of the heating water ducting near the heattess. In the
heat balance model, heat recovery factors are estimated tmitetehe overall
CHP energy/heating efficiency. This includes heat lost outside the gas pattinéo
oil and generator and bearing cooling circuits, the fuel compressor and powe
electronics.

An additional requirement to the heat loss is coming from the syktah
management perspective. The heat loss will heat up the inside GHfResystem
cabinet and to prevent overheating it must be vented to limpdeture. From a
cycle calculation it shows that it is more efficient to aseeparate fan for this
function rather than the compressor inlet air, which, if heated up, veeulerely
penalize microturbine thermal efficiency.

18.7.6 Test results

Following the analysis work mentioned above, tests have been perfaithed
the improved turbine and different compressor tip diameters. Rasealshown in
Figure 18.15 and Figure 18.16: the performance enhancement has resuted i
increase from 12.2 to 17.2% generator power electric efficiency and 3900\
output.

The test results confirmed the CFD simulation predictions forpoessor
pressure ratio and efficiency (i.e. that efficiency was mimieth with a small
increasing in tip diameter). It is clear that with larger diiameter and the
consequent larger pressure ratio, power output increases signifidapttiiameter
Dipret + 1 mm has almost the same cycle efficiency gsDHowever, beyond tip
diameter Qyert1mm, efficiency drops due to the reduced heat recuperation (see
Figure 18.11). From this, it is concluded that at this stagejasmm or
Diiprert2mm tip diameter must be selected. If during subsequent endteatsénot
covered in this paper), recuperator temperature T5 must be reduced, the
(Diiprer-3mm) impeller can be used to further reduce Tt5.
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Figure 18.15: Test results: Generator power (at ISA) versus pressure ratio for
different impeller diameters, rotor speed and Tt5
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different impeller diameters, rotor speed and Tt5
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18.7.7 Next steps

Significant progress has been made towards the design objectivesagord
component improvements have been realized corresponding to the obj&xdtive
Table 18.3. For the target net electric efficiency of 16.5%, at [E85% generator
efficiencyne will be required, depending on the eventual electric and other auxiliary
losses. So far & value of 17.2% was reached. The remaining net efficiency
improvement required is at least 1.3% and can be covered for ardidigtart by
working on the smaller items in the table. An effective way tdweaa larger
increase in efficiency is further improving the turbomachinery. Tbmpressor
CFD has already hinted at efficiency bottlenecks that offer pateRor the turbine
also CFD models will be developed to determine design improvenidmse steps
will push shaft efficiency beyond 25% and then electric efficienofe20% come
within reach.

18.8 Scaling to other power levels

18.8.1 Introduction

Microturbine performance and losses are strongly dependent on scale.
Especially at very small sizes, prediction of these sdédets is important within
the framework of conceptual design and sizing studies. The effectstmdesl
accounted for in studies where the power output is varied in order toizgtihe
application in which the microturbine is integrated.

The scale effects can be addressed for the individual gas mhtimechanical
components which include turbomachinery, ducting, bearings, recuperators,
combustors etc. Absolute prediction of efficiencies at the irdiégign stage, or at
any other stage, is difficult, and the designer usually relies upgiriesh loss
models and correlations. Using both empirical and physical anahyssg telations
can be extended to include size as a variable providing a means t phediges
of losses relative to a known reference case. An analysissented of size-related
loss mechanisms in small turbomachinery derived from turbochargers. A
microturbine cycle performance analysis has been performed intordeminate
how these effects influence efficiency at varying design poweltdeA case study
is presented scaling microturbine concepts in the range of 10-36kW &becric
vehicle range extender application.

18.8.2 Correlations for scale effects

A series of empirical relationships for scale effects onopedince of small
radial turbomachinery, such as shown in Figure 18.17, have been an&ysat
turbomachines have lower efficiencies than larger geometrisitijjar machines.
Several publications have presented empirical correlationstrihad accurately
account for scale effects.
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Figure 18.17 Micro turbine rotor with compressor and turbine

These correlations can be used in cycle models to assessefeats on gas
turbine system performance. Turbomachines which are of simitemegec design
(having same specific speed Ns and specific diameter Dssvédee [117]) are
similar in flow mechanism. It then follows that if Reynolds isgleeted the
machines will have the same efficiency [117]. Therefore tfectsf of scale are
isolated only through changing a reference geometrical design. In the study
described in this paper, the effects were simulated using theo@apS80 micro
gas turbine engine as a reference. Scale effects on raidi@ ocompressor and
turbine performance and efficiency are translated into enginensystrformance
effects. Relations between rated power and engine size and wegldlsar
discussed. The work is focused on the application of a recuperategturbine as
an electric vehicle range extender.

18.8.3 Scaling micro turbine system performance

A preliminary micro turbine design can be drafted by scaling faonexisting
reference using the appropriate non-dimensional parameters. Rnegetion of
component efficiencies at the initial design stage, or at any sthge, is difficult,
and the designer usually relies upon empirical loss models andatong The
predicted efficiencies are then as good as the underlying erhpaogsa models
[117].

If the designer really wants to generate a model with significaptovements
in efficiency and/or size then a fundamental aerodynamic design bwist
undertaken of the impeller and other essential parts. This is epstlympractical
for preliminary design analysis. Therefore, in this study, armattds made to
isolate the scaling effects to predict performance of desigasdsérom proven
technology such as the 30 kW Capstone turbogenerator (Capstone C30).
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18.8.4 Component efficiencies and losses

The scale effects on cycle performance are composed of efiectalividual
components efficiencies and losses. These are generally due to Reynotdsaafiec
gas path surface roughness, tolerances and tip clearances ingt ggortionally
with size.

Empirical relations are used to account for turbomachinery component
efficiency variation due to scaling. Tip clearance effectaepeesented separately
since tip clearance does generally not scale proportionally with and has
significant effect on efficiency.

Blade thickness and throat area tolerances concern both efficieastng
manufacturability and blade erosion. With reducing impeller diametatignal
speed must be increased in order to maintain tip speed and ther&bierguf
performance and efficiency. Microturbine thermodynamic performaniterefore,
size (output power) dependent, in contrast to larger industrial daindsir[128].
The rotor/impeller sizes and clearance gaps are addressedeatergdetail.
Miniaturization of turbines cause large changes in Reynolds number, t
geometrical restrictions related to material and manufactusingniniaturized
components become a greater concern and the heat transfer bdtevdent &ind
cold components increase, which is negligible in large machines [72, 73, 129].

Steady-state heat loss effects are not considered although tleynebe
significant at smaller sizes of lower rated power levelse@slly below 10 kW and
if no insulation measures are taken. Heat loss effects shoutdbéesad later once a
particular design and power rating is chosen for an application.

Other gas path elements (e.g. ducts and inlets, bearings and¢athgrnents)
have relatively minor sensitivity to scale and are therefmglected. Generator
efficiency (including inverter losses) may well be affeclsdscale also but is
assumed at a constant 90% at this stage of the work.

18.8.5 Scaling cycle parameters

The method to implement the equations into GSP involves definirglag
factor “C30” for the model design power. The Capstone C30 engine i3 take
reference (Pref = 30 kW) and scaled to other power levels P (equatior).(18.2)

P = C30" Py (18.2)

Technology level is maintained by keeping TIT and PRc constaet (la¢se
will be varied separately within each design power level irtigecl8.8.11).
Component performance is adapted as a function of the C30 scale @88cx. 1
means an engine identical to the Capstone C30.

Inlet mass flow is assumed to change proportionally with rated pameethus
with the C30 factor. Turbomachinery diameter D is chosen as thargrigsize
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variable and inlet mass flow is assumed to be proportionaf.toA3 a result we
assume

P < m, « D? (18.3)
or
m D?

P
C30 = o< — < (18.4)
Pref (€30)  Myef air D;%ef

Naturally, the above relations do not hold in reality due to the sffects
themselves. Mass flow rate and P will tend to drop disproportiondtly size
due to increasing boundary layer and loss effects. In this exénese effects are
superimposed on the above simplified relations via efficiency drops.

18.8.6 Scaling turbomachinery efficiency

Efficiencies generally decrease with decreasing C30 accamaimgpre complex
non-linear relations. Various simple corrections have been dewsadbbiv for the
effects of size (or scale) on the efficiency. One of thelgist and best known is
that due to [130], also reported by [131, 132], which, as applied &ffthiency of
compressors and turbines is:

1-— D n
n ( t,ref) (18.5)

1- Nref D¢

where the subscripts ref refer to the reference model, arekploment is in
the range from 0.12 to 0.5, which is dependent on the size and design of the
turbomachinery [130-132]. A comparison of field tests of large unitls miodel
tests, Moody and Zowski concluded that the best value for n was appielyith2
in contrary to other values used. Variations in n may well be dudifferent
assumptions of surface roughness and its effects. It is suggfestadmost likely
varies with specific speed and/or b2/D2 ratio for a given size [133].

For rotor diameters smaller than 5” (12.7cm), [134] stated tthetefficiency
variation with size was best represented by the following expression:

1-7 (12.7)” (18.6)

1- Nref B Dt
The diameter is measured in cm and the efficiency as a pageenthe
examination of the test performances studied in [134], reporteththatfects due
to size were moderate and best represented by equation (18.5). Eheigndicant
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scale effects were best represented by equation (18.6) [134]cdrnidation takes
into account the cumulative effect of the deviation from completdasity and the
various types of energy losses, including hydraulic.

Figure 18.18 shows a range of tip diameters and the efficienciesnasslflow
rates predicted by equations (18.5) and (18.3), which are discuseedThe
Capstone C30 reference values ajge= 75%, D = 14.7cm, ny = 82%, D; =
17c¢cm, m, = 0.3133 kg/s [135-137].
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Figure 18.18 Turbine size, efficiency and mass flow trends

Other correlations try to account for scale effects in moraildeith empirical
relations derived for the Reynolds number effect [132]. It ig imaportant to make
the definition of the Reynolds number clear, as many authors baseathielations
on different forms. This makes it hard to directly compare teetations (directly
involving Re number) that have been published [22].

The definition of the Reynolds number used is

m

Re =

Ut

wherem is the mass flow rate; is the tip radius angd is the dynamic viscosity
at rotor inlet. A more generalized form of equation (18.5) as texgbdwy [138] and
[139] proposed that the overall loss be divided into viscous frictionilgrand
windage losses) and other losses (non-viscous losses such as mseg and
trailing edge thickness losses) which were assumed to be undffscReynolds
number [117]:

(18.7)
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1-n
1_77ref

R -n
—K+(1—K)- <Reef> (18.8)

As discussed previously the exponent n depends on the compressor and turbine.
It can be related to the tip diameter by

1-n

D n
=K+(1-K)- (t—“’f) (18.9)
1- Nref

Dy

K is the Reynolds independent loss fraction, a constant which depenltle on t
assumed split between the two types of loss. The values of Beaseen 0.3-0.4
[22, 140]. There are many values of K and n that fit available data and therehis m
debate over the values [133]. Casey has mentioned that valuedeoifv&d for one
type of turbomachine are unlikely to be universally valid for otiyges [133]. The
K fraction is assumed (for the rotor) to depend on the Richardson nuraber, f
clearance to diameter ratio, and the rotor blade exit angle [117Kimb&c energy
of the exit loss is not affected by Reynolds number and therefoletatditdal
efficiency is used [141]. These formulas are only used for schtimg a defined
reference turbomachine (same technology level) and so therefaseitatgde to be
used in a design scale analysis for geometrically identical or sinalehirres.

Diameter roughly scales witffC30 so combining equations (18.4) and (18.9)
results in equations (18.10) and (18.11).

ne = [1 — 0.4 (1—7pef) — 0.6+ (1 — Nyep)
(18.10)

1 0.31
(\/630) ]
The chosen values of n and K for the compressor and turbine am drase

suggested values in the literature.

Ne = [1 — 0.4 (1= 1yep) — 0.6 - (1 = yep)
(18.11)

1 0.15
(\/C30) ]
All the above equations do not take into account the losses due tip the t

clearance nor due to high compressor pressure ratio. The relatiotieeser are
discussed below.
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18.8.7 Tip clearance effects
The compressor tip clearance effects can be represented by

cl
An, = 0.20 - (h—c — 0.02) %0 (18.12)
(o

Which appears in [134] and is similar to the form [142]

An  2-a-cl
n bi+b,

(18.13)

Pfleiderer [143] recommended that bl/b2=4 and a=0.5 then it redoicas t
similar form of equation (18.12). The turbine tip clearance effasrepresented

by

cl;
Ane = 01— (18.14)
he

The issue still remains with finding appropriate tip clearancecangsponding
blade heights for different sizes of micro turbines to assedsptibkearance effect
on a single unit with decreasing size. It is inaccurate to kedjpthlearance effect
constant with decreasing scale and equally incorrect to proportianatlase its
influence. There is also uncertainty of values used in the Cap8@beThis has
thus far restricted the authors to adequately incorporating the effects of tanckea
of both the turbine and compressor in the efficiency scaling relatioissknown
that gap-to-blade height ratios increase as the engine sizaskEend compressor
efficiency is sensitive to small increases in tip cleagafid4]. However, at this
point data on scale effects on tip clearance were not awikatd therefore
clearance effects are not taken into account. It will have tmdmrporated into
future more detailed analysis models once data are available.

18.8.8 Pressure ratio effects

Scale effects aren't the only causes of component efficiensgdoghe fuel
economy changes with optimum PR depending on parameters such asofhoice
fuel, TIT etc.

The decrease of compressor efficiency with increasing presatioecan be
approximated by the empirical relationship in equation (18.15). Acapidi[134],
for small compressor designs with zero inlet air pre-rotatisgaasonable value for
the ‘Constant’ is 0.13R is the gas constant iﬁt% which is 53.3 for dry air.

Small radial turbines are not prone to significant Mach numberpaessure ratio
penalties providing pressure ratios are lower than approximately 5.0 [134].
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A Constant
Ne = ——F7——
vV YR

Equation (18.15) is combined with equation (18.11), resulting in equation
(18.16) and is arranged to break down to the design compressomefficiethe
Capstone C30 when C30 is 1 aP8fl, is 3.5. The constant value 0.02257 is the
value calculated at the Capstone C3BAf. is 3.5, assuming gamma aRdake on
typical values for hot gas. In the GSP cycle performance cttnga equations
(18.10) (turbine) and (18.16) (compressor) are used to account for the effect of scale
andPRon efficiency. The results are graphically presented in Figure 18.20.

- (PR, — 2.0) (18.15)

Ne = [1 —04- (1 - Tlref) —-06-(1- nref)

1 0.15
()] 1819
+ [0.02257 - <?/'1_Z> « (PR, — 2)]
¥

18.8.9 Scaling efficiency in other components

The combustor and recuperator are presented with variation in weight and
volume. As already remarked the generator efficiency svaslt but was kept
constant at 90%.

18.8.10 Cycle performance analysis

GSP was used to predict engine performance scale effeetsnis of efficiency
and power output. The thermodynamic performance of a recuperated atycl
design point conditions is predominantly a function of three parameters:

¢ peak cycle temperature (TIT),
¢ compressor/cycle pressure ratitR(),
« component efficiencies and size effects.

The TIT (T4) is essentially determined by the turbine rotayadtress rupture
and low cycle fatigue strengths, duty cycle, and rotor cooling options [72]. Likewise
the recuperator inlet temperature, equal to turbine exhaust teorpefBh), is also
determined by the recuperator matrix material limitations. Capstone C30’s T5
is currently limited to around 650 °C (rated full power) [135, 144, JABMTT,
recuperator technology is being developed for T5 values up to 800 °C [146].
Depending on the recuperator and turbine material limitations, dbe fow PR,
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either T4 or T5 may be the power limiting factor. For this studydvew T4 is
specified as input in the cycle calculations and T5 is a ‘slaagmeter that may
exceed limits of current technologies. For recuperated cyctasTwivalues around
1300 K, optimal efficiency and power PRalues are around 3 to 4. In the cycle
calculations, T4 (TIT) and RRare varied to cover the interesting ranges of the
parameters.

18.8.11 Results

GSP design point simulations were run with the turbomachinery sefegis
and pressure ratio relations implemented. Figure 18.19 shows the erfermf
the reference C30 design for varying design TIT ang (RRtor C30=1). The star
symbol in the middle indicates the actual C30 design point. At thid, pElectric
efficiencyne is 26.5% at TIT=1130 K (857 °C), RR 3.5, T5 = 650 °C, recuperator
e = 0.85 (assumed)y,. = 75% and n, = 82%. Electric losses are assumed 8% of
shaft power. Results with these data correspond to published C3[14{&taPR
varies with intervals of 0.25 from 3 (top) up to 4 (bottom) in each ploe TIT
variation is shown in the graph.
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Figure 18.19 Capstone C30 scale design point carpet plot
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Figure 18.20 shows the thermal efficiency carpets for varyingnengower
level (i.e. scale). The carpet labelled ‘30’ is identical lte teference carpet of
Figure 18.19. The carpet plots represent 6 scales, represerged/drylevels 3, 9,
15, 22, 30, 36kW of the cycles in the carpet plot ‘certt¢§1T=1130K, PR=3.5).

It is noted that specific speed, pressure ratio, velocity r&@mge within the
individual carpet plots onlywithin every carpet plot the N¥,/C, and PR vary in
the same manner for every carpet plot (i.e. for every s€leyes in Figure 18.20
connect points in the carpet with the same TIT and &®l therefore represent
scale effect only with Ns, CPR aikfC, constant. The middle curve connects the
reference design points in the middle of the carpets (TIT = 1130K=F35 as
with C30).
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Figure 18.20 Microturbine engine scale effect simulation results

18.8.12 Validation
The 3kW MTT micro turbine design performance is used to valitiatsdaling
model. The scaling relations predict the design performance of MJKV¢ at

13 The centres are represented by the star symbéigime 18.20.
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21.6% and 3kW (circle symbol in Figure 18.21). MTT 3kW actual effiyeis
16.5% (generator output) at PR 3, TIT = 1250-1300Kn. = 73%, n: = 72%
[146]. Clearly the scaling model is optimistic at this smedlld’. Presumably, the
disagreement is owing to the neglected effects of tip clearamtchemt loss effects
on the efficiency with decreasing scale.

Still, the predictions correspond fairly well with the MTT datasidering the
design power changes by a factor of 10. Apart from the effect of igntpgng
clearance and heat loss scale effects, obviously, scaling pedicturacy reduces
rapidly when moving away from the reference that far. For the caralenge
extender study, the power range of interest is 9-36 kW and within ghiger
accuracy of the current model may be assumed to be sufficient.
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Figure 18.21 MTT 3kW performance prediction from scaling C30

18.8.13 Discussion

In Figure 18.20, the trend of efficiency with power level andesézlclearly
visible. Below 3 kW efficiency rapidly becomes very low, indilcg a reasonable
efficiency with micro turbines below 3kW with today’'s technologgslifficult to
realize. For accurate estimation of performance below 10 kW, adaption of equations

14 o . .

Note that the MTT component efficiencies and digrgeare not directly comparable to Capstone as
there are geometric and operating differences sscRR. The MTTy, = 73% differs according to tip
clearance variation.
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(18.10) and (18.16) is probably required, combined with a referercéugane
chosen closer to that of the scaled one.

In reality, geometric similarity is generally not maintainetiew decreasing
scale due to manufacturing limitations and this may well introchdditional
deviations. These may be reflected in changes of:

Velocity ratio =U,/C, , ratio of rotor tip speed to theoretical spouting velocity;
and Exit Flow coefficient =C,,/U; (the ratio of exit meridional velocity to tip
speed).

The velocity ratio is a measure of the blade loading. The exit dbefficient is
an indirect measure of the specific speed. Turbomachinery designesvating
criteria in terms of specific speed and velocity ratios [ZBerefore, for a more in-
depth analysis, the effects on performance via scale effectpemific speed and
velocity ratios should be added. The subject of further researali we the effect
of compressor and turbine specific speeds;(Nsc), U/C, and b2/D2 ratios on
component and cycle efficiency, some of which has already been $lyo@asey
[133].

These efficiency correlations would be curve fitted functions ofsure ratio
and specific speelis, for the compressor, plus/C, with Ns; for the turbine, i.e.

n¢ = fnt(PR,Ns;) (18.17)

nr = fnt(U/Cy,Nst) (18.18)

18.8.140ther scaling aspects

Other scaling aspects including weight and volume of the different micro turbine
components, costs and vehicle model implementation issues are adidretise
paper [116]. These are outside the scope of this thesis and thus are onstted her

18.9 Conclusions

e MTT has developed a 3kW recuperated micro turbine driving a high speed
generator for micro CHP applications. The cycle optimizationpantbrmance
improvement work was performed using detailed GSP models.

e The MTT MkK5 turbogenerator has demonstrated 3.4 kWe power output at
17.2% electrical efficiency.

e Further development of the current design for a micro CHP system
demonstrator is focused on at least 19% turbogenerator efficiencywillhig

15 The b2/D2 (Outlet width) ratio is known to be adtion of Ns,
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attempted by reducing losses, adapting component characteristics and
improving component efficiencies.

Future developments of turbocharger technology will provide opportunity to
focus on higher efficiencies beyond 20%.

The relations between power level, size, weight and efficieigyifisantly

affect the optimum power and size for a range extender application.

The scaling model implemented in GSP proves fairly accuratecafing
performance from 30 kW down to the 3 kW MTT micro turbine indicatirig it
suitable for conceptual design and sizing studies in the range 9-36 k&V for
range extender.

Cycle efficiency of similar micro turbines significantly dropden scaling
down from 30 kW. Below 10 kW the drop becomes very steep. For better
accuracy, Reynolds number scale relations may be adapted below 10 kW.

The scaling model can be adapted easily to represent more adeanoede
moderate technology levels (with related implications on eff@jie weight,
volume, cost, life etc.).

Further work needs to be incorporated by assessing the influence of other
parameters on efficiency in the scaling model such as spep#exds velocity

ratio, detailed tip clearance relations and heat loss.
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Chapter 19 Novel cycles and configurations

19.1 Parallel twin spool configuration with shared combustor

19.1.1 Introduction

An interesting application of GSP is the simulation of a micro nerbiesigned
to provide pressurized air for pneumatic unloading of bulk trailer tanks
Compressed air is blown into the tank to fluidize the bulk matema for
pressurization to assure positive flow to transport the material to st@ihge tank.

19.1.2 Cycle and configuration
A conceptual design study was conducted resulting in a configuratibriwat
parallel micro turbines sharing a common combustor as shown in Figure 19.1.

31, compressed air bleed

4

34

\

/[ \o/

fuel A\
vd

\
/

Figure 19.1 Twin shaft common combustor configuration

The configuration comprises of two parallel spools with a common combustor
B. The air from compressors, @nd G is mixed before the combustor and divided
between combustor entry (station 3) and air bleed flow (station 8ibGstor exit
flow is divided over the turbines;Tand T. An advantage is the smaller size
turbomachinery which provides a large choice of off-the-shelf componEhnits.
arrangement employs equal load on both compressors and both turbinedhgue to
mixing before the combustor, which allows two identical compressorstvemd
identical turbines for an optimal component match. A first prototyptheoimicro
turbine is shown in Figure 19.2. Design point data are given in Table 19.1.
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Figure 19.2 Simple cycle twin parallel shaft prototype

Table 19.1 Simple cycle design point performance

Bleed delivery pressureydior pzg) 3.3 bar
Delivery mass flow W, (or Ws,) 0.27 kg/s
Total inlet mass flow W/ 0.84 kg/s
Fuel flow W 0.0084 ka/s
Exhaust gas temperaturggl{or To) 814 K

Rotor speeds Nand N 92000 rpm
Thermal efficiencyy, 8 %

In addition to the simple cycle design, a recuperated version walegeddor
lower fuel consumption and lower exhausts gas temperature. Develofargett
for the recuperated version was 200 K lowgg &nd a 12% thermal efficiency.

19.1.3 Performance simulation
GSP models were developed of both versions for analysing and comparing
performance. Figure 19.3 shows the recuperated GSP model configuration.
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Figure 19.3 GSP model configuration

Simulations were performed with and without the recuperation andvaiiying
recuperator pressure loss values. In GSP, the recuperator desigrcgroibe
specified in terms of hot gas temperature drop. With the degiget taf a 200 K
lower Tex,, @an approximate 45% effectiveness is calculated for the recapdraél
flow and bleed mass flow were separately varied over a vaidgerto cover the
entire operating range. Power output is specifigoh@simatic powePW,; which is
defined as the maximum (isentropic) expansion power to be obtained Heom t
compressed air bleed flow:

1-x

PW, =W, C, Tyl (%) (19.1)

Consequently, then thermal efficiency is defined as:

PW,

My = — A (19.2)
t H vfueI'Wf

Figure 19.4 shows simulation results indicating the effect of redigeran
performance (P\W, thermal efficiencyy, p, fuel flow W , delivery pressurp_del
and exhaust gas temperatiiexh) as well as the effect of pressure losses in the
recuperator. The recuperation significantly increases thefffi@ércy and reduces
fuel flow. With 6% pressure loss in the hot and cold recuperator esssstil
significantly lower fuel consumption (as compared to the non-receperat
configuration) is obtained. An additional important outcome is that a@natant
level of air compression power, pressure losses in the cold anedwgerator
passages do not affect exhaust gas temperature. This is due tot tihetffor the
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same B, the exhaust mass flow increases with pressure loss. This comtegethea
effect on T5 of the increased heat rate due to the pressurenlegswlof the strong
constraints on T5 this means that the trade-off balance betw@@méty pressure
loss and heat exchanger effectiveness will move towards a ffégiixeeness
recuperator with a relatively high pressure loss. This wayrdmal Te, with a
reasonable fuel consumption level will be obtained.
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Figure 19.4 Effect of recuperator on cycle performance

Figure 19.5 shows part load performance (with ‘200 K recuperatioril) wi
curves for constant bleed air valve opening (0, 20..100%) and varying fuel flow. ‘D’
indicates the design point with full open valve. The 100% and 80% opening curves
show increasing TT4 (i.e. TIT) with decreasing fuel flow. Whis effect is due to
the relatively large portion of bleed air, strongly affecting fagl ratio. This
uncommon relation between fuel flow, TT4 and power level is resporfsible
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number of stability problems. This is due to the fact that multplerating points
exist for the same TT4. The problem can be avoided with a suitahie| strategy
using both T, and delivery air pressure as inputs.
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Figure 19.5 Part load performance
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Figure 19.6 Compressor performance
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Figure 19.6 shows the compressor performance corresponding to Figure 19.5
for curves with decreasing fuel flows with valve openings ranging @&nthrough
100% (‘D’ is design point with full open valve). While there is might surge
margin, with a closed valve the rotor speed is nearing 112% (NEt2¥ ihdicating
a risk of overspeed. Overspeed may be reduced by implementing agigropri
control laws, either with or without rotor speed inputs, that lfiordl flow with
valve openings smaller than 100%.

19.1.4 Transient simulations

Transient simulations of the start-up procedure were performeaifitrot and
start-up system design. A start-up sequence with given TIT dnel @pening time
functions was simulated. Results are shown in Figure 19.7.
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Figure 19.7 Start-up simulation results

From the resulting fuel flow Wf and delivery pressugg Responses, control
schedules can be derived. From approximately 45% rpm the gas turvigleable
to accelerate self-sustained with an acceptable TIT lexkhaceleration rate. After
light-off, the air valve is closed to ensure maximum turbine poasd then
gradually opens again as rotor speed rises until full open positioraxamom
design point rpm.

Figure 19.8 shows the start-up transient in the compressor map, imglieati
smooth transition to maximum power while maintaining sufficient stargin. The
simulation indicates that start-up can well be achieved usirgytarsinotor able to
accelerate the rotors up to 50% rpm. The start-up simulation alsaled the
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stability problems already mentioned and indicates control logib, atiteast Ty
and delivery pressure inputs, is required to maintain stable opeeationd the
design point.
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Figure 19.8 Startup transient in compressor map

19.1.5 Conclusions

The simulation of the parallel twin spool air compressor demoest@sP’s
ability to model complex and unconventional gas turbine configurations.fi§peci
issues such as the effects of the valve opening and recuperati@ssexpin an
exhaust gas temperature drop (instead of in effectiveness) camcbeataly
analysed.
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19.2 Rotating combustor turbine concept

19.2.1 Introduction

Another application showing GSP’s flexibility is the rotating combuttdyine
concept. In this concept, a compressor impeller dischargesiitipressed air into a
rotating duct where heat is added by burning fuel for example. This sldlce i
rotating combustor and feeds the hot pressurized gas to a fuioneaatbine,
comprising of a number of nozzles for expanding an accelerating the gerbient
in a circumferential direction. The reactive forces fréma jets exiting the nozzles
generate torque on the rotating turbine. As such, the rotating combustor turbine
includes only a single rotating part, as shown in Figure 19.9.

8 »

Figure 19.9 Rotating combustor turbine configuration

The rotor is rotating with rotor speed Air enters the rotor inlet at station O,
flow to the compressor inlet 2, then radially flows to compressgivr3. There is no
diffuser. Between 3 and 4 the combustion takes place. From 4, theshextgsnds
to ambient pressure through the nozzle throat at station 8. Thedjetdted in a
circumferential direction to generate torque on the rotor. This nthartsirbine is
of 100% reaction type.

There are several patents on this and similar concepts, syth8hsA recent
research publication of the concept is [149].

19.2.2 Cycle calculation

The cycle cannot be calculated as a customary Brayton Gyule.is because
the heat release to the cycle occurs in a rotating framee Theo diffuser so the
dynamic head at compressor impeller exit (station 3) cannotobeexed to
additional static pressure before combustion. If it is assumed that all hédédsat
the radius of station 3, the conversion from static to rotating fiarae0-D sense
means a correction to the total enthalpy according to:
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2

_ Upr
ht3rot - ht3stat - 2 (19.3)

Uy is the velocity at the radiug wwhere the heat is added (heat release):

Upy = @ Thy (19.4)

If somehow the heat is added at a larger or smaller radiusuthethat radius
must be taken. Ideal cycle pressure ratio is:

PR, = <L>y (19.5)

Total temperatures; must be calculated from total enthalpyfrom the above
it can be concluded that the ideal cycle has a relatively hewrtal efficiency due
to a pressure ratio that is corresponding to only half the specifipressor work
that is equal to In effect, the cycle works at a pressure ratio corresponding to the
compressor impeller exit static pressure, not the total presilrehe compressor
requires all the workafrom the shaft. From the combustor heat release at the total
pressure relative to the rotating frame, the cycle entersetiwtion turbine. This
calculation is similar to a jet engine thrust calculation. Expantiomambient
pressure at station 8 can be calculated, resulting in a jettyetgcelative to the
rotating frame. Then the torque per unit of mass flow is:

TRQ = C8 " T'8 (196)

Note that results will change with changing radigisThe problem is that the
kinetic energy of the residual velocity-@s is lost, as with a propelling jet of a jet
engine. If the concept would be integrated as gas generatorrgea $gstem, this
loss may well be recoverable using subsequent turbine stagesafitely, the
concept could be integrated in a combined heat and power (CHP) catifiguo
recover the losses for heating purposes.

19.2.3 GSP simulation

GSP has been used to analyse a rotating combustor concept accounting for
several losses and limitations. Figure 19.10 show the GSP modg@ogent
configuration. Air and fuel are premixed in the fuel mixer component nuSber
compressed in 10, then via a ‘rotating duct component’ 11 flowing into coonbust
13. Although there is a manual fuel control component 12 linked to the combustor
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it provides no fuel since fuel is already premixed. Finally, theghsetis flowing to
the reaction turbine component 15 via a second rotating duct component 14.

12
man man
fuel fuel
ctrl ctrl

v

v
v, 9 0 4 4
1 |l 2 3 3.1 (G 3.9 g 4
){F*_éﬁ)) .'\ ) »: 'IN )‘

Figure 19.10 GSP rotating combustor model configuration

To simulate the processes in this cycle, custom component modets bad
developed and derived from the standard components using the objectirdeerit
described in Chapter 6.

19.2.4 Compressor component model

A special compressor component model has been derived (inherited)hizom
standard GSP compressor. At the exit of this custom compresapooent (10) a
transition is made to a rotating frame at user specified dijusaand compressor
rotor speed where tip velocity is.uConsequently, total properties at 3 relative to
the rotating frame now are corrected using equation (19.3). Isentropic efficamc
be specified for the compression process in the impeller. GSP cantialgelation
in the components downstream the gas path in the new frame of reference.

19.2.5 Rotating duct component model

The rotating duct component model is a child of the generic GSP duct
component and inherits all its functionalities such as pressurandsseat transfer
models. Added are the user specified connection to a rotating shaft and a calculation
to account for changes of the radius at which the flow rotates. Fogelud radius,
the total properties are corrected using:

(@-r)? (@-1)* (19.7)

htrl + 2 = htrz + 2

Changes of total temperature and pressures can be calculatedhesiGGP
functions for temperature as a function of enthalpy and equation (19.5).
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The power taken or delivered to the user specified rotor shaftlting from the
acceleration or deceleration of the flow (or change in angular mtomg, is
calculated using:

. ((l) ’ rZ)z _ ((l) ’ rl)z (198)

PW.q_y =
rior2 = W 2 )

In the GSP model described above, the rotating duct is used both at the
compressor exit (to change from compressor exit radius to the radidsch the
heat release takes place) and turbine entry (to change from comtwustirbine
entry radius).

19.2.6 Reaction turbine component model

The reaction turbine component is derived from the standard GSP exhaust
nozzle component. This way, all standard modelling functionality for atmul of
expansion in a propelling nozzle is inherited. To convert the thrustthremotating
nozzles to torque on a shaft, a user specified shaft connectioradind for the
nozzles have to be added. A jet angle can be specified to accoujetsf not
directed in a fully tangential direction and the consequent losdest [0sses in the
nozzles are inherited from the parent standard nozzle component. Torque and power
can be calculated from the jet velocity using equation (19.6).

19.2.7 Simulation results

A GSP model of the ideal cycle has been used to assess akienum
performance and efficiency potential as a function of the velatitye radius of
heat releasenu As shown in Figure 19.11, velocitieg,,ubeyond 400 m/s are
required to have ideal cycle efficiencies more than 10% aasomable value for
fuel-air mixture equivalence ratio ER. At low ER levels, @aéfincy will be higher
but then power output lower for the same size. Power must by high gddsses
related to size (e.g. windage and bearing losses) relatively ldth. 480 m/s the
rotating combustor outer tip velocity will be even higher, resultmgtructural
stress levels requiring material properties not available today.

For the case of ER = 0.7,/8380 m/s ideal thermal efficiency is 9.47%. Figure
19.12 shows results of a real case simulation including eftéctgveral losses.
Combustion intensity and thermal input power are strongly relatedrtace to
volume ratio of the rotating combustor and therefore windage and|desas
become larger at smaller scales. The loss models are imézmgsing the GSP
equation components (see section 8.2.1) and the post-processing capabithty (pos
simulation calculated expressions) and not further described here.
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Figure 19.11 Ideal cycle performance as function of u,, and ER
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Figure 19.12 Real cycle performance as function of u,, and ER
(courtesy of MTT b.v. Eindhoven, the Netherlands)
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19.2.8 Conclusion

The simulation of the rotating combustor concept shows the flexibility of GSP to
model any kind of continuous flow power cycle. If the standard compoaentsot
sufficient, custom components can be inherited easily from the sthgdarpath
components to represent components with characteristics specifiovel power
cycles and configurations.

19.3 Simulation of the Alstom GT26 gas turbine

In [150] a study is described focused on modelling the Alstom GT26 gas
turbine. The objective is to obtain a performance analysis toolthétipurpose of
optimizing its operation in a large combined cycle configuration. Fig@é&3
shows the GSP model configuration of the Alstom GT26 gas turbine. The GT26 has
a reheat combustor (component nr. 26 in Figure 19.13) between a firsheand
second turbine for operational versatility, offering options to eithmerate at
maximum power, efficiency or minimum maintenance costs in a cwdbiycle
configuration.

inter
z, fuel

=

-
7 31 135 3 3.6 3.6 3.7 3.7 . 3.9 mags
;ﬁ 23 — ; 2 luict i i— [ el
_g ¥g peit 0 15 W 19 %5
L i &
Figure 19.13 GSP model configuration of the GT26 gas turbine engine

The GT26 model clearly shows the flexibility of GSP to model unauinweal
gas turbine cycles and configurations. The complex air and gas flomgemant
required the use of GSP flow splitter and mixer components (components number 9,
11, 20 and 24 in Figure 19.13) and also the variable geometry coatnplonent
for the compressor models (number 7). Heat exchanger components wkferuse
the cooling stages in the process (components 12, 13, 21, 22). In addition, equation
components (numbers 3 and 4) were needed to establish specific cdatimhse
among variable geometry, cooling and flow split ratio variables.

APPLICATIONS PART 1l 257



Chapter 19 Novel cycles and configurations

19.4 Multi-fuel hybrid turbofan engine simulation

In [151] a conceptual design study is presented on novel turbofan engine
configurations with two combustors for burning different fuels simultasigoOne
configuration studied is shown in Figure 19.14. The objective isnalyse the
potential of concepts that optimally benefit from future fueilability while also
meeting future emission standards.

10 9 X _ 6
F'WR
bleed bleed man I‘I‘IZI?IT
ctrl ctrl fuel fuel
clrl |:Ir|

liﬁi-ﬁ#-ﬁil-ﬂ

Figure 19.14 Multi-fuel hybrid engine GSP model configuration

A challenge with this model is to optimize the complex cycle foltipie flight
conditions, including take-off, end-of-climb and cruise, while maintainimg t
specific benefits of the concept. One issue is the selection @3Redesign point
DP (or cycle reference point CRP, see section 2.6.4) from gigit conditions.
The DP must be optimized but affects the 2 other OD points thatratjuire
optimization. The problem is to efficiently conduct the consequenatiter
procedure. As explained in 14.6, future enhancements to GSP are muhsme
support or automate this process.
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Chapter 20 Other applications

20.1 Overview

GSP has been used by all types of users that are listed in Riguia the
beginning of this thesis. This has resulted in many applications including

« cycle analysis and optimization for conceptual design,

« all kinds of off-design performance predictions,

« system identification for control system design,

« system identification for development of piecewise linear real-time model
« emission prediction,

« failure analysis,

« structural and thermal load prediction,

¢ and many more...

Many applications are also demonstrated in the sample modelSPf1G
coming with installation on a PC. Below a number of more advanced appis
with public references are briefly described.

20.2 Emission prediction

Following the development of the emission modelling capabilitiesritesicin
Chapter 7, GSP was used for accurate prediction of cumulatitiaust gas
emissions of the different phases of commercial aircraft figh62, 153]. In
addition, effects of variations in flight profiles were analysed.

In [154], GSP was used as a key element in an integral tool to ipgtim
rotorcraft operations in terms of fuel burn, gaseous emissions and groued nois
impact. See Figure 20.1 for a graphical presentation of the modelling framework.

20.3 Alternative fuels

An interesting application has been the analysis of effectseshattve fuels for
industrial turboshaft engines. This capability was demonstrated Jif@3Chapter
7. This reference includes examples of the application of GSP’8-neadtor
combustor model for prediction of exhaust gas emission levels.

A follow-up to this work is the development of a biomass gasiBSP
component model for performance analysis of a combined gas turbinadsiom
gasifier system [155]. Here the gasifier obtains air from the gas turbine, aretgleli
low calorific value fuel to the gas turbine.

APPLICATIONS PART 1l 259



Chapter 20 Other applications

* Flight conditions

- Atmosphere * Helicopter data
* Mission profiles

=

! EUROPA
*H/c position &4 v :
* H/c attitude i : * Power required
* Rotor thrust | ; * Atmosphere

* (Rotorangles)

* (Power required) * Engine data

iteration

, /
d GsP

r

T

[ * Noise source data | .

E—

HELENA

___optimization_

" i
* Noise footprint{-------------- -

Figure 20.1 Rotorcraft emission modelling framework (from [154])

In [156, 157] results of a study on the effects of mixing low datovalue fuel
with the natural gas fuel in a large combined cycle heavy-duty uybse are
described. Limitations to the mixing ratio are analysed relatéano stall margin
requirements. Mitigation of the problems by adaptations of compressable
geometry is proposed and analysed in detailed GSP models includinglevaria
geometry scheduling.

20.4 Gas turbine lifing

In [17] GSP is used as an element in a framework of modelanfalysis of
thermal load calculation for gas turbine hot section life consumption modelling. The
framework is graphically shown in Figure 20.2. A model of a militftgrburning
turbofan is used to accurately predict the transient thermal Is&mhhiof turbine
stages during an entire mission, including rapid accelerations and rddoake
typical of military air combat usage. The performance histogluding rotor
speeds and pressures combined with the thermal load history profiolesaition
to component life consumption models. Heat transfer correlations tmendeed
with CFD simulations. The model framework was able to prediative effects of
variations in mission profile and engine usage on turbine life consumption.
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Figure 20.2 Gas turbine hot section lifing model framework (from [17])

20.5 In-flight gas path analysis

The adaptive modelling functionality described in Chapter 12 has seen
continuous application as a Gas Path Analysis (GPA) tool 8ib@4 in the engine
maintenance environment. In Chapter 17 application experiencessarieeé as
well as a number of extensions to the adaptive modelling capability including multi
point calibration, multiple analysis cycles and a simple infoonatiystem concept.

In [104] further developments and enhancement to the GSP GPA eadseribed
as well as the application to in-flight GPA. In-flight GPA offgreat potential to
optimize the safety, reliability, availability and the mairgece concept as engine
gas path condition can be monitored continuously, either after every, fhigir
case an air-to-ground data link is available, on-line during flighs. dtear that in
order to obtain all these benefits optimally, comprehensive infmmaystems are
required. This subject however is outside the scope of this thesis.

20.6 Component map tuning and reverse engineering

In [105] the adaptive modelling functionality described in Chapter $2bkan
used to improve the accuracy of GSP models itself. Adaptive rmgédl used
with on-wing turbofan performance data to fine-tune component maps. With the
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adaptive modelling simulations, deviations from scaled component naapdec
guantified and subsequently used to correct the map data, resultmgeased off-

design simulation accuracy. In a sense, component maps can be sgatyma
reverse engineered from engine performance data this way. The method can be used
in any modelling application requiring high accuracy, provided sufficient
performance data are available. In this case, the off-designasiomulaccuracy
improvements were used to reduce in-flight gas path analysis uncertainty.

262 PART IlI APPLICATIONS



Epilogue

Epilogue

The development of information technology and the increase in affordable
computing power of the last decades has been followed by rapid develagiment
simulation technology. CFD tools are becoming capable of simulatind flui
dynamic processes with increasing complexity and fidelity. Hidglity CFD
simulations for gas turbines however, remain limited to the compdeeeL
Generic simulations such as Maffatwols are gradually replacing system models
coded in & generation (3GL) programming languages. Although these tools
already cover many gas turbine modelling needs, most gas turbitemsys
modelling work still require specific tools. Energy system sinmatools such as
Asperf and Cycle Tempo get closer but still lack many gas turbineifispec
capabilities. As a result, generic simulation tools for gasriagbremain essential
for analysis of gas turbine performance in all areas, fronOtlé developing new
engines to the operator, analysing performance for maintenance purposes.

This observation has been confirmed repeatedly since the bi@sPfin 1986.
Especially since the development of the object oriented versib®o, the number
of applications and users has rapidly grown. Also, the community invatvidte
development has expanded, including many users that actively submitsefque
new functionalities.

The object oriented design has proven its value. During almost 13, yiehas
provided the building blocks for an ever increasing number of component models
adaptations and extensions, without ever needing fundamental changes. Goo
examples are the improved chemical gas model, the adaptive modeltiability
and the thermal network modelling functionality.

Initially, the GSP developers directly communicated with thersugnd used
their feedback to extend or improve the code. In many cases, themkgeind the
users were the same persons. As a consequence, the developeysuesaathore
or less controlling how GSP was used. However, if the tool is gaheric, the
number of various model configurations and ways to analyse performance i
virtually endless. In addition, many alternatives exist on how t¢-grosess and
present results, either graphically or in text format.

An interesting moment is when the tools start being used by anonymous
professional engineers for complex modelling and simulation tasks. Tpessur
comes when the developers discover how remote users sometintbsiugaol to
build models and address performance analysis problems. The ugérso sta
discover efficient ways of using the tool the developers would rreuwer thought
of. This experience clearly indicates the developers have lgéherictool indeed:
the user is provided with tools and gradually develops modelling kil go
beyond the imagination of the model developer. Of course, efficienticstd from
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the user community are extremely valuable to the developeless will lead to
further improvements and also will be communicated to other users.

Another development is the gradual expansion of the GSP development team
Until 1999, the author of this thesis was the sole developer. But with the potential of
GSP and object orientation being recognized, the generic approach waslynot
implemented for the GSP end user, but also for GSP developerHeostatrt on.
From 2000 onwards, the GSP development team has expanded following
international customers and projects. Several of these requireccapabilities,
most of which were developed using the original object oriented frarkeand
component model classes.

Most of the developers do not need to know all about the internals ofSRe G
kerneland usually focus on specific component models. Some do not code directly
but only provide functional specifications or pseudo-code.

With the inheritance mechanism, the kernel developers have an elytrem
powerful tool at their disposal: any functional improvement in the togll
component model classes propagates nicely in all child component maodals,
existing models due to the fully backward compatibility.

At the time of writing this thesis, GSP has world-wide recogmiss a flexible
gas turbine simulation tool. It is still expanding its user base avelagenent is
also continuing. Version 12 is foreseen in 2014.

If we look further ahead, new technologies may replace today’'s simulation tools.
With the continuous increase of computing power and development of next
generations of software tools and computing platforms, modelling and sonula
methods, numerical methods and user interfaces beyond our imaginatiamethay
emerge. After all, many of today's capabilities found in PC’s a¢cchdrdly be
imagined 20 or 30 years ago.

However, as long as gas turbines and related systems will biopledeand
operated, there will be a need to understand their behaviour. The fundamenta
physics behind this will not change nor will the equations describingriduesses.

In that sense, GSP can be seen as a phase in the developmesttofbigee
modelling and simulation tools. To go one step further, maybe evewriept of
modelling and simulation as we know it today will entirely change.

In any case GSP and also other tools will still be stepping stondghe
development towards future methods. An interesting question is how longviBSP
remain a stepping stone with many standing on it, before it ibdéind for new
ways. It is the author’s conviction that all hard- and softwacariologies will one
day be replaced by something new. A lot will depend on the abilitySéf énd its
developers to adapt to future needs and also future opportunitiegirggmirom
new computer and software technologies. So far however, GSP hamn mov
remarkable track record and will be around for quite a while, semiagy
scientists and engineers interested in gas turbine system simulation.
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Roman symbols

a constant
A area
b blade height
b2/D2 outlet width ratio
BPR bypass ratio
C flow velocity
Cahw constant value of dhw (enthalphy flux) difference
cl tip clearance
C30 scale factor relative to 30 kW power output
Co isentropic expansion,
(spouting) velocity
Co specific heat at constant pressure
cy specific heat at constant volume
C/h gap-to-blade-height ratio
CcoO carbon monoxide fraction
CPR cycle or compressor Pressure Ratio
d thickness
D diameter
Diip impeller tip diameter
Ds specific diameter %{jzs)
[ error vector element i
E equation error vector
Eff recuperator effectiveness
EGT exhaust Gas Temperature
El emission Index
ENP Exhaust Nozzle Position (variable exhaust nozzle)
EPR Engine Pressure Ratio (nozzle pressure / inlet pressure)
ETA n, efficiency,
ETAy thermal Efficiency
f newton-Raphson state correction limiting factor
fe AM reference model calibration factor vector
F(...) non-linear function
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FAR
FCp(T,GC)
FT(h,GC)
FH(T,GC)
FD

ISA

N [rpm]

NOx

Nu

Ap

P’ p

Poz [atm]
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Fuel Air Ratio

GSP gas mode},¢unction of T and GC
GSP gas model T function of h and GC
GSP gas model h function of T and GC
Ram drag

Gross thrust

Floating Point Operations per Second
Net thrust

Flat Rated Temperature

gravitational acceleration constant, 9.80665 m/s
gas composition vector

specific enthalpy

heat transfer coefficient

adiabatic head

enthalpy flux (h-w)

Integral of enthalpy flux change
International Standard Atmosphere
Jacobian matrix

conductivity

forward specific reaction rate

length

Schedule value function

Mass Flow

Mass

Mach number

Mass in a volume V

vector size
Rotor speed
Specific Speed %)

low pressure (fan) spool speed
high pressure spool speed
high pressure spool speed

low pressure spool speed
Nitrogen Oxides fraction
Nusselt number

pressure loss

pressure or power

partial pressure of {Joxygen)



Nomenclature

Pcfuel
Ps

Pt

Pnetc

Pr

PR

PL

ppm
PR2 rec

[MW]

[MW]

P, PW
F:'Vveq65

QO -C

0SS

[J/kg/K]

=

0000~
o Q

Py
D

RIT

[mg/kg]
FC
N

nunnmounon o

— ~

Ts
Tt
TIT
TRQ

U/Cy

fuel compression power

static pressure

total pressure

net (fuel compression corrected) power output
Prandtl number

Pressure Ratio

pressure Loss

parts per million

lumped recuperator pressure loss factor (1 minus both hot

and cold recuperator PL)

power

equivalent power (expanding in a turbine with 65%
isentropic efficiency)

dynamic head

heat flux

heat loss

radius

specific gas constant

GSP turbomachinery inlet/exit heat transfer ratio
reaction rate

Ratio of gas/air overall heat transfer coefficients in
1-D recuperator model

Reynolds number

Rotor Inlet Temperature (of turbine)

specific entropy

state vector element i

state variable vector

soot formation concentration

Specific Fuel Consumption

Smoke Number

time

temperature

static Temperature

total Temperature

turbine Inlet Temperature

torque

overall heat transfer coefficient,

blade velocity

velocity Ratio
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Nomenclature

% velocity
\Y volume, recuperator matrix volume
\Y% volume flow
W, w mass flow
Wc corrected mass flow
Wi fuel flow
X longitudinal position in 1-D recuperator model
y lateral position in 1-D recuperator model
X mole fraction
[X] mole (volume) concentration
Greek symbols
o deviation from NO equilibrium concentration factor
B component map auxiliary coordinate (fslines),
deviation from N equilibrium concentration factor
Y ratio of specific heats
deviation from NO equilibrium concentration factor
) functional derivative (infinitesimal change),
ratio of pressure and standard pressurgqp/p
A non-infinitesimal change
€ recuperator effectiveness,
tolerance,
surface radiation emissivity
€m measurement tolerance (adaptive modelling)
n efficiency
Ne electric efficiency (of turbo generator)
Nenet net electric efficiency (for turbo generator with auxiliaries)
TNshaft shaft power thermal efficiency
MNis.tot total-to-total isentropic efficiency
0 ratio of temperature and standard temperaturgqT/T
m [N.s/nf]  dynamic viscosity
ot total pressure ratio
p density
o Stefan-Boltzmann Constant (5.6703 10-8 WM
¢ equivalence ratio
® [g/lcnfls]  specific surface oxidation rate,

[rad/s] angular velocity
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Nomenclature

Subscripts

1

2

a
abs
ag
amb
ad
avg

cond
comp
conv
corr
CH
del

E, e
eff
€q
eq65
err
exh
ext
El

Gen
Gg
hr
hs
hw

impeller inlet

impeller outlet

air

absorbed

air-to-gas

ambient conditions
adiabatic

average

burner

corrected,

compressor,

cycle,

condition (gas path analysis)
conductive (heat transfer)
component

convective (heat transfer)
correction

hydrocarbon

delivered

diameter

electric

effective

(chemical) equilibrium
equivalent with 65% turbine efficiency
error in conservation equation
exhaust

external

emission Index

fuel

gas, combustion gas
generator

gas generator

heat release

heat sink

enthalpy flux

isentropic
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Nomenclature

m

m, mech
mdl
meas
ML

net

0X

Y

pz

rad

ref

R, r, rec
rec_hot
s

st.st.
std
stoich

t

th
tot
uhc

270

material,
meridional,
measured, measurement

mechanical

calculated by model

measured
compressor map auxiliary coordinate
net

oxidant

pressure

primary zone

radiative (heat transfer)
reference

recuperator

recuperator hot side
shaft

steady-state

standard

stoichiometric (fuel-air ratio)
tip,
total,
turbine

thermal

total

unburnt hydrocarbons
volume

infinity, free stream



Nomenclature

Abbreviations

AB
ALM
AM
API
BPL
CFD
CHP
CRP
DEEC
DLL
DP
DUT
FADEC
FEM
HEV
HPC
HPT
ICAO
GPA
GSP
GUI
HEV
IFPC
LCV
LH,
LNG
LPP
LPC
LPT
MAX AB
MDO
MIL
NASA
NATO
NDE
NG

After Burner

Application Life Cycle management
Adaptive Modeling

Application Programming Interface
Borland Package Library
Computational Fluid Dynamics
Combined Heat and Power

Cycle Reference Point

Digital Electronic Engine Control
Dynamic Link Library

Design Point

Delft University of Technology

Full Authority Digital Engine Control
Finite Element Model

Hybrid Electric Vehicle

High Pressure Compressor

High Pressure Turbine

International Civil Aviation Organization
Gas Path Analysis

Gas turbine Simulation Program
Graphical User Interface

Hybrid Electric Vehicle

Integrated Flight Propulsion Control
Low Calorific Value fuel

liquefied hydrogen

Liquefied Natural Gas

Lean Premixed Pre-evaporated combustion
Low pressure compressor

Low pressure turbine
Maximum Afterburner power setting
Multi-Disciplinary Optimization
Military power setting (max dry power)
National Aeronautics and Space Administration
North Atlantic Treaty Organisation
Non-linear Differential Equation
Natural Gas
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Nomenclature

NLR

NIVR
NSF
oD
OEM
ORC
PC
PID
PP
PT

PZ
R&D
R

RC
RQL
RTO
STOVL
TERTS
UHC
XML
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Nationaal Lucht- en Ruimtevaartlaboratorium
(National Aerospace Laboratory, the Netherlands)
Netherlands Agency for Aerospace Programmes
National Simulator Facility (of NLR)

Off Design

Original Equipment Manufacturer

Organic Rankine Cycle

Personal Computer

Proportional Integral Differential (control)

Power Performance Index

Power turbine

Primary zone (combustor)

Research and Development

Specific gas constant

Recuperator

Rich Quick-quench Lean combustion

Research and Technology Organisation (of NATO)
Short Take-Off and Vertical Landing

Turbine Engine Real-time Simulator

Unburnt Hydrocarbons

Extensible Mark-up Language



Nomenclature

Station numbering

0
1
13
2
2.3
2.5

ambient

inlet

fan bypass exit

compressor inlet

LPC exit

booster/intermediate compressor exit
compressor exit, combustor inlet

air side recuperator exit

combustor inlet

combustor inside

combustor exit/turbine inlet

HPT or inter turbine temperature
turbine exit/ gas side recuperator inlet
gas side recuperator exit

heat exchanger exit

exhaust exit
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