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SUMMARY

Exploring and utilising space to benefit humankind is undeniably a costly venture where
the higher the mass of the satellite, the higher the cost to launch. However, the rewards of
space-related achievements are indisputable. These achievements range from increas-
ing our understanding of the universe using satellites, such as the Hubble Space Tele-
scope, to improving the predictive ability of weather, climate, and natural disaster phe-
nomena with the help of Earth observation satellites.

One way the aerospace industry is tackling reducing the costs associated with space-
related activities is to reduce the mass of satellites. On January 24, 2021, this paradigm
shift towards using smaller satellites was publicised by the record-breaking launch of
143 small satellites on-board a single launcher. However, the challenge is to ensure the
capabilities of these satellites meet or exceed the current and future demands of space
missions.

Key capabilities of a small satellite, which are generally defined as satellites with a to-
tal mass of 500 kg or less, include electrical power generation and manoeuvring abilities.
Manoeuvring abilities are a necessity to provide features such as orbit transfer, attitude
control, collision avoidance and de-orbiting. Without electrical power, a satellite be-
comes non-functional and becomes space debris. The integration of the propulsion and
power functions aboard a small satellite is arguably one of the best routes to optimise
their efficiency and mass. However, the bi-modal operation needs to be significant to
trade against conventional systems. Therefore, the aim of this thesis is to examine the
possibility of improving the propulsion and electrical power capabilities of small satel-
lites by sharing on-board resources. Specifically, the idea of a solar thermal bi-modal
propulsion and power system is explored to enable the co-generation of thrust and elec-
tricity to manoeuvre the satellite and power on-board components.

The research work documented in this dissertation addresses the challenges associ-
ated with the development and characterisation of a solar thermal bi-modal propulsion
and power system. Three general questions are answered, namely

1. What bounds the proposed bi-modal solar thermal power and propulsion system
for small satellite applications?

2. What gain in performance parameters such as efficiency are achievable when im-
proving the bi-modal system and what gain is required for beneficial application?

3. How can we accurately model and characterise the bi-modal system?

The bi-modal system under investigation comprises a solar thermal propulsion (STP)
system and a micro-Organic Rankine Cycle (micro-ORC) turbogenerator. STP is a propul-
sion technology that uses mirrors or lenses to concentrate solar radiation onto a propel-
lant. This added energy heats the propellant, and the hot gas is expanded through a noz-
zle to generate thrust. An ORC turbogenerator is a thermal engine capable of convert-

xi



xii SUMMARY

ing thermal energy into electrical power by means of an organic fluid flowing through a
closed-loop based on the classical Rankine thermodynamic cycle.

Before tackling the challenges of the integrated design, it is important to understand
the benefits and downside of the selected propulsion and power subsystems compared
to the state-of-the-art (SOA) technology. This comparison emphasises the performance
of available systems and identifies potential gaps that can be exploited.

A quantitative cost comparison in terms of a total cost indicator is performed to de-
termine cost-effective propulsion solutions for various mission scenarios. This novel
comparison of STP systems promotes the use of water as the propellant for missions
requiring orbit transfers with an ideal velocity change on the order of 800 to 2500 m/s.

An investigation into possible organic fluids that result in smaller components for the
electrical power subsystem was performed in order to meet the satellite size restrictions.
A total of 75 fluids were screened, and the top candidates were analysed based on reduc-
ing the total volume of the ORC system. The innovation of this investigation is the inclu-
sion of the sizing of the turbine and heat exchangers while analysing the thermodynamic
cycle of micro-ORC on-board a small satellite. Toluene has been identified as a promis-
ing working fluid candidate resulting in a power generation stowed system volume frac-
tion of 18% for a 215 kg Low Earth Orbit satellite. A major challenge with developing
micro-ORC systems is the extremely fast rotating and small turbines needed. Based on
calculations performed with a meanline model, the turbine efficiency was found to be
57% for a design electrical power output of 200 W.

Integrating the above propulsion and power subsystems is a complex process. An
original design is proposed that couples an STP system directly with a micro-ORC sys-
tem via a high-temperature thermal receiver that acts as an energy storage system. This
single receiver configuration is proposed to reduce the number of components and heat
transfer loops. A novel design methodology developed in this research enabled the iden-
tification of 13 key design parameters to describe the mass and size of the bi-modal solar
thermal system.

A single-objective optimisation shows that the bi-modal system is most suitable on-
board small satellites with a gross mass above 300 kg for a Geostationary Transfer Orbit to
Lunar Orbit Insertion (LOI) mission. The propellant required to achieve the orbit transfer
accounts for 44% of the total system mass. Furthermore, the enthalpy method is used to
describe the dynamic behaviour of a Silicon latent heat energy storage system. Results
show that the insulation thermal conductivity has the largest effect, up to 17%, on the
receiver’s maximum achievable steady-state temperature.

The performance of the preliminary design of the bi-modal system is compared to
the performance of the SMART-1 satellite to showcase the benefits and drawbacks of
this proposed system. It has been found that the combined system enhances the energy
density by a factor of 5.7 but at the expense of decreasing the power density by a factor of
2.4. In summary, it was found that a solar thermal bi-modal propulsion and power sys-
tem is feasible on-board a small satellite. However, a substantial gain in power density
is needed to outweigh the cost and risk associated with deploying a novel architecture.
Additional hurdles to implement these systems successfully are the development of in-
flatable concentrators with high optical efficiency and high-temperature phase change
material containers that are leak-free and compatible with Silicon or Boron.
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Het exploreren en uitbuiten van de ruimte ten voordele van de mensheid is zonder meer
een dure onderneming waarbij de lanceerprijs toeneemt naarmate de massa van de sa-
telliet groter wordt. En toch staan de baten van ruimtevaart-gerelateerde prestaties bui-
ten kijf. Deze prestaties variëren van het vergroten van onze kennis van het heelal met
behulp van satellieten als de Hubble Space Telescope, tot het verbeteren van het voor-
spellend vermogen van weer-, klimaat-, en natuurramp-verschijnselen met behulp van
aardeobservatiesatellieten.

Één manier waarop de ruimtevaartindustrie de kosten van ruimte-gerelateerde acti-
viteiten probeert terug te dringen is het reduceren van de massa van satellieten. Op 24
januari 2021 is deze paradigmaverschuiving naar kleinere satellieten aangetoond met de
baanbrekende lancering van 143 kleine satellieten aan boord van één enkel lanceervoer-
tuig. De uitdaging is echter om ervoor te zorgen dat de prestaties van deze satellieten ten
minste aan de huidige en toekomstige eisen van ruimtemissies kan voldoen.

Kernprestaties van kleine satellieten, die over het algemeen gedefinieerd zijn als sa-
tellieten met een totale massa van niet meer dan 500 kg, zijn onder andere het genereren
van elektrisch vermogen en de mogelijkheid om te manoeuvreren. Het manoeuvreren
is nodig om kenmerken als baanoverdracht, standregeling, uitwijkmanoeuvres, en deor-
bit mogelijk te maken. Zonder elektrisch vermogen kan een satelliet niet functioneren
en wordt ruimtepuin. Een geïntegreerde voorstuwing en elektrische vermogen systeem
op een kleine satelliet is misschien wel een van de beste manieren om hun efficiëntie
en massa te optimaliseren. Het doel van dit proefschrift is dus om te onderzoeken of
de voortstuwings- en elektrisch vermogens-kenmerken van kleine satellieten verbeterd
kunnen worden door de bronnen aan boord te delen.

Het onderzoek dat in dit proefschrift gedocumenteerd staat richt zich op de pro-
blemen van het ontwikkelen en karakteriseren van een zonthermisch bi-modal voort-
stuwings- en elektrisch vermogenssysteem. Drie overkoepelende vragen worden beant-
woord, namelijk:

1. Welke kenmerken beperken het voorgestelde bi-modal zonthermisch voortstu-
wings- en elektrisch vermogenssysteem voor kleine satelliet toepassingen?

2. Welke verbetering in prestatieparameters zoals efficiëntie zijn haalbaar als het bi-
modal systeem verbeterd wordt en welke winst is nodig voor een gunstige toepas-
sing?

3. Hoe kunnen we het bi-modal systeem nauwkeurig modelleren en karakteriseren?

Het bi-modal systeem dat onderzocht is bestaat uit een zonthermisch voorstuwings-
systeem (ZTV) en een micro-organisch rankinecyclus (micro-ORC) turbogenerator. ZTV
is een voorstuwingstechnologie die gebruik maakt van spiegels of lenzen om zonnestra-
ling op een drijfgas te concentreren. De drijfgas wordt dus verdampt en de verwarmde
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gassen expanderen door een straalpijp om stuwkracht te genereren. Een ORC turboge-
nerator is een thermische motor die thermische energie in elektrisch vermogen om kan
zetten door middel van een organische vloeistof die door een gesloten kringloop vloeit
op basis van het klassieke thermodynamische rankinecyclus.

Voordat de uitdagingen van een geïntegreerd ontwerp aangepakt wordt is het van be-
lang om de voor- en nadelen van de geselecteerde voortstuwings- en elektrisch vermo-
gen-subsystemen ten opzichte van de state-of-the-art technologie te begrijpen. Deze
vergelijking legt de focus op de prestatie van beschikbare systemen en identificeert mo-
gelijke verschillen die uitgebuit kunnen worden.

Een kwantitatieve kostenvergelijking is uitgevoerd, op basis van een totale kost in-
dicator, om kostenefficiënte voortstuwingsoplossingen voor verscheidene missiescena-
rio’s te bepalen. Deze innovatieve vergelijking van ZTV systemen stelt het gebruik van
water voor als drijfgas voor missies waarbij baanoverdracht met een ‘ideal’ snelheids-
verandering van ordegrootte 800 – 2,500 m/s.

Een onderzoek naar mogelijke organische vloeistoffen is uitgevoerd dat kleinere com-
ponenten voor het elektrische vermogenssysteem zou opleveren om aan de beperkin-
gen van de satellietgrootte te voldoen. In totaal zijn 75 vloeistoffen bestudeerd en de
beste kandidaten zijn geanalyseerd om de totale volume van het ORC-systeem te redu-
ceren. Uniek in dit onderzoek is het meenemen van de groottebepaling van de turbine en
warmtewisselaars terwijl het thermodynamische cyclus van een micro-ORC aan boord
van een kleine satelliet geanalyseerd is. Tolueen is geïdentificeerd als een veelbelovende
drijfvloeistof die vermogen genereert in termen van opgeslagen systeemvolumeratio van
18% voor een ‘Low Earth Orbit’ satelliet van 215 kg. Één grote uitdaging in het kader van
de ontwikkeling van micro-ORC systemen is de zeer snel roterende, kleine turbines die
nodig zijn. De turbineefficiëntie, gebaseerd op berekeningen met een ‘meanline’ model,
is 57% geweest voor een ontwerp elektrisch vermogensrendement van 200 W.

Het integreren van de voorgenoemde voortstuwings- en elektrisch vermogen-sub-
systemen is een complex proces. Een uniek ontwerp is voorgesteld dat een ZTV systeem
direct koppelt aan een micro-ORC systeem door middel van een hoog temperatuur ther-
misch ontvanger die dient als een vermogensopslagsysteem. Deze enkel-ontvanger op-
stelling is voorgesteld om het aantal componenten en warmteoverdrachtskringlopen te
reduceren. Een innovatieve ontwerp methodologie, ontwikkeld gedurende dit onder-
zoeksproject, leidde tot de identificatie van 13 kern ontwerpparameters om de massa en
grootte van het bi-modal zonthermisch systeem te beschrijven.

Een enkel-parameter optimalisatie laat zien dat het bi-modal systeem het meest ge-
schikt is aan boord van kleine satellieten met een bruto massa groter dan 300 kg voor
een overdrachtsmissie van een geostationaire baan naar een maancentrische baan. De
benodigde drijfgas om deze overdracht haalbaar te maken is 44% van de totale systeem-
massa. Bovendien gebruikt het ontwerp silicium als latente warmte vermogensopslag-
systeem, waarbij de enthalpie methode gebruikt is om het dynamisch gedrag te beschrij-
ven. De resultaten laten zien dat thermische geleidbaarheid van het isolatiemateriaal de
grootste invloed heeft, tot wel 17%, op de maximum haalbare steady-state temperatuur
van de ontvanger.

De prestatie van het voorlopige ontwerp van het bi-modal system wordt vergeleken
met die van de SMART-1 satelliet om de voor- en nadelen van dit voorgestelde systeem
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aan te tonen. Vastgesteld is dat het gecombineerde systeem de energiedichtheid met
een factor 5.7 vergroot, maar de vermogensdichtheid neemt daarentegen af met een fac-
tor 2.4. Samenvattend: vastgesteld is dat een zonthermisch bi-modal voortstuwings- en
elektrisch vermogenssysteem aan boord van een kleine satelliet haalbaar is. Desalniet-
temin moeten nog enkele uitdagingen uit het veld geruimd worden om deze systemen
succesvol te implementeren, bijvoorbeeld het ontwikkelen van opblaasbare concentra-
toren met een hoge optische efficiëntie alsook hoog temperatuur containers voor fa-
seovergangsmateriaal die vrij zijn van lekkages en die compatibel zijn met silicium of
borium.
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INTRODUCTION

Whereas most other modern composers are engaged
in manufacturing cocktails of every hue and description,

I offer the public pure cold water.

Jean Sibelius, Finnish composer

Small satellites are receiving increased recognition in the space domain due to their re-
duced associated launch costs and shorter lead time when compared to larger satellites.
However, this advantage is often at the expense of mission capabilities, such as available
electrical power and propulsion. A possible alternative to extend the capabilities of small
satellites is to shift from the conventional solar photovoltaic and battery configuration to a
micro-organic Rankine cycle (ORC) system that harnesses energy from a high-temperature
solar thermal propulsion (STP) receiver to co-generate electrical and propulsive power.
The aim of this thesis is to advance the research and answer key scientific challenges asso-
ciated to the design of this novel bi-modal solar thermal system in order to increase satel-
lite capabilities. Bi-modal systems could be promising for future small satellite missions
that require more demanding power and propulsion requirements where systems share re-
sources to meet the volume and mass restrictions. This chapter introduces the state-of-the-
art of electrical power and propulsion systems for small satellites and identifies the need
for highly integrated efficient subsystems. The motivation and objectives for researching
the feasibility of the proposed bi-modal system are provided along with the methodology
used and contributions to the field. Lastly, the outline of the remaining chapters is pro-
vided to inform the reader of the structure of this dissertation.
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1.1. BACKGROUND AND MOTIVATION
In recent years, there has been an increase in the satellite industry of the use of small
satellites1 and small satellite constellations for applications such as Earth observation,
telecommunication, and space exploration (Fouquet and Sweeting, 1997; Murthy, Kiran
and Shearn, Michael and Smiley, Byron D and Chau, Alexandra H and Levine, Josh and
Robinson, 2014; da Silva Curiel et al., 2005; Tyc et al., 2005; Bermyn and Dorn, 2008). This
trend aids in reducing mission costs and lead time associated with space missions. Fig-
ure 1.1 shows the number of small satellites and large satellites that have been launched
between 1990 and 2017.
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Figure 1.1: Number of satellite launches from 1990 to 2017 adapted from Sweeting (2018).

Small satellites can be divided into sub-categories based on their wet mass (i.e. in-
cluding propellant mass). In this work, four sub-categories are used and are defined in
Table 1.1. The significant increase in small satellite launches from 2013 corresponds to
the increase in nano-satellites launches (Sweeting, 2018).

Table 1.1: Classification of small satellites in terms of wet mass.

Category Mass Range [kg]
Pico-satellite <1
Nano-satellite 1-10
Micro-satellite 10-100
Mini-satellite 100-500

Intrinsically, as satellite mass decreases the satellites become limited in capability,
especially in terms of electrical power and propulsion, due to the imposed volume and
mass constraints. This, of course, is an unfavourable limitation for current and future
mission design (Rossi, 2002; Mueller et al., 2010; Agasid et al., 2015; Lemmer, 2017; Leo-
manni et al., 2017; Silva et al., 2018), such as interplanetary exploration missions. Electri-
cal power systems are responsible for ensuring the satellite bus operates and performs its
mission objective with its on-board payload. Design challenges, that are a result of lim-

1Small satellites are generally defined as satellites with a mass of 500 kg or less and large satellites with a mass
greater than 500 kg (Sweeting, 2018).
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iting the maximum available on-board electrical power, include reducing the payload
choices that are compatible with the available power, reducing the number of subsys-
tems that can operate simultaneously and reducing the energy storage potential.

Propulsion systems can perform a number of functions such as orbit manoeuvring,
station-keeping, orbit transfer, deorbit manoeuvres and attitude control, which are re-
quired for specific mission objectives. Small satellites are also often secondary payloads
on launch vehicles and may, therefore, be deployed into a non-optimal orbit thus in-
creasing the desire for on-board propulsion. The aforementioned functions highlight
the crucial need for high-performing propulsion systems on-board small satellites.

For small satellites to be more competitive with respect to larger ones, the next gen-
eration of small satellites require more efficient propulsion and power systems that are
capable of meeting stringent mass and volume constraints. There are a number of possi-
bilities to tackle this problem. In this thesis, the focus is on investigating the feasibility of
coupling a propulsion system to the essential on-board power generation system, specif-
ically coupling a micro-organic Rankine cycle with a solar thermal propulsion system.

1.2. PROPULSION AND POWER FOR SMALL SATELLITES
A broad overview of propulsion and electrical power systems suitable for small satel-
lites is provided in this section. Key performance indicators are needed to identify the
technological gap to increase mission flexibility. In this thesis, nuclear systems such
as nuclear reactor power sources (Patel, 2004) and nuclear thermal propulsion systems
(Gabrielli and Herdrich, 2015) are neglected due to the safety, associated high costs, and
political concerns around this technology.

1.2.1. PROPULSION SYSTEMS

Conventional satellite propulsion systems are either based on stored gas, chemical, elec-
tric, or propellantless energy sources. The works of Rossi (2002), Mueller et al. (2010),
Tummala and Dutta (2017b), Lemmer (2017), Leomanni et al. (2017), Levchenko et al.
(2018), Krejci and Lozano (2018), and Silva et al. (2018) review propulsion systems appli-
cable to small satellites. An overview of performance characteristics and applications of
the different propulsion systems applicable to small satellites are provided in Table 1.2
(Rossi, 2002; Mueller et al., 2010; Agasid et al., 2015; Silva et al., 2018; Agasid et al., 2015;
Scharfe and Ketsdever, 2009; Mueller, 1997). Each propulsion technology offers partic-
ular advantages and disadvantages, such that no technology candidate is optimal for all
applications. Instead, a best-suited propulsion system exists for the desired application
where the degree of suitability depends entirely on the requirements it has to meet.

SPACE PROPULSION THEORY

The two parameters of major interest when examining the performance of space propul-
sion technologies are thrust, F , and specific impulse, Isp . For propulsion technologies
that rely on the thermodynamic expansion of a gas through a nozzle, ideal rocket theory
is often used to derive the equations necessary to determine the performance. STP is
one of the propulsion systems that follows this principle. However, not all propulsion
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Table 1.2: Overview of propulsion systems for small satellites (Rossi, 2002; Mueller et al., 2010; Agasid et al.,
2015; Silva et al., 2018; Agasid et al., 2015; Scharfe and Ketsdever, 2009; Mueller, 1997).

Propulsion Common propellants Thrust Specific Power* TRL** Application
technology impulse [s] [W] examples
Stored gas
Cold gas Nitrogen, Butane, Argon, 0.01mN - 30 – 75 < 30 9 Attitude control and

Sulphur Hexafluoride, 3N (open valve) formation flying
R134a < 3

(holding)

Chemical
Monopropellant Hydrazine 0.5 – 150 - 250 15 6 - 9 Orbit insertion,

4N transfer, and maintenance
Green Propellants 0.1 - 220 - 250 18 6 - 8 Orbit transfer and

27 N attitude control

Bipropellant Monomethylhydrazine + 1µN - 100 - 10 3 - 9 Orbit transfer
Nitrogen Tetroxide 45N 320 and attitude control

Solid Hydroxyl-terminated polybutadiene + 4mN** - 30** - N/A 3** - 8 Orbit transfer
Aluminium + Ammonium Perchlorate 258N 280 and de-orbit
MEMS 4mN - 30 - 0 - 3 - 4

3.2N 100 0.75

Electric
Resistojet Water, Xenon, 5 - 50 - 15 - 4 - 8 Orbit maintenance

Iodine 450mN 250 300 and transfer

Hall effect Xenon, Iodine 10 - 1000 - 175 - 4 - 8 Orbit maintenance
thrusters 50mN 2000 200 and transfer

(interplanetary)

Ion engines Xenon, Iodine 1 - 1000 - 10 - 4 - 8 Station keeping
10mN 3500 60 and orbit transfer

(interplanetary)

Electrospray Ionic liquids 5 - 474 - 1 - 3** - 6 Precision pointing
120µN 5930 15 and attitude control

Pulsed plasma Polytetrafluoroethylene, Titanium 1 - 500 - 1 - 5 - 8 Station keeping
and vacuum arc 1300µN 3000 15 and attitude control
thrusters

Propellantless
Solar sails None 0.25 - N/A N/A 6 - 7 Orbit transfer

0.6mN and deep space
* Only low-power electrical systems considered, neglecting > 300 W due to on-board power limitations.
** TRL stands for technology readiness level. Low values correspond to Micro Electro-Mechanical Systems (MEMS).
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systems operate based on this working principle such as some electric propulsion sys-
tems (e.g. electrostatic and electromagnetic systems) as well as propellantless systems
(e.g. solar sails).

The thrust generated by the gas expanding through the nozzle is defined by Equation
1.1 which is made up of the momentum (first term) and pressure thrust (second term)

F = ṁue +
(
pe −pa

)
Ae , (1.1)

where ṁ is the mass flow rate, ue is the exhaust velocity, and Ae is the exit area of
the nozzle. The nozzle exit and ambient pressure are defined as pe and pa respectively.
The thrust equation can be simplified to Equation 1.3 by introducing the equivalent jet
velocity term ueq defined as

ueq = ue +
(
pe −pa

)
Ae

ṁ
, (1.2)

F = ṁueq . (1.3)

The specific impulse Isp is often used as a key figure of merit as it can be used to
determine the propellant consumption efficiency. In other words, it is the total impulse
(thrust integrated over the burn time) per unit weight of consumed propellant

Isp =
∫ t

0 F d t

g
∫ t

0 ṁd t
, (1.4)

where g is the gravitational acceleration on Earth at sea level2. When the equivalent
jet velocity is constant over the burn time, Equation 1.4 can be simplified as follows

Isp = ueq

g
. (1.5)

The ideal rocket theory is based on several assumptions such as the propellant is
treated as a perfect and calorically ideal gas with a homogeneous and constant chemi-
cal composition, the flow is one-dimensional, steady, and isentropic, and the boundary
layer and friction effects and propellant velocity inside the chamber are negligible. It
should be noted here, that these assumptions are not always applicable. For example,
reducing the size of the thruster to small scales means friction effects may no longer be
negligible. However, regarding common liquid propulsion systems, Sutton and Biblarz
(2016) states the actual performance only varies up to 6% from the ideal value. Based on
the above assumptions and the mass, momentum and energy conservation law Equa-
tion 1.6 to 1.11 are derived.

ṁ = pc At√
Rg Tc

Γ, (1.6)

where pc , At , Rg and Tc are the chamber pressure, throat area of the nozzle, specific
gas constant and chamber temperature respectively. The Vandenkerckhove function Γ
is a function of the specific heat ratio γ, and is defined as

2The gravitational acceleration on Earth at sea level is defined as 9.81 m/s2.
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Γ=

√√√√
γ

(
γ+1

2

) 1+γ
1−γ

. (1.7)

Equations 1.8 to 1.11 are used to calculate the velocity, Mach number Me , pressure,
and temperature at the exit of the nozzle

ue = Me

√
γRg Te , (1.8)

Ae

At
= Γ√

2γ
γ−1

(
pe
pc

)2/γ
[

1−
(

pe
pc

)(γ−1)/γ
] , (1.9)

pe = pc

(
1+ γ−1

2
Me

2
)− γ

γ−1

, (1.10)

Te = Tc

(
1+ γ−1

2
Me

2
)−1

. (1.11)

Equations 1.1 to 1.11 are a simplified set of equations that can be used to estimate
the performance of a thruster based on operating conditions and nozzle geometry.

PROPULSION SYSTEM COMPARISON

The disadvantage of chemical propulsion systems is that they offer worse performance
in terms of specific impulse values, as shown in Figure 1.2. A lower specific impulse
value means the system requires more propellant to perform a particular function, in-
creasing the total volume and mass of the satellite. Stored gas propulsion systems suffer
from even lower specific impulse values, as shown in Table 1.2. Electric propulsion sys-
tems can have high specific impulse values but provide a relatively low thrust and there-
fore, on the contrary, low acceleration. This relatively low thrust is due to their thrust to
power ratio, meaning that to achieve higher thrust levels they would require an excessive
amount of power when compared to the size of the target spacecraft. Electric thrusters
are thus required to conduct non-impulsive manoeuvres, whereby the thruster operates
continuously, and the satellite performs a number of spiral trajectories to reach the fi-
nal destination. These trajectories increase the total transfer time of the manoeuvre.
Electric propulsion can be very useful for applications that require very small impulse
bit such as accurate formation flying or attitude control. Small satellites have limited
available power. Thus, the high power demand of most electric thrusters is undesirable.
Propellantless technologies, although beneficial since they do not have to carry propel-
lant on-board, also produce low thrust levels. Chemical propulsion systems have sig-
nificantly shorter transfer times due to higher thrust. These high thrust level propulsion
systems are able to perform near-impulse manoeuvres (such as Hohmann manoeuvres).
Figure 1.2 indicates the gap in technology between these common propulsion systems.
Kennedy (2004); Scharfe and Ketsdever (2009); Gilpin (2015); Sutton and Biblarz (2016)
suggests that solar thermal propulsion systems may fill this gap in producing a high-
thrust and high specific impulse propulsion system.
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Figure 1.2: Graphical representation of the lower and upper bound of performance values of chemical and
electrical propulsion systems provided in Table 1.2, which highlights the gap in technology.

Solar thermal propulsion (STP) is a propulsion technology that uses concentrating
devices, such as mirrors or lenses, which focus the sunlight onto the propellant or heat
exchanger, often referred to as a receiver. Figure 1.3 shows artist renditions of two Air
Force Research Laboratory (AFRL) STP concepts, the Integrated Solar Upper Stage (ISUS)
and the Solar Orbit Transfer Vehicle (SOTV).

Deployable rigid 
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STP engine 
(receiver + thruster)

Propellant tank

(a)

Deployable inflatable 
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STP engine 

Propellant 
tank

(b)

Figure 1.3: Conceptual renditions of (a) the Integrated Solar Upper Stage (Frye and Kudija, 1998) and (b) the
Solar Orbit Transfer Vehicle with inflatable concentrators (Wade, 2019).
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Figure 1.4a illustrates an STP concept using fibre optic cables to transmit the con-
centrated solar energy from the concentrator to the receiver. The solar thermal energy
is used to heat the propellant to 2500 K3. This temperature is comparable to the com-
bustion chamber temperature of a bi-propellant propulsion system. Therefore, a further
increase in temperature, or the use of a propellant with lower molecular weight, or both
is needed to provide significant improvement in specific impulse. A benefit of using STP
is that it relies on an external source of energy and not the on-board power. The receiver
can also act as a thermal energy storage (TES) system based on either sensible or latent
heat materials. This thermal energy can be stored or used to heat up the propellant for
thrust generation. Coupling this receiver to a thermal-to-electric conversion (TEC) sys-
tem to generate electricity could be imperative to producing highly efficient integrated
systems for the next generation of satellites. This integration allows subsystems to share
on-board components, as shown in Figure 1.4b, using the STP system’s wasted energy
to co-generate electrical power and possibly use the additional waste heat for on-board
thermal control while adhering to the strict mass and volume budgets of small satellites.
An in-depth review on the history and performance of existing STP concepts and exper-
imental results is provided in Chapter 2.

Solar 
radiation

Optical system Thruster

Receiver

Propellant tank

Valve

(a)

High Temperature 
Receiver & TES System

Wasted Energy

Propulsion

Electrical Power

Thermal Control

(b)

Figure 1.4: System schematics: (a) schematic of a solar thermal propulsion system and (b) schematic of the
integrated solar thermal concept.

3The maximum achievable operating temperature of an STP system is limited by the materials selected.
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1.2.2. ELECTRICAL ENERGY CONVERSION SYSTEMS

Important criteria for space power generation systems are that they must have low mass
and high reliability to reduce the associated launch cost and be able to operate in harsh
environments without maintenance. NASA has suggested that future interplanetary mis-
sions will need satellites with larger electrical power output per mass ratios, referred to as
power density, between 150 and 250 W/kg (Surampudi et al., 2017b). Energy storage ca-
pabilities, i.e. specific energy, are also required to be improved to more than 250 Wh/kg
(Surampudi et al., 2017a). This surpasses current performance of conventional satel-
lite power systems4, which employ photovoltaic technologies and Lithium-polymer and
–ion batteries, as presented in Table 1.3, and call for alternative power systems to be
investigated.

Table 1.3: Current and future electrical power generation and storage requirements (Agasid et al., 2015; Suram-
pudi et al., 2017a,b; Antonio et al., 2019; Montgomery et al., 2019).

Power density Specific energy
[W/kg] [Wh/kg]

Current technology performance 20 - 100 150 - 250
Future NASA mission requirements 150 - 250 100 - 500

THERMAL-TO-ELECTRIC CONVERSION SYSTEMS

This section focuses on thermal-to-electric conversion (TEC) systems that are compat-
ible with STP systems. TEC systems are grouped as either static systems, such as pho-
tovoltaic (PV), thermionic, and thermophotovoltaic (TPV) systems, or dynamic systems
such as Brayton, Stirling, and Rankine cycle systems as illustrated in Figure 1.5. The
main difference between these two classifications is that static systems involve no mov-
ing parts whereas dynamic systems use kinetic mechanisms such as turbines or pistons
to generate electricity.

Thermal-to-electric energy conversion systems

Static energy 
conversion systems

 Photovoltaic
 Thermionic
 Thermophotovoltaic

Dynamic energy 
conversion systems

 Brayton
 Rankine
 Stirling

Figure 1.5: Classification of thermal-to-electric power conversion systems.

4Current photovoltaic systems provide power densities of around 20 to 100 W/kg (Antonio et al., 2019; Mont-
gomery et al., 2019) and current Lithium-based secondary batteries have specific energies between 150 to
250 Wh/kg (Agasid et al., 2018). Although, the development roadmap of these technologies aims at reaching
the target values in the future (NASA, 2015).
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Previously, STP systems5 have have mainly been coupled with thermionic (Zubrin
et al., 1992; Laug et al., 1995a,b; Malloy et al., 1995; Frye, 1997; Kudija and Frye, 1998;
Kassler et al., 2000) or TPV (Gilpin, 2015) power conversion systems. The thermionic
conversion process operates by transferring electrons from a hot emitter through a vac-
uum to a cooler collector to generate electricity. However, Hyder (2000),Demuth (2003)
and Gilpin et al. (2011a) show that these systems are more suitable for larger power levels
(10 to more than 100 kWe). Thermophotovoltaic conversion systems consist of photo-
voltaic cells that convert infrared radiation from a hot thermal emitter into electricity.
Disadvantages of photovoltaic cells are that they are vulnerable to degradation in the
space environment (Teofilo et al., 2008; Datas and Martí, 2017) and have low power to
mass ratios (Hyder, 2000; Gilpin et al., 2011a). Although, it is expected that substantial
improvement in the power density ratio from the current 15 W/kg is possible, as was the
case with conventional photovoltaic systems (Hyder, 2000; Kessler, 2001).

An alternative to theses static systems is the use of dynamic power conversion sys-
tems that have the potential to offer improved solar-to-electric efficiency that may lead
to higher specific power (Angelino et al., 1991; Hyder, 2000). Higher specific power re-
sults in a lower overall mass of the power system which could reduce the associated
launch cost. In addition dynamic systems can also have longer life expectancy in harsh
radiation environments compared to static systems (Hyder, 2000).

Dynamic systems that either use solar or nuclear energy as the source have been in-
vestigated in a number of studies for space applications since the 1960’s (Klann, 1970;
Mason, 1999; Dahr, 1999; Lior, 2011; Glaser, 1968, 1992; Criswell and Thompson, 1996;
Brown, 1996; Woodcock, 1977; Tarlecki et al., 2007; Zidanšek et al., 2011; Wu et al., 2003;
of Solar Dynamic Power System Branch, 1993). The Brayton, Rankine, and Stirling cycle
are of most interest for space applications and have been highlighted as possible alter-
natives to solar PV systems. There is also a recent interest6 to increase the TRL of low
power (0.5 to 500 We) Brayton, Rankine, and Stirling cycles to between 4 and 5 for space
applications using nuclear energy as the source. The benefit of using dynamic systems
in space can come from using the low ambient environment (3 K) as a heat sink to pro-
duce electrical power at higher efficiency than terrestrial applications. However, to date
none of these dynamic systems have flown in space.

The most mature technology is the Brayton cycle and was identified as the most vi-
able dynamic power generation system to power the International Space Station. For
example, the Brayton Rotating Units (BRU) that were designed to produce 10 kWe of
electrical power have been tested (Hyder, 2000). The outcome of the Space Freedom
Project was a sub-scale prototype (2 kWe) that was tested for more than 800 hours under
simulated environmental conditions for a typical low Earth Orbit (Shaltens and Mason,
1999).

Previous Rankine cycle development for space application has focused on using nu-
clear energy as the source and for power levels between 3 to 50 kWe such as those devel-
oped during the SNAP program (Hyder, 2000). Initially, liquid metals were selected as the
working fluid. For similar turbine inlet temperatures (TIT), Rankine cycles using liquid

5Bi-modal solar thermal propulsion system is the term used to describe a system that uses a common thermal
receiver to generate electrical power and propulsion.

6SBIR, 2020. https://www.sbir.gov/node/1836211. Accessed 27 December 2020.

https://www.sbir.gov/node/1836211
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metals which have high heat transfer coefficient can have a radiator that needs almost
ten times less specific area than a Brayton cycle (Mackay, 1959). The advantage of using
a Rankine cycle is the better efficiency due to a smaller backwork ratio7 versus a Brayton
cycle which is a gas-only cycle (Criswell and Thompson, 1996). This higher efficiency
means that smaller and therefore, lower mass radiator can be used. However, Rankine
cycles introduce two-phase flow issues due to the zero-gravity environment. Another
concern is fluid compatibility as some fluids may be corrosive and cause erosion in the
expander. The working fluid selection is also an important design consideration as it af-
fects the thermal efficiency and mass and volume of the system. Stirling engines are not
considered as they generally have lower efficiencies than Rankine cycles at the expense
of larger radiators (Toro and Lior, 2017).

Organic Rankine cycles (ORCs) have also been proposed for space applications. The
concept of using ORC systems for power generation in space dates back to the 1960s,
where ORC systems were proposed to power the International Space Station with power
capacities ranging from 1 to 50 kWe (Angelino et al., 1991; Schubert, 2012; Mlurray and
Gervais, 1969). Angelino and Invernizzi (1993) discuss the benefits of using an ORC for
space applications. ORC systems have potentially higher overall conversion efficiency
and slower degradation in the space environment over traditional PV systems. Higher
conversion efficiencies are beneficial to small satellites in LEO missions as it decreases
the surface area required. The lower maximum cycle temperatures of ORC over Brayton
cycles decreases the constraint on optical efficiency and pointing requirements; it also
increases the number of energy storage materials that are compatible with the tempera-
ture range. Design challenges include reliability, operating life, transient inertial effects
during start-up and shut-down, leakages, two-phase flow under microgravity, and lack
of space heritage (Angelino et al., 1991). Toluene and diphenyl were two working fluids
considered for a 1 and 30 kWe power capacity system (Angelino and Invernizzi, 1993).
A complete system was developed based on toluene. Angelino et al. (1991) analyzed
methyl-substituted benzenes and demonstrated that for a power capacity of between 5
and 30 kWe, trimethylbenzene provided the highest overall efficiency while reducing the
rotational speed and increasing the size of the turbine with a moderate maximum pres-
sure. The system was designed to operate with a maximum and minimum cycle temper-
ature of 360 ◦C and 60 ◦C respectively. After which, Angelino et al. (1991) analyzed the use
of cyclic methylsiloxanes (D4 and D5). Results indicate that cyclic siloxanes are relatively
stable at high temperatures of 400 ◦C.

At low power levels (less than 1 kWe), micro-Rankine cycles8 can also have better
thermal efficiency (Hyder, 2000) and higher power density compared to Brayton cycles
(Muller and Fréchette, 2002). The lower performance of micro-Brayton cycles is due to
the poor cycle efficiency as a result of miniaturising the system which allows high heat
conduction from the turbine to the compressor. Therefore, micro-ORC systems could
result in designs that are smaller in volume and mass, which are critical design criteria
for small satellites.

7Backwork ratio (BWR) is defined as the pump work over the turbine work.
8The term micro is used to refer to cycles that generate less than 1 kWe. These low power levels are desired to

meet the power requirement of small satellites.
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ORC systems provide lower turbine rotational speeds, larger turbine designs, and
lower freezing temperatures compared to conventional Rankine cycles (Angelino and In-
vernizzi, 1993; Angelino et al., 1991; Colonna et al., 2015), and the organic fluid can also
act as lubricant. These advantages decrease the system maintenance of ORC systems
to once per year for terrestrial applications (Lecompte et al., 2015). It could be plausi-
ble to extend the operational time to a few years to meet the operational life-span of a
small spacecraft which range from as short as one year up to 15 years. Another benefit
of a micro-ORC system is its higher resistance to degradation compared to photovoltaic
systems (Angelino et al., 1991; Schubert, 2012). In terrestrial applications, the minimum
ORC pressure has to be greater than atmospheric pressure to avoid air leakage into the
system. This is not a concern in this design due to vacuum ambient conditions.

Micro-ORCs also have numerous drawbacks such as a lack of space heritage, which
increases the risk of the system, and they have lower reliability due to moving parts com-
pared to static power systems. Additional disadvantages are the fast rotational speeds
of the turbine (up to 1000000 rpm), potential transient inertial effects during start-up
and shut-down, leakages, cooling of components, micro-gravity operation of two-phase
flow, and large radiator surface areas (Angelino and Invernizzi, 1993; Harinck et al., 2010;
Uusitalo et al., 2014). The ultra-fast rotational speed is arguably a source of failure of the
bi-modal system and future work on micro-turbine design is required, especially per-
taining to the thermal management due to the high surface to volume ratio of the tur-
bine and the speed of the bearings. Though, current experimental work on high-speed
radial compressor designs, with rotational speeds greater than 200000 rpm (Schiffmann
and Favrat, 2009; Schiffmann, 2015), could benefit small radial turbine designs due to
shared technical solutions that can be adopted by both these turbomachines. In terms
of torque, the small size and low mass of the turbine combined with the ultra-fast ro-
tational speed results in low torque values of approximately 2 mNm. These values are
below values of typical small satellite reaction wheels (10 - 210 mNm) (Newspace, 2020).

Research on micro-ORC systems, from a few Watts to 2 kW, has focused on solar
thermal and waste energy power generation in portable electronic devices, miniature
robotics, automotive industry, and remote off-grid applications (Fréchette et al., 2004;
Roudy and Frechette, 2005; Orosz, 2009; Liamini et al., 2010). However, little is known
on the topic of micro-ORC systems, especially for small satellite applications, and in-
vestigations have often neglected the sizing of the components such as the turbine and
heat exchangers (Schubert, 2012). Therefore, the dynamic power conversion system un-
der investigation is the micro-organic Rankine Cycle (ORC) system to address this gap.
The following section provides the working principle of an ORC system and fundamental
equations.

ORGANIC RANKINE CYCLE THEORY

ORC turbogenerators are thermal engines capable of converting thermal energy into
electrical power by means of an organic fluid evolving in a closed-loop based on the
classical Rankine thermodynamic cycle. The organic working fluid undergoes a phase
change to drive a turbine and generate electricity (Baldasso et al., 2020; Wang et al., 2019;
Freeman et al., 2017). The main components of an ORC system are the evaporator, tur-
bine, condenser, and pump as illustrated in Figure 1.6a. A regenerator can also be in-
cluded in an ORC system to improve the efficiency and reduce the heat transfer surface
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area of the evaporator and condenser at the expense of increased complexity and mass
as well as reduced reliability.

The numbers in Figure 1.6a correspond to the various states the working fluid ex-
periences during the cycle process also indicated in the temperature-entropy diagram
(Figure 1.6b). The pump compresses the working fluid to a saturated liquid (State 5), the
hot vapour from the turbine (State 2) heats up the cold fluid (State 5) inside the regen-
erator. Next, the working fluid is vaporised in the evaporator and can be heated to tem-
peratures above its saturation temperature, this process is defined as superheating. This
hot vapour (State 1) is then expanded in an expander, in this case shown as a turbine,
to generate electricity using a generator. The working fluid exits the turbine as a vapour
(State 2) due to slope of the saturation curve of organic fluids (Figure 1.6b). Lastly, the
working fluid is condensed to a liquid inside the condenser (State 4).

Pump

Condenser

Regenerator

Turbine

GeneratorEvaporator

(a) (b)

Figure 1.6: An example of an ORC system with regeneration for space applications. (a) Process flow dia-
gram with a condenser that radiates to space and a boiler that receives concentrated solar radiation. (b)
Temperature-entropy diagram of the thermodynamic process of the shown process flow diagram.

Two key performance parameters for ORC systems are the net power output, Ẇnet

and thermal energy of the cycle, ηth . The net power output is defined as the difference
between the specific turbine, wt and pump work, wp multiplied by the mass flow rate
of the working fluid ṁ. The thermal efficiency is defined as the ratio of the net power
output to the heat input into the evaporator Q̇in.

Ẇnet = ṁ
(
wt −wp

)
(1.12)

ηth = Ẇnet

Q̇in
(1.13)

The specific work of the turbine and pump are based on the specific enthalpies of the
states illustrated in Figure 1.6a as followed:

wt = h1 −h2 (1.14)

wp = h5 −h4. (1.15)
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1.3. RESEARCH QUESTIONS AND METHODOLOGY
The main objective of this work is to advance the research in the field of bi-modal solar
thermal propulsion systems that could be used to improve the power and propulsion
capabilities of the next generation of small satellites. Specifically, tackling the scientific
and engineering difficulties of coupling an STP system with a micro-ORC system seeing
that both these systems have low maturity, with technology readiness level between 2-
4. Research questions (RQ) have been formulated to achieve this main objective. These
RQs and corresponding methodologies are discussed in this section.

RQ 1: WHAT BOUNDS THE PROPOSED BI-MODAL SOLAR THERMAL POWER AND PROPUL-
SION SYSTEM FOR SMALL SATELLITE APPLICATIONS?
To tackle this research question the two systems (STP and ORC) were individually in-
vestigated in Chapter 2 and 3 respectively. A review on the state-of-the-art propulsion
systems applicable to small satellites is performed to aid in answering this question by
identifying the current status of STP systems. The propulsion systems are then quali-
tatively compared to each other for various mission cases with respect to cost in order
to determine the most promising applications of STP systems. This comparison is per-
formed using the methodology defined by Sellers (1996) which is extended in this thesis
to include STP systems. The investigation also examines varying the criteria weights
given by Sellers (1996) to highlight the sensitivity of the criteria. The selection of the
propellant is based on the volume and mass constraints imposed by small satellites.

As previously mentioned, there is a lack of knowledge regarding the topic of micro-
ORC systems. Thus this thesis contributes to the body of knowledge of micro-ORC sys-
tems for small satellite applications. The answer to this RQ therefore provides insight
into the most promising working fluids that are suitable for the volume and mass con-
straints imposed on the system. Chapter 3 presents the methodology used to determine
the best working fluid on-board a small satellite. A pre-screening was performed on 75
organic working fluids to identify potential candidates. From this and the work of An-
gelino and Invernizzi (1993), 6 working fluids were selected and analysed in-depth with
respect to reducing the volume of the micro-ORC system while incorporating the ther-
modynamic cycle and the sizing of the turbine and heat exchangers.

Furthermore, future technologies and features that can be developed are investi-
gated in order to enhance STP and micro-ORC systems while also discussing their limita-
tions and drawbacks. The proposed bi-modal solar thermal system is a novel system and
thus limited literature exists on the systems integrated performance behaviour and key
relationships. The second research question has been proposed to tackling this research
gap.

RQ 2: WHAT GAIN IN PERFORMANCE PARAMETERS SUCH AS EFFICIENCY ARE ACHIEVABLE

WHEN IMPROVING THE BI-MODAL SYSTEM AND WHAT GAIN IS REQUIRED FOR BENEFICIAL

APPLICATION?
A single-objective genetic algorithm is developed in Chapter 4 to aid in answering this
question. The optimisation explores a large design space with an objective function to
minimise the bi-modal system’s wet system mass while meeting the thermal energy stor-
age requirement. The proposed system is compared against an existing spacecraft in
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Chapter 5 based on the available figure of merits such as specific energy and thrust-to-
mass ratio to identify its feasibility in the commercial market. Improvements in perfor-
mance, such as thrust and electrical power, are investigated to describe better component-
level designs. The thermal efficiency of the micro-turbine in the ORC system at the pro-
posed power levels (on the order of a few hundred Watts) is limited. Therefore, the small-
scale loss models suitable for 30 mm rotor diameters proposed by Suhrmann et al. (2010)
were extended down to 7 mm diameters (turbine rotor diameter of this work) to give a
preliminary value of the expected efficiency.

However, to answer RQ 2, an accurate system description and model is required to
determine what is needed to make the proposed bi-modal system a viable technology.
This formulated the last research question.

RQ 3: HOW CAN WE ACCURATELY MODEL AND CHARACTERISE THE BI-MODAL SYSTEM?
To answer this question a design methodology for the novel bi-modal system is devel-
oped and Chapter 4 discusses the 13 design parameters that can be used to describe
the system. An analytical model is developed that describes the performance of the bi-
modal system such as thrust and electrical power output as well as size of the compo-
nents based on theoretical models and empirical equations. Validation and verification
of the analytical models is conducted to ensure the model accuracy and function are
adequate. Critical components are identified and then further analysed to enhance the
understanding of the bi-modal system.

An important aspect of the system is the ultra-high temperature of the receiver and
its effect on the flow regime of the fluids used in the system which has been neglected in
previous studies. The methodology given by Shah (2017) and Kim and Mudawar (2013b)
are used to determine the critical heat flux of the working fluid and propellant. The effect
of various flow regimes as well as radiation on the heat transfer coefficient of the fluids
is evaluated.

Additionally, a sensitivity analysis is conducted to identify the effect of the design
parameters. An analysis of variance (ANOVA) is also performed to determine the per-
centage contribution of uncertain constant parameters used in the analytical model. A
sensitivity analysis was also performed on spiral and straight channel configurations to
determine the better configuration for the working fluid and propellant channels.

In order to characterise the bi-modal system, the dynamic behaviour of the thermal
receiver is required (Chapter 5 ). The enthalpy method is used to describe the dynamic
behaviour of the TES system which is based on latent heat storage.

The answer to this research question contributes to the field by establishing a design
approach for the proposed bi-modal system along with guidelines for future develop-
ment of bi-modal solar thermal propulsion systems.

1.4. THESIS OUTLINE
The thesis consists of six chapters, beginning with an introductory chapter (i.e. this
chapter) followed by four core chapters and the concluding chapter. All four core chap-
ters are used to answer the research questions defined above. The visual outline of this
thesis and linked publications are provided in Figure 1.7. Chapter 2 focuses on the
propulsion aspect of the integrated system. In this chapter, solar thermal propulsion
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(STP) systems are extensively reviewed after which an investigation into the suitable ap-
plications of STP systems for low-cost small satellite missions is conducted. Chapter 3
provides detailed aspect on the electrical power generation and investigates the feasibil-
ity of using the waste heat of the STP system to generate electricity. More specifically,
the operation, modelling, and working fluid selection of a micro-ORC system is exam-
ined. The novel integrated solar thermal system is described in Chapter 4 highlighting
the key design parameters and suitable satellite size category. The optimisation pro-
vides an initial framework in the selection of an optimal integrated solar thermal design
for the proposed lunar mission. An analysis of variance has also been conducted to iden-
tify which system parameters, such as optical efficiency and turbine efficiency, have the
most influential effect on the system. In Chapter 5 the receiver is inspected to reveal the
phase change material (PCM) transient behaviour. This chapter, describes the key rela-
tionship between the PCM and the convective flow of the propellant and working fluid.
In addition, the bi-modal system is compared to an existing mission in terms of figure of
merits such as power density, specific energy, and thrust to mass ratio. This is performed
to showcase the bi-modal systems’s benefits and pitfalls in relation to current systems.
Lastly, Chapter 6 summaries and highlights the contributions of this research and iden-
tifies potential areas of future work with regard to the bi-modal solar thermal propulsion
system.
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Chapter 3
Solar Energy Harvesting using a 

Micro-ORC System

 Leverone, F., Pini, M., Cervone, A. and Gill,
E., (2020). Solar Energy Harvesting On-
board Small Satellites. Renewable Energy,
159, pp.954-972.

 Leverone, F., Pini, M., Cervone, A., and Gill,
E. Feasibility of an On-board Micro-ORC
System for Small Satellites. 5th International
Seminar on ORC Power Systems, Greece,
2019. (Peer-reviewed)

Chapter 6
Conclusions and Recommendations

Chapter 1
Introduction

 Leverone, F., Cervone, A., Pini, M., Gill, E., and Colonna, P. Feasibility of an
integrated solar thermal power and propulsion for space applications. IAF 68th
International Astronautical Conference, Adelaide, Australia, 2017.

Chapter 2
Cost-Effective Propulsion Systems 

for Small Satellites

 Leverone, F., Cervone, A. and Gill, E.,
(2019). Cost analysis of solar thermal
propulsion systems for microsatellite
applications. Acta Astronautica, 155, pp.90-
110.

 Das, K., Leverone, F., and Cervone, A.
Design and Thermal Analysis of a Solar
Thermal Microthruster for a Lunar mission,
IAF 70th International Astronautical
Congress, Washington D.C., USA, 2019.

Chapter 4
Design of a Bi-modal Propulsion and Power System

 Leverone, F., Cervone, A., Pini, M., and Gill, E. Design of a Solar Thermal
Propulsion and Power System for Mini-satellite Lunar Orbit Insertion, In 2020
IEEE Aerospace Conference, Montana, USA, 2020. (Peer-reviewed)

Chapter 5
Characterisation of Bi-Modal Propulsion and Power Systems

 Leverone, F., Cervone, A., Pini, M., and Gill, E., (2021). Design and
Characterisation of a Bi-modal Solar Thermal Propulsion and Power System for
Small Satellites. Applied Thermal Engineering, 189, 116609.

RQ 1

RQ 2

RQ 3

Figure 1.7: Outline of the thesis showing the main chapters that contribute to answering the research questions
(RQ) and the associated publications.
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COST-EFFECTIVE PROPULSION

SYSTEMS FOR SMALL SATELLITES

Never interrupt someone
doing something you said couldn’t be done.

Amelia Earhart, American aviator

Small satellites provide low-cost platforms for space missions. However, this lower cost
comes at the expense of a reduction in performance of key sub-systems, such as the propul-
sion system, due to the small volume and mass restrictions available on-board. For this
reason, small, low-mass, high-performing and affordable propulsion systems are neces-
sary, but there is limited research available on the comparison of propulsion technologies
with regards to cost. Motivated by the above challenges the objective of this chapter is to
provide a comparison of propulsion technologies that are compatible with small satel-
lites with respect to cost. To this end, different propulsion systems are investigated for
four satellite scenarios, a satellite that needs to perform a small on-orbit manoeuvre, two
station-keeping satellites in Low Earth Orbit, and a satellite that requires an orbit trans-
fer to lunar orbit from Geostationary Transfer Orbit. Each system is evaluated in terms of
a total cost indicator which incorporates nine variables such as propellant mass, safety,
and hardware cost, that affect the total cost of a propulsion system. This indicator is used
to quantitatively compare the propulsion systems to identify cost-effective solutions as a
function of the various mission scenarios. An important finding of this research is the clas-
sification of propulsion systems in terms of thrust, specific impulse, cost, and application.

The contents of this chapter have been published in:
Leverone, F., Cervone, A. and Gill, E., 2019. Cost analysis of solar thermal propulsion systems for microsatellite
applications. Acta Astronautica, 155, pp.90-110.
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2.1. INTRODUCTION
This chapter provides an extensive review of current state-of-the-art propulsion tech-
nology systems that are applicable to small satellites. As mentioned in the previous
chapter, solar thermal propulsion (STP) represents a promising alternative to conven-
tional propulsion systems for small satellites by providing high thrust and high specific
impulse (Kennedy, 2004; Scharfe and Ketsdever, 2009). Motivated by this and the lim-
ited analysis of STP systems for small satellites, this chapter focuses on the review of
STP systems and identifies possible low-cost applications relative to existing technolo-
gies. While many studies have focused on performance characterisation of propulsion
systems, little is known on the cost aspect of propulsion systems for small satellites, par-
ticularly STP systems.

Each propulsion technology applicable to small satellites is evaluated, based on a
total cost indicator identified by Sellers et al. (1998) for four scenarios. The total cost
indicator is a function of nine criteria that are involved in selecting a propulsion sys-
tem throughout all the mission phases from design to operations. These criteria are the
propellant mass, propellant volume, electrical power requirement, transfer time, safety,
logistics, integration, risk, and hardware cost.

The ideal velocity change, or more commonly the ∆V budget, for small satellite mis-
sions that require propulsion manoeuvres can range from a few m/s to many km/s (Wertz
et al., 2011) and determined from the mission requirements. Therefore, four scenarios
were examined to determine where STP could be the most beneficial in terms of reduc-
ing cost. These scenarios include a mini-spacecraft1 performing a small orbit correction,
two mini-spacecraft in Low Earth Orbit (LEO) that need to perform station-keeping for 3
years and a mini-spacecraft that transfers from Geostationary Transfer Orbit (GTO) to lu-
nar orbit. From this analysis, a quantitative comparison is presented to identify feasible
applications of STP systems.

2.2. PROPULSION TECHNOLOGY OPTIONS
This section begins by discussing the current state-of-the-art propulsion systems that
are suitable for small satellites, as defined in Chapter 1, such as chemical, electric, and
propellantless propulsion systems. After which an extensive review of STP systems is
provided.

2.2.1. STORED GAS PROPULSION SYSTEMS
Cold gas propulsion systems operate by expanding a cold gas through a nozzle to gener-
ate thrust. Advantages include simplicity and low operating power (Agasid et al., 2018)
(up to 15 W2). However, they offer inferior specific impulse and efficiency when com-
pared to other propulsion systems (Sutton and Biblarz, 2016). Liquefied propellants,
such as Butane, are often used for small satellite propulsion systems as they offer im-
proved storage density compared to traditional cold gas propellants such as Nitrogen
and Helium. Propellants with better safety characteristics are desirable for small satel-

1Mini-spacecraft refers to a spacecraft with a gross mass between 100 and 500 kg as defined in Chapter 1.
2For example, electrical power is required to operate the valve and sometimes for thermal management of the

propellant in the tank.
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lite propulsion as they are generally secondary payloads that need to be affordable with
low risk. Often secondary payloads are also limited in terms of the total allowable en-
ergy stored at launch. The National Fire Protection Association (NFPA) 704 rating sys-
tem (NFPA, 2010) provides a numerical measure between 0 and 4 (with the larger values
indicting an increase in the severity of the hazard) to identify the fluids safety level in
terms of health, flammability, and chemical reactivity.

Butane has a NFPA 704 health hazard rating of 1 which means that skin and eye ir-
ritation are symptoms that are caused by personal that come into contact with it. This
is higher in toxicity compared to Nitrogen, a typical cold gas propellant which is inert
and a NFPA 704 health rating of 0. Butane also is highly flammable with a maximum
NFPA 704 fire rating of 4. Cold gas systems are volume-constrained which limits their
application on-board small satellites to attitude control or other low velocity increment
(∆V ) applications (Ranjan et al., 2017). However, the propellant can also be stored in
solidified form to improve the storage density, such as the cool gas generators used for
example on-board the Delfi-n3Xt satellite for orbit control which used Nitrogen as the
propellant (Sandau et al., 2010).

2.2.2. CHEMICAL PROPULSION SYSTEMS

Chemical propulsion systems operate by the propellant, stored as a liquid or solid, un-
dergoing a chemical decomposition or reaction that results in hot gases that are ex-
panded through a nozzle to generate thrust. These propulsion systems are limited by
the energy of the propellant as the amount of energy released during the reaction is
constrained by the energy per unit mass of the propellant. The small volume and mass
available on-board a small satellite thus restricts the use of this system. In general, chem-
ical propulsion systems have significantly shorter transfer times over electric propulsion
systems due to higher thrust achievable. The higher thrust allows for near-impulsive
manoeuvres to be used, such that approximate Hohmann transfers can be performed.
Current state-of-the-art chemical propulsion systems for small satellites include mono-
propellants, bipropellants, and solid propellant propulsion systems.

Liquid Hydrazine is a common monopropellant. However, the potential European
ban of hydrazine by 20213 has promoted research into green propellants, such as Hy-
droxylammonium Nitrate (Amrousse et al., 2017; Goza, 2017) and Ammonium Perchlo-
rate (Gohardani et al., 2014). Monopropellant systems catalytically decompose their pro-
pellants and generate thrust by expelling the superheated gas through a nozzle. These
systems offer higher specific impulses and density impulses over cold gas systems. Addi-
tionally, green propellants have lower freezing temperatures versus its toxic counterpart
hydrazine. Disadvantages can include leakage, the need for a pressurant system, high
decomposition temperatures of the order of 1800 ◦C, increased complexity from the ad-
dition of moving parts and the propellants can be corrosive and hazardous in the case
of hydrazine. Typical applications include orbit transfers, station keeping, and attitude
control (ArianeGroup, 2017).

3The potential ban has been highlighted in SpaceNews, https://spacenews.com/
hydrazine-ban-could-cost-europes-space-industry-billions/ and on green propellant com-
pany websites such as https://www.dawnaerospace.com/hydrazine-replacement. Both websites were
accessed on the 14 June 2017.

https://spacenews.com/hydrazine-ban-could-cost-europes-space-industry-billions/
https://spacenews.com/hydrazine-ban-could-cost-europes-space-industry-billions/
https://www.dawnaerospace.com/hydrazine-replacement
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Bipropellant systems inject a separate liquid oxidiser and liquid fuel into a single
combustion chamber that then undergo a hypergolic chemical reaction to produce hot
gases that are expelled through a nozzle to generate thrust. The need for an ignition
system is therefore mitigated if hypergolic propellants are selected, and the system can
be operated in a pulsed operation mode. Higher specific impulses are achievable with
bipropellant propulsion systems due to a more stable chemical reaction over monopro-
pellants (Sforza, 2017a,b). Bipropellant systems have been used for orbit manoeuvring
applications, and low thrust (5 to 22 N) bipropellant systems have been proposed for
attitude control of larger satellites (Ketsdever and Micci, 2000).

Solid propulsion systems combine a solid oxidiser and fuel into a single propellant
cartridge that is ignited to produce hot combustion exhaust gases which are then ex-
pelled through a nozzle. These systems are the most compact and offer minimal com-
plexity as there are no moving parts. However, due to the high susceptibility of the pro-
pellant cartridge to detonate, handling and safety are a concern. A common propellant
combination is Hydroxyl-terminated Polybutadiene (HTPB) mixed with Aluminium and
Ammonium Perchlorate. Disadvantages include the lack of restart capability, short burn
times and high accelerations which limits application potential as the increase in oper-
ational complexity for multiple burn applications (multiple stages required) and lack in
control during the burn outweighs the volumetric advantage. Applications include orbit
transfer such as orbit raising, insertion or de-orbiting (Agasid et al., 2015).

2.2.3. ELECTRIC PROPULSION SYSTEMS
Electric propulsion can be divided into electrothermal (resistojets and arcjets), electro-
magnetic (pulsed plasma thrusters), and electrostatic (ion engines, Hall effect thrusters,
and electrospray engines) propulsion systems. Electrothermal systems heat up a pro-
pellant and then expand the hot gas through a nozzle. Resistojets use electrical heaters
while arcjets use an electric arc generated by applying an electric potential to a cath-
ode and anode to directly heat the propellant flow. Electrostatic and electromagnetic
thrusters both ionise a propellant to form a plasma which is then accelerated by either a
static electric or electromagnetic field.

Satellite power systems occupy approximately 10% to 25% of the total wet mass of
a satellite (Wertz et al., 2011; Kugelberg et al., 2004; Fish et al., 2014; Ekpo, 2019) which
limits the available on-board power. Electric propulsion systems are therefore power-
limited, the exception being resistojets and arcjets which are temperature-limited based
on current high-melting materials. Although, arcjets are able to obtain higher tempera-
tures than resistojets as the electric discharge can directly heat the propellant to much
higher temperatures than the walls (Sutton and Biblarz, 2016). High specific impulse
and low thrust values, for example, 2100 s and 1.15 mN as in the case of the Busek’s BIT-
3 ion engine (Busek, 2017) are feasible with electrostatic or electromagnetic propulsion
systems compared to chemical propulsion systems and electrothermal propulsion sys-
tems. The low thrust results in lower accelerations and thus electric propulsion systems
require to conduct non-impulsive manoeuvres, whereby the thruster operates contin-
uously, and the satellite performs a low-thrust trajectory to reach its final destination.
These trajectories increase the total transfer time and ∆V .
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Small satellites have limited available power, which limits the thrust and specific im-
pulse obtainable, as showcased in Table 2.1 where the performance versus input power
is presented.

Table 2.1: Range of RF ion thrusters from Busek Co. Inc. (Busek, 2017).

Model BIT-1 BIT-3 BIT-7
Input power 28 W 75 W 460 W
Thrust 185µN 1.15 mN 11.0 mN
Specific impulse 1600 s 2100 s 3300 s

A Pulsed Plasma Thruster (PPT) operates by ablating a solid propellant, generally
Teflon, using an electric arc between the anode and cathode. The plasma is acceler-
ated by Lorentz forces that are generated from the electric arc and electromagnetic field.
These thrusters offer good reliability and simplicity and operate with inert and non-toxic
propellants over a broad range of power inputs. However, PPTs may suffer from high
voltage and electromagnetic interference. PPTs have much lower thrust-to-power ratio
than Hall effect thrusters making them more useful for attitude control purposes (Sforza,
2017b), station keeping of GEO satellites (Myers et al., 1995), and orbit control of Cube-
Sats (Ciaralli et al., 2016) applications. This system operates with very short pulses and
thus prevents temperature being the limiting factor.

An ion thruster is an example of an electrostatic thruster that works on the principle
of propellant ionisation to form a plasma and accelerates the ions using an electrostatic
grid to generate thrust. Miniaturisation studies have resulted in a decrease in thrust ef-
ficiency when reducing the ionisation chamber size (Mueller et al., 2010). Ion thrusters
have been used for station keeping of GEO communication satellites as well as for inter-
planetary missions such as on-board the DAWN spacecraft (Rayman and Mase, 2014).

Hall effect thrusters rely on trapping electrons in a magnetic field to ionise the pro-
pellant to create a plasma. The plasma is then accelerated using an electric field. The
systems have high power consumption of the order of a few hundred Watts which can
exceed a small satellites available power budget, due to the difficulty in miniaturising
components such as the neutraliser (Agasid et al., 2015). Hall effect thrusters have been
used for station keeping (Sforza, 2017b). ESA’s SMART-1 mission (Kugelberg et al., 2004)
used the PPS-1350 G Hall effect engine for a GTO (Geostationary Transfer Orbit) to lu-
nar transfer mission. Difficulties of electromagnetic propulsion systems on-board small
satellites include electromagnetic interference, power budget, attitude control, and ther-
mal control of the Xenon tanks. Hall effect thrusters have shown better reliability than
ion engines although the amount is decreasing with technology improvement and since
2005 electric propulsion has demonstrated better reliability than chemical propulsion
systems (Saleh et al., 2017).

Electrospray thrusters are also an electrostatic propulsion system that relies on an
electric field generated between the electrode and emitter tip to ionise the propellant.
These systems produce low thrust levels (micro-Newton level) and are suitable for Cube-
Sat form factors, and can provide precise attitude control and station-keeping (Mueller,
1997).
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2.2.4. PROPELLANTLESS PROPULSION SYSTEMS

Propellantless propulsion systems, such as solar sails, offer a unique solution as the sys-
tem relies on photons from the sun reflecting off a large low-mass highly reflective struc-
ture, which resembles a sail on a ship, to propel the satellite. Solar sails provide a safe,
reliable, and simple propulsion method for small satellites. An example of a solar sail is
JAXA’s “IKAROS”, which was used on-board a 307 kg spacecraft to provide the spacecraft
with 1.12 mN of thrust for deep space applications. The IKAROS sail had a mass of 16 kg
and a span of 20 m (Tsuda et al., 2011). The low thrust of solar sails results in longer
transfer times similar to electric propulsion systems. Solar sails have also been designed
for de-orbit and orbit transfer applications (Fu et al., 2016). Technical challenges include
packaging, deployment, and pointing of the sails and large sails increases the risk of col-
lision with space debris.

2.2.5. ADVANCED PROPULSION SYSTEMS

Possible alternative propulsion concepts that have received less attention include nu-
clear thermal (Gabrielli and Herdrich, 2015) and solar thermal (Ehricke, 1959) propul-
sion systems. Nuclear systems are neglected in this thesis due to the safety and political
concerns around this technology. Solar thermal propulsion (STP) uses solar radiation
to heat a propellant to high temperatures to increase the specific impulse and has been
identified as a possible propulsion system for micro-satellites (Scharfe and Ketsdever,
2009; Kennedy, 2004).

Solar thermal propulsion (STP) is a propulsion mechanism that uses concentrating
devices, such as mirrors or lenses, which focus the sunlight onto the propellant or heat
exchanger, often referred to as a receiver. Figure 1.4a illustrates the STP concept with the
use of fibre optic cables that transmit the concentrated solar energy from the concentra-
tor to the receiver. The solar thermal energy is used to increase the propellant tempera-
ture up to 2500 K. These systems are temperature-limited based on current high-melting
materials. The receiver can also act as an energy storage system based on either sensible
or latent heat materials. A benefit of using STP as a spacecraft propulsion system is that
it relies on an external source of energy and not the on-board power.

Research on STP has been conducted for more than 60 years (Ehricke, 1959). Yet no
flight testing has been achieved. An overview of milestones and programmes associated
with solar thermal technology since the advent of the technology in 1956 is provided in
Table 2.2. Key technical issues for large-scale STP systems include vehicle integration,
plume interaction, concentrator pointing and solar tracking as well as plumbing con-
cerns (Selph, 1981). The first propellant selected for STP systems is Hydrogen. However,
Hydrogen introduces additionally problems related to long-term storage due to boil-off
issues and large storage volumes required. The designs shifted towards smaller satel-
lites in the 2000s, and the use of fibre optics, thermal energy storage and bi-modal sys-
tems (integrated propulsion and power system) renewed the interest in STP (Kennedy,
2004; Kennedy et al., 2004; Kennedy and Palmer, 2002; Henshall and Palmer, 2006; Hen-
shall, 2006b; Kennedy and Palmer, 2003). Fibre optic cables allow for the concentrator
and thruster to be decoupled from each other which relaxes the tracking and pointing
requirements. The use of thermal energy storage also relaxes the tracking and pointing
requirements and allows the system to operate in eclipse periods which extends the vari-
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ety of feasible mission profiles. Solar bi-modal systems, which utilise the thermal energy
for both electrical energy and propulsion purposes, could showcase STP as an advanta-
geous propulsion system to low-cost small satellites. This improvement is promising as
it may result in the elimination of monetarily expensive solar panels on-board as well as
a reduction in battery capacity required.

Current challenges of STP systems include the need for efficient, low-mass and small
concentrators with good optical efficiency, controllability and deployment capability. Is-
sues related to the receiver material include insufficient sealing and lifetime of thermal
cycling and, in the case of latent heat materials, phase change and liquid containment
issues (Gilpin, 2015). Datas et al. (2016, 2018) shows the use of Silicon alloys instead of
pure Silicon as a possible solution to overcome these receiver material issues. Low-mass
insulation materials are necessary to minimise heat distribution to on-board sensitive
components. Further investigation into developing efficient large-core fibre optic ca-
bles is also needed (Kennedy, 2004). Another disadvantage is the lack of flight heritage
of STP systems.

Figure 2.1 provides a graphical representation of Technology Readiness Level (TRL)4

time-line of STP according to Table 2.2. Developments have been based on the end
dates of programs/projects. This figure highlights the progress of STP as either single
or bi-modal systems and the shift of focus to small satellites. A gain in development
(higher TRL) can be seen in Figure 2.1 when STP systems are coupled to a power system.
This gain is due to the previously built infrastructure and STP test facilities as well as the
potential advantage of increasing payload mass and reducing operational and launch
costs (Laug et al., 1995b). Two key advancements regarding inflatable technology are
also shown in this figure, the successful deployment of an inflatable antenna in space
and the deployment of a 4 x 6 m inflatable concentrator under space conditions that
resulted in a TRL 6.

Figure 2.1: Chronological Technology Readiness Level (TRL) of STP systems. The shaded section on the right
side of the figure indicates the focus shift to small satellites, micro-satellites in particular.

4The TRL values shown in Figure 2.1 are a combination of values claimed by the corresponding
researchers and estimations based on the criteria provided by NASA. (NASA, (2017). Technology
Readiness Level, https://www.nasa.gov/directorates/heo/scan/engineering/technology/txt_
accordion1.html, accessed 5 November 2020.)

https://www.nasa.gov/directorates/heo/scan/engineering/technology/txt_accordion1.html
https://www.nasa.gov/directorates/heo/scan/engineering/technology/txt_accordion1.html
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Table 2.2: History of Solar Thermal Propulsion

Ref. Years Program or Institution Description
(Ehricke, 1959) 1956 First STP concept based on two 40 m diameter inflatable sphere concentrators.
(Selph, 1981) 1962 EOS & AFRPL First successful test of an STP engine. The small-scale molybdenum STE was tested up to 2300 K and used

Hydrogen as the propellant. First electro-formed lightweight mirrored concentrator (1.5 m in diameter). Feasibility
demonstration of STP compared to electric and chemical propulsion for a LEO to GEO mission. Research
terminated due to funding and vehicle integration, plume interaction, pointing and tracking as well as plumbing
concerns.

(Etheridge, 1979) 1978 Space Systems Group
of Rockwell

International & AFRPL

STP research started again due to the commencement of the Space Shuttle program that brought with it an
increase in space-related activities and funding and the technical issues noted above were deemed not to be
"show-stoppers" as they had not yet been addressed. Off-axis parabolic concentrators and a central receiver cavity
design were proposed to simplify the system design. Additional LEO to GEO analytical studies to compare STP to
conventional propulsion systems based on the projected performance of future technology.

(Shoji, 1983) 1980 – 1989 AFRPL & Rocketdyne Receiver concept generation and comparison (Windowless heat exchanger cavity, windowed heat exchanger
cavity, windowed particulate concept, windowed vortex flow concept, windowed rotating bed, and aerowindow
concept). The results lead to the development of a quartz windowed heat exchanger cavity prototype that was
tested in 1984. Development and construction of solar thermal test facilities (solar furnace and thrust stand),
prototypes and experiments. AFRPL declared STP feasible in 1989.

(Zubrin et al., 1992) 1992 IPAPS A bi-modal nuclear concept that integrated a thermionic reactor and Hydrogen propulsion system was proposed,
which was the foundation for the development of a bi-modal STP system.

(Frye, 1997; Kudija and
Frye, 1998)

1994 – 1998 ISUS A bi-modal design concept used to transfer a satellite from LEO to MEO, GEO or HEO. First sensible heat thermal
energy storage STE (solar thermal engine) prototype. The receiver was rhenium coated graphite, and a rigid
faceted concentrator was used to reduce cost and risk.

(Malloy et al., 1995) 1995 Patent: 5,459,996 A bi-modal solar thermal concept was patented, based on a thermal energy converter, a thermionic converter, and
STP system.

(Laug et al., 1995a,b) 1995 Babcock & Wilcox Research into extending the capabilities of low-cost launch vehicles by the inclusion of a large thrust STP upper
stage bi-model concept.

(Stewart and Martin,
1995)

1995 University of Alabama A dual fuel, Ammonia and Hydrogen STP system for LEO to GEO transfer was proposed.

(Freeland et al., 1997) 1996 L’Garde Inflatable
Antenna Experiment

The successful deployment of a 14 m inflatable antenna in space. This technology is beneficial for inflatable
concentrators.

(Adams, 1996) 1996 STUS NASA and the Air Force proposed the STUS design to deliver a 424 kg payload from LEO to GEO using an STE, two
inflatable concentrators. A Hydrogen tank volume of approximately 18 m3 was required for this concept.

(Tinker, 1998; Tucker
and Salvail, 2002)

1996 – 2000 SSE NASA proposed a STE with the use of a secondary concentrator and porous bed heat exchanger.

(Shimizu and Naito,
2001; Shimizu et al.,
1998; Sahara et al.,
2003, 2001)

1997 – 2001 JSUS Work on a single crystal molybdenum and tungsten thruster combined with a thermionic converter for power
generation using a small concentrator of 1.6 m diameter with a focal length of 0.65 m was conducted. Additionally,
tests on a stainless steel opposed cavity (two cavities back to back) up to temperatures of 1400 K were also
performed.

(Kassler et al., 2000) 1998 – 2000s SOTV A bi-modal (thermionic converter and STE) design was investigated. The main aim of the program was to develop
the technology required for a space-flight bi-modal system.

SOTV-SE The SOTV-SE was designed to achieve a minimum average specific impulse of 717 s, at least a 1° plane change and
4 900 km apogee increase, to operate for at least 30 days for 310 cycles and produce a minimum delta-V of 900 m/s.

(Wassom et al., 2001) 2001 IHPRPT A full-scale deployment of a 4 x 6 m inflatable concentrator was demonstrated under space environment
conditions.

(Kennedy, 2004;
Kennedy et al., 2004;
Kennedy and Palmer,
2002; Henshall and
Palmer, 2006;
Henshall, 2006b;
Kennedy and Palmer,
2003)

2000 – 2006 SSC Research on STP for microsatellites (10 to 100 kg) commenced. A proof-of-concept for a 20 kg satellite, using a
rigid concentrator and off-the-shelf components was developed. Ground testing of a spiral channel and packed
bed receiver configurations were performed, and results showed receiver leakage and cracking issues. A novel idea
to couple fibre optic cables to an STP was proposed to decouple the pointing requirement of the concentrator and
thruster.

(Shimizu et al., 1998;
Sahara et al., 2003;
Sahara and Shimizu,
2003)

1998 – 2003 JAXA A de-orbit STP concept for a 50 kg satellite, µ-LabSat, with lightweight, thin film concentrators made out of
polyamide an polyester that have an areal density of 180 g/m2 was demonstrated.

(Nakamura et al.,
2004)

2004 – 2005 PSI, Boeing, AFRL Experimental testing of a fibre optic cable coupled to a 1 N STP system up to 200 W up to 1400 K using Hydrogen
and ammonia was conducted.

(Colonna et al., 2006) 2006 Dipartimento di
Chimica, Italy

A preliminary investigation was conducted into the dissociation of Ammonia in a supersonic solar thruster. Results
indicate that for temperatures above 3000 K the Hydrogen dissociation influences the model and the vibrational
kinetics become significant. For temperatures less than 2500 K the internal kinetics of the flow is negligible.

(Iwaki et al., 2009) 2009 Hokkaido University Numerical and experimental analysis of a steel solar thermal thruster using water as the propellant for piggyback
satellites to provide attitude control and deorbit capabiltities.

(Scharfe and
Ketsdever, 2009)

2009 AFRL A review was conducted that showed STP systems as a promising candidate for a high performing 100 kg satellite
inspection mission.

(Gilpin, 2015; Gilpin
et al., 2011a, 2012,
2011b)

2011 – 2015 University of Southern
California

A latent heat thermal energy storage bi-modal system (STP + thermophotovoltaic) was proposed. Good material
candidates were either boron (far-term solution) or silicon (near-term solution).

(Xing et al., 2014b,a,c) 2014 National University of
Defense Technology,

China

Numerical simulation and modelling on an STP system that uses a platelet heat exchanger were conducted. The
degree of dissociation of Ammonia up to temperatures of 2600 K was investigated. The results showed a 30 s and 40
s increase in specific impulse at 2400 K and 2600 K.

(Rabade et al., 2016) 2016 Arizona State
University

STP concept proposed for interplanetary travel (LEO to Phobos, a Martian moon, and back again) of small
satellites and CubeSats using water as the propellant. The use of carbon nanoparticle-coated surfaces was
investigated (including laboratory demonstrations) and shown to achieve absorption efficiencies of 99%. The
concept also was designed with pivoting reflecting mirrors.
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The available STP concept performance characteristics and experimental results that
were found during the STP review are summarised in Table 2.3. Hydrogen and Ammo-
nia were the most common propellant choices that provide high and moderate specific
impulse values, with maximum values corresponding to 860 and 400 s respectively. The
propellant temperatures were found to be between 1000 K and 2500 K.

Table 2.3: Review of existing STP concepts and experimental* results.

Ref.
Institution/Program

(Satellite mass)
Temperature

Range [K]
Thrust Range

[N]

Specific
Impulse Range

[s]

Pressure Range
[bar]

Mass Flow
Rate Range

[g/s]
Propellant Comment

(Ehricke, 1959) Ehricke (7439 kg) 1000 356 450 15 N/A Hydrogen 39 m diameter spherical concentrator
(Selph, 1981) AFRPL & EOS 2300 N/A 700 N/A N/A Hydrogen 1.5 m parabolic concentrator

(Shoji, 1985) AFRPL 2705 3.69 808 3.45 0.467 Hydrogen

Off-axis concentrator design. 20:1 expansion ratio. 65
hours of on-sun testing. Furnace operated at a lower
than expected solar input that resulted in the lower
performance of the receiver.

1810 N/A 650 N/A N/A Hydrogen

(Adams, 1996)
STUS (454 kg payload

mass only)
N/A 8.9 860 2 N/A Hydrogen

LEO – GEO (30 days). Two 5 x 7 m inflatable
concentrators.

(Frye, 1997) ISUS (207 kg) 2200 10 794 2 - 2.5 N/A Hydrogen
Pegasus XL LV. 100 W power generation. LEO-HEEO
(25.7 days)

ISUS (454 kg) 2200 20 794 2 - 2.5 N/A Hydrogen
SSLV Taurus. 150 W power generation. LEO-HEEO
(21.7 days)

(Partch and Frye,
1999)

SOTV <2300 7.4 746 N/A N/A Hydrogen LEO – GEO. Thermionic converter

340 Ammonia
50 to 75 W power generation & inflatable
concentrator

(Tucker and Salvail,
2002)

SSE 1922 – 2478 2.5 200-230 4.1 bar 2.5 – 7.6 Nitrogen Engine mass 9 kg

800-860 Hydrogen
< 1783 3.1 – 7.6 2.8 – 6.6 N/A Nitrogen

(Sahara et al., 2003;
Shimizu and Naito,

2001)
NAL 1850 0.1 - 2 800 (H2) 2 – 4 1 – 10 SLM

Tested: Nitrogen &
Helium. Design:

Hydrogen

Single crystal molybdenum thruster (1.6m
diameter, 0.65 m focal length)

(Sahara and Shimizu,
2003; Sahara et al.,

2004)

ASTRG/JAXA/NAL (50
kg)

1500 N/A 200 N/A N/A Water
De-orbit (800 km or GTO) Single crystal
molybdenum receiver with W-CVD coating .

(Kennedy and Palmer,
2002)

SSC (100 kg) 2501 0.15 355 N/A N/A Ammonia GTO-GEO (12.1 kg system mass).

2408 3 359 N/A N/A Ammonia GTO-Near Escape (18.9 kg system mass).
1957 1 325 N/A N/A Ammonia Experimental LEO (4.6 kg system mass).

(Kennedy et al., 2004) SSC 1500 – 2000 < 0.5 < 237 (NH3) < 12 N/A
Ammonia (also tested

N2, He)
Particle bed & spiral channel flow receiver.

(Henshall and Palmer,
2006; Henshall, 2005)

SSTL 1400 0.02 – 0.056 240-280 N/A N/A Ammonia UK-DMC (8 bar storage)

(Nakamura et al.,
2005)

PSI & Rocketdyne (150
kg)

2300 1 795 N/A N/A Hydrogen LEO (400 km, 28.5 ° inclination) – GEO

(Leenders and
Zandbergen, 2008)

TU Delft 445 - 494 0.03 - 0.1 N/A 2-2.5 0.077 – 0.167 Nitrogen Copper receiver, channel flow

(Iwaki et al., 2009) Hokkaido University 1088 0.0166 203 N/A N/A Water 266 mm aluminium mirror

(Gilpin, 2015)
University of Southern

California
1400 – 2500 0.5 - 3.96 237-400 N/A N/A Ammonia

Phase change material. 100 W power generation
thermophotovoltaic

N/A represents the information not available.

* Experimental data is highlighted in bold text.

A performance comparison in terms of specific impulse and thrust of the propellant-
based propulsion systems is presented in Figure 2.2. STP system performance data is
found in Table 2.3 and for all other propulsion system performance data refer to Table
A.1 in Appendix A. Figure 2.2 assists with characterising the small satellite propulsion
technologies based on their thrust and specific impulse levels as defined by Table 2.4.

Table 2.4: Classification of propulsion technologies in terms of performance characteristics

Quadrant Performance boundary Propulsion Technologies Recommended application
Thrust [N] Specific Impulse [s]

I Low High Electrospray, PPT, Ion and HET
Slow orbit transfers (such as interplanetary) and high

precision pointing
II Low Low Cold gas, Resistojet and MEMS solid propellant Small orbit correction manoeuvres and attitude control

III High Low Cold gas, resistojet and MEMS solid propellant
Small orbit correction manoeuvres (such as orbit insertion,

de-orbit or collision avoidance)

IV High High Monopropellant, bipropellant, solid propellant and STP
Fast orbit transfers when good stability is not a requirement

(for example space debris removal)

Quadrant I contains the high performing low thrust electrostatic and electromag-
netic propulsion systems that are limited to low thrust trajectories or precision manoeu-
vres. Their high specific impulse values make them suitable for interplanetary mis-
sions. Cold gas and electrothermal (resistojets) propulsion systems occupy both quad-
rant II and III due to their low specific impulse and flexibility of thrust levels. This
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Figure 2.2: Classification of available propulsion systems applicable to small satellites based on specific im-
pulse and thrust. Power levels for the electric thrusters are below 200 W except for those circled. The upper
limit (blue dashed lines) of low thrust trajectories is shown for a spacecraft with a mass of 10 and 100 kg.
The lower limit (red dashed lines) of Hohmann transfer segment trajectories is also shown for a 10 and 100 kg
spacecraft. (Refer to Table 2.3 and Table A.1 for thruster data represented by markers for each propulsion type).

makes these systems desirable for attitude control and small orbit correction manoeu-
vres. The MEMS solid propellant prototypes are characterised independently due to
their low specific impulse and are located in quadrant III. These MEMS propulsion sys-
tems are suitable for small orbit correction manoeuvres. Quadrant IV features the ma-
jority of the chemical propulsion technologies as well as STP systems. Fast transfers that
use Hohmann transfer segments can be performed with these systems. The upper and
lower limit of low thrust and Hohmann transfer trajectories respectively for a spacecraft
with a mass of 10 and 100 kg spacecraft is also shown in Figure 2.2. STP offers a unique
thrust and specific impulse range that is not currently obtainable with current alterna-
tive propulsion technologies. It can be stated that further optimisation or combination
of propulsion systems could extend the capabilities to areas not covered in Figure 2.2.

2.3. SOLAR THERMAL PROPULSION SYSTEM ARCHITECTURE

The results from the in-depth review of STP provide the performance characteristics re-
quired to develop an STP system that can be used in the comparative cost analysis. The
system architecture and associated assumptions and performance characteristics of the
STP system that will be used in the cost analysis are discussed in this section.

Experimental results for small-scale STP systems presented in Table 2.3 indicate an
acceptable design thrust and a chamber pressure of an STP system is 1 N and 2 bar re-
spectively. This thrust value is on par with the state-of-the-art monopropellant systems
presented in Chapter 2.2.2. An STP system can operate with a propellant temperature of
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2500 K as it is feasible with existing materials, such as Graphite and Rhenium, although
the current maximum temperature of the experimental results in Table 2.3 is between
2000 and 2300 K. The dissociation of the propellant was neglected for this preliminary
investigation into STP applications.

In order to select a propellant, an investigation was conducted on various propellants
based on their specific impulse and velocity increment per propellant volume versus the
power required to heat the propellant. The investigation assumes a 100 kg spacecraft to
perform a lunar insertion manoeuvre starting from Geostationary Transfer Orbit (GTO).
The velocity increment for this analysis is taken as 1600 m/s (Sheehy, 2016). The ideal
velocity change, ∆V , which represents the performance capabilities of the propulsion
system relative to a specific spacecraft is a function of the propellant mass, mp , and the
initial spacecraft mass, msc , and is defined as

∆V = g Isp
mp

msc
. (2.1)

The propellant mass can be calculated from

mp = msc

(
1−e

(
− ∆V

Isp g

))
. (2.2)

The power, Q̇, required to heat up the propellant is defined as

Q̇ = ṁ
(
H f −Hi

)
(2.3)

where, Hi and H f is the initial and final enthalpy of propellant and ṁ is the propel-
lant mass flow rate. By reducing the power required to heat the propellant the size of the
concentrator may be reduced.

Common propellants that have been proposed for STP systems include Ammonia,
Hydrazine, Hydrogen, and water. Often Helium or Nitrogen are used during testing
phases due to their benign nature. Hydrazine was excluded as a propellant candidate
due to safety concerns and the potential ban that may be imposed in the future.

Figure 2.3a illustrates the specific impulse, Isp , (Equation 1.4, assuming constant
thrust and mass flow rate) versus the power, Q̇, required to heat various STP propellants
to a final temperature of 1000 K to 2500 K. Hydrogen is shown to be an excellent choice
due to its high specific impulse values. However, Figure 2.3b shows Hydrogen does not
meet the minimum velocity increment per propellant volume to achieve a mass frac-
tion of less than 50%5 for a 100 kg satellite6 for a ∆V requirement of 1600 m/s7 due to its
poor storage density. Hydrogen also suffers from boil-off and therefore is not suitable for
long-term storage on-board small-satellites.

Suitable propellant candidates for small satellite missions are Ammonia and water
as proposed by the work of Kennedy (2004); Kennedy et al. (2004). Ammonia’s self-
pressurising capability is advantageous as it eliminates the use of a pressurant system.
It also offers higher performance over other propellants that can be stored as a liquid

5This requirement is discussed in Section 2.4.
6This corresponds to the lower bound of mini-satellites in terms of mass. A satellite volume of 100 x 60 x 60 cm

is assumed for this investigation.
7This requirement is also discussed in Section 2.4.
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at ambient temperature and pressure lower than 10 bar such as Butane (Guerrieri et al.,
2017). However, Ammonia is toxic (NFPA 704 health rating of 3) and may not be a suit-
able candidate if the mission requires a safe and green propellant. On the other hand,
water offers an approximate 20% benefit in velocity increment per volume of water com-
pared to Ammonia (Figure 2.3b) for only a 10% loss in specific impulse for the proposed
lunar mission. Challenges with using water as a propellant include potential freezing,
thruster corrosion, two-phase flow and the requirement of a pressurant system. Based
on the above results, two STP systems will be evaluated in the next sections, one using
Ammonia and the other water as the propellant.

(a) (b)

Figure 2.3: Graphs showing (a) specific impulse and (b) velocity increment per propellant volume versus ther-
mal power required from concentrator to achieve a ∆V of 1600 m/s for a 100 kg spacecraft. The thermal power
is determined based off a final propellant temperature of 1000 K to 2500 K, a design thrust of 0.5 mN to 2 N,
an expansion ratio of 100 and a chamber pressure of 2 bar. Specific heat ratio calculated as a function of the
average propellant temperature. The dotted line in (b) indicates the minimum ∆V per propellant volume to
achieve 1600 m/s with a mass fraction of 50%, assuming the propellant is stored as a liquid at 1 MPa.

2.4. LOW-COST MISSION ANALYSIS

2.4.1. SCENARIO DESCRIPTION
As mentioned in Section 2.1 four scenarios are analysed to identify which propulsion
technology provides a more cost-effective solution as a function of the required ∆V . Ta-
ble 2.5 provides these scenario and the ∆V required. Additional system constraints that
are used to eliminate propulsion technologies for each scenario are listed as follows:

1. Power required shall not exceed 200 W

2. Transfer time required shall not exceed 1 year

3. Propellant volume shall not exceed 30% of the total volume of the satellite

4. Propellant mass shall not exceed 50% of the gross mass. (The propellant mass
fraction was increased to 0.52 for the lunar mission to allow for the inclusion of
monopropellant systems).
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Table 2.5: Sample propulsion manoeuvre ∆V requirements for a 120 kg satellite assuming a 0.71 x 0.6 x 0.6 m
volume envelope.

Scenarios ∆V [km/s]* Comment
1) Small on-orbit manoeuvre 0.02 Values obtained from Wertz et al. (2011).
2) LEO station-keeping for 3 years (Customer driven satellite) 0.2 Values obtained from Wertz et al. (2011).
3) LEO station-keeping for 3 years (University driven satellite) 0.2 Values obtained from Wertz et al. (2011).

4) GTO to lunar orbit transfer manoeuvre 1.6
A delta-V of 1600 m/s can be derived using patched conic
techniques (Sheehy, 2016) to deliver a spacecraft with a mass of
120 kg from GTO to a lunar orbit.

* For simplicity the ∆V was kept constant for all propulsion technology systems and did not incorporate the penalties incurred by low-thrust systems which result in

a spiral transfer trajectory. The consequence of this assumption leads to a lower propellant mass and volume of the electric propulsion systems compared to reality.

A mini-satellite configuration that fits within the dimensional envelope of the Ari-
ane 5 Structure for auxiliary payloads (0.6 x 0.6 x 0.71 m) was used in the investigation
with a mass constraint of 120 kg. Based on this satellite configuration it is assumed that
the peak power available is 200 W (Tatry and Claire, 2004), which is based off the Myriade
peak power requirement, a platform of similar sizing. This assumption is favourable to
high power electric propulsion systems as not all the power budget would be available
to a single subsystem. An orbit transfer time of one year is imposed for the lunar mission
case, based off the SMART-1 mission 8. The propulsion mass fraction relative to the ini-
tial spacecraft mass for Delta class planetary missions are between 50 and 60% (Myers
et al., 1994). Therefore, as an upper limit a constraint of 50% has been set for the propel-
lant mass fraction. A propellant volume constraint of 30% relative to the spacecraft total
volume is also set to ensure high storage density.

The∆V budget for each scenario is assumed to be a specific value, as presented in Ta-
ble 2.5, and is independent on the selected propulsion technology used. This simplifica-
tion results in a lower ∆V budget than reality for low-thrust electric propulsion systems
due to additional losses as a result of their spiral transfer trajectory. The largest devia-
tion from reality would occur for the scenario with the highest∆V budget, i.e the GTO to
lunar orbit transfer manoeuvre. Therefore, to ensure this assumption is acceptable, the
Hall propulsion technology system was evaluated assuming a more realistic ∆V budget
of 3.2 km/s. This value is for a low-thrust Earth-escape trajectory using a lunar flyby (Pa-
pais et al., 2020). It was found that this assumption led to a 9.9% and 2.2% reduction in
the propellant mass and volume fraction respectively. This only reduces the total cost
indicator, described by Equation 2.4 in Section 2.4.2, by 1.2% and thus the assumption is
considered to be reasonable. However, the reader should be aware of this improvement
when comparing electric propulsion systems with similar total cost indicator values to
that of chemical propulsion technologies such as STP for high ∆V missions.

Table 2.6 presents the propulsion technologies identified in Section 2.2 and their
applicability to each mission scenario based on the constraints provided in Table 2.5.
Only propellant-based propulsion systems were investigated. Therefore solar sails are
not included. Electrospray thrusters were also neglected due to their applicability being
more favourable to accurate attitude control because of their low thrust levels (order of
a few micro-Newton) compared to the other state-of-the-art propulsion systems. This
analysis focused on high thrust solid propellant propulsion systems that have flight her-
itage and neglected MEMS solid propellant systems. Although it would be interesting

8ESA, https://earth.esa.int/web/eoportal/satellite-missions/s/smart-1, accessed 16 July 2018

https://earth.esa.int/web/eoportal/satellite-missions/s/smart-1
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to further extend this investigation to include other propulsion systems such as hybrid
propulsion systems and water resistojet systems, this work aims to compare STP systems
with current mature propulsion systems. Therefore a low TRL (<5) was used as a “cut-
off criterion” to eliminate options that require the same or longer development process
compared to STP systems. In other words, the only low TRL (< 5) propulsion systems
analysed in this study were the STP systems.

Table 2.6: Feasibility matrix of mapping mission applications to propulsion technologies

Propulsion system
Small on-orbit

manoeuvre
LEO station-keeping

for 3 years
GTO to lunar

transfer manoeuvre
Reason for exclusion (7)

Cold Gas 3 7 7 Does not meet the volumetric requirement. For GTO to lunar mission the
cold gas system also does not meet the mass requirement.

Monopropellant 3 3 3
Bipropellant 3 3 3
Solid (not MEMS) 7 7 3 Operational constraint of the system and the high thrust level of the STAR

4G thruster (258 N).
Resistojet 3 3 7 Does not meet the mass constraint.
Ion Engine 3 3 7 Does not meet the time constraint.
Pulsed Plasma 3 3 7 Does not meet the time constraint.
Hall Thruster 3 3 3
STP Concept 3 3 3

2.4.2. TOTAL COST INDICATOR
Sellers et al. (1998) proposed a useful indicator, TCI, that can be used to compare propul-
sion systems in terms of the total cost of the propulsion system, where high values repre-
sent high-cost systems, and low values represent low-cost systems. This indicator evalu-
ates the total cost of various propulsion technologies and includes costs incurred during
all phases of the mission.

TCIi , j =
(

Ci , j

max
[
C

(
:, j

)] )
100, (2.4)

Sellers et al. (1998) proposed a nine-dimensional cost model to determine the total
cost of a propulsion system (Equation 2.5). The nine cost dimensions are defined in
Table 2.7. Each cost dimension, x, is scaled to a value between 0 and 100, where again
high values represent high-cost, and low values represent low-cost. The total cost, C , is
a function of costs associated with performance, hardware, and mission operation,

Ci , j =
9∑

k=1
w j ,k xi , j ,k (2.5)

where i represents the specific propulsion technology, i = [1, . . . ,14] (see Table 2.8
for propulsion system numbering) and j is the scenario being investigated j = [1,2,3,4]
(as provided in Table 2.9). The weighting factor w applied to each scaled cost dimen-
sion is defined in Table 2.9 and Figure 2.4 shows the matrix representation of the nine
cost dimensions as a function of propulsion technology and scenario. The next sections
discuss the cost criteria and weighting factor in more detail.



2.4. LOW-COST MISSION ANALYSIS

2

33

x1,1,9 x1,2,9 x1,3,9 x1,4,9

x2,1,9 x2,2,9 x2,3,9 x2,4,9

x3,1,9 x3,2,9 x3,3,9 x3,4,9

...
...

...
x14,1,9 x14,2,9 x14,3,9 x14,4,9

x1,1,8 x1,2,8 x1,3,8 x1,4,8

x2,1,8 x2,2,8 x2,3,8 x2,4,8

x3,1,8 x3,2,8 x3,3,8 x3,4,8

...
...

...
x14,1,8 x14,2,8 x14,3,8 x14,4,8

x1,1,7 x1,2,7 x1,3,7 x1,4,7

x2,1,7 x2,2,7 x2,3,7 x2,4,7

x3,1,7 x3,2,7 x3,3,7 x3,4,7

...
...

...
x14,1,7 x14,2,7 x14,3,7 x14,4,7

x1,1,6 x1,2,6 x1,3,6 x1,4,6

x2,1,6 x2,2,6 x2,3,6 x2,4,6

x3,1,6 x3,2,6 x3,3,6 x3,4,6

...
...

...
x14,1,6 x14,2,6 x14,3,6 x14,4,6

x1,1,5 x1,2,5 x1,3,5 x1,4,5

x2,1,5 x2,2,5 x2,3,5 x2,4,5

x3,1,5 x3,2,5 x3,3,5 x3,4,5

...
...

...
x14,1,5 x14,2,53 x14,3,5 x14,4,5

x1,1,4 x1,2,4 x1,3,4 x1,4,4

x2,1,4 x2,2,4 x2,3,4 x2,4,4

x3,1,4 x3,2,4 x3,3,4 x3,4,4

...
...

...
x14,1,4 x14,2,4 x14,3,4 x14,4,4

x1,1,3 x1,2,3 x1,3,3 x1,4,3

x2,1,3 x2,2,3 x2,3,3 x2,4,3

x3,1,3 x3,2,3 x3,3,3 x3,4,3

...
...

...
x14,1,3 x14,2,3 x14,3,3 x14,4,3

x1,1,2 x1,2,2 x1,3,2 x1,4,2

x2,1,2 x2,2,2 x2,3,2 x2,4,2

x3,1,2 x3,2,2 x3,3,2 x3,4,2

...
...

...
x14,1,2 x14,2,2 x14,3,2 x14,4,2

x1,1,1 x1,2,1 x1,3,1 x1,4,1

x2,1,1 x2,2,1 x2,3,1 x2,4,1

x3,1,1 x3,2,1 x3,3,1 x3,4,1

...
...

...
x14,1,1 x14,2,1 x14,3,1 x14,4,1

Cost dimension (k)

Scenario (j)P
ro

p
u

ls
io

n
te

ch
n

o
lo

gy
(i

)

Figure 2.4: Matrix representation of the cost dimensions used to determine the total cost of a propulsion sys-
tem for a specific scenario.

Table 2.7: Cost criteria proposed by Sellers et al. (1998) and functions used to assist in determining its relative
value

Cost Dimension Group Cost Dimension Dependency Function to calculate value
Performance cost xi , j ,1: Propellant mass Mission requirements &

propulsion technology
Propellant mass mp is calculated as a function of ∆V , specific impulse Isp

and the mass of the spacecraft ms/c ,

xi , j ,1 =
(

(mp )i , j

max[mp (:, j)]

)
100,mp = ms/c

(
1−e

(
−∆V
g Isp

))
xi , j ,2: Propellant volume Mission requirements &

propulsion technology
Propellant volume vp is calculated as a function of propellant mass and
density ρp ,

xi , j ,2 =
(

(vp )i , j

max[vp (:, j)]

)
100, vp = mp

ρp

xi , j ,3: Thrust time Mission requirements &
propulsion technology

Thrust time t f is calculated as a function of the thrust F , ∆V and specific
impulse,

xi , j ,3 =
( (

t f
)

i , j

max
[
t f (:, j)

])100, t f = ∆V
F

ms/c
(1+3Vr +3V 2

r )
where Vr = ∆V

6g Isp

xi , j ,4: Power required Propulsion technology Electrical power required Q̇el is given in in Table 2.8. For non-electric
propulsion systems data is obtained from literature. For electric propulsion
systems, the value was calculated as a function of the thrust level, specific
impulse, and thruster efficiency, Q̇el = Q̇el

(
ηel ,F, Isp

)
xi , j ,4 =

(
(Q̇el )i , j

max[Q̇el (:, j)]

)
100,Q̇el is given in Table 2.8

Hardware cost xi , j ,5: System price Propulsion technology + Number
of propellant tanks

Estimated from literature or quotations if available plus $1000 per
propellant tank (assuming each tank is spherical and can hold 0.5 (small
∆V mission), 5 (medium ∆V mission), and 10 litres (large ∆V mission) of
propellant )∗.

xi , j ,5 =
(

(Price)i , j

max[Price(:, j)]

)
100,Price = hardware price, given in Table 2.8, plus

the total tank cost as described above.
Associated mission cost† xi ,:,6: Safety cost Propulsion technology A qualitative Pugh matrix comparison was performed, Table Table B.4,

based on propellants health, flammability and reactivity rating (based on
the NFPA 704 standard).

xi ,:,7: Logistic cost Propulsion technology A qualitative Pugh matrix comparison was performed, Table Table B.5,
based on the NFPA 704 rating, storage pressure and availability.

xi ,:,8: Integration cost Propulsion technology A qualitative Pugh matrix comparison was performed, Table Table B.3,
based on thrust level (effect on attitude control), thermal control system,
the effect on payload and failure potential during integration.

xi ,:,9: Technical risk cost Propulsion technology A qualitative Pugh matrix comparison was performed, Table Table B.2,
based on TRL, flight heritage, and the number of components.

∗ The value is based on the assumption that a single propellant tank is approximately of the order of 1% and that two tanks would be two times more costly.
† Table B.1 provides the scaled cost dimension related to mission costs that is used in Equation 2.5. These costs are independent of the scenario.
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Table 2.8: System data used in propulsion technology comparison analysis

i Propulsion system Propellant Thrust [N]
Specific

Impulse [s]
Power [W] TRL

Estimated
Hardware

Price†[ x $ 1000]
Ref.

1 Cold gas Nitrogen 0.12 65 1.5 9 45 (Moog, 2017b)
2 Monopropellant Hydrazine 1 227.5 18 9 249 (Moog, 2013)
3 Monopropellant LMP-103S 1 235 8 8 233 (Moog, 2013)
4 Monopropellant AF-M315 1 235 12 6 233 (Spores et al., 2013)
5 Bipropellant MMH/NTO 22 294 10 9 300 (Moog, 2017a)
6 Solid Star 4G: HTPB + AP 258 276 0 6 710 (Grumman, 2008)
7 Resistojet Ammonia 0.01 150 15 5 100 (Busek, 2013)
8 Resistojet SSTL: Butane 0.5 80 15 9 100 (SSTL, 2014)
9 Ion Engine BIT-1: Xenon 0.00115 1600 28 5 150 (Busek, 2017)
10 Ion Engine BIT-3: Xenon 0.000185 2100 86 5 150 (Busek, 2017)
11 Pulsed Plasma PPTCUP: PTFE 0.00004 655 2 6 200 (Busek, 2016b)
12 Hall thruster BHT-200: Xenon 0.013 1375 200 8 125 (Busek, 2016a)
13 STP concept Ammonia 1 355* 1.5 3 250
14 STP concept Water 1 322* 1.5 3 250
* Temperature at 2500 K ignoring dissociation effects

†Estimated hardware prices obtained from Sellers et al. (1998) and Sheehy (2016).

Table 2.9: Weighting factors for the considered mission scenarios as defined by Sellers et al. (1998)

Weighting Factor* Small on-orbit manoeuvre LEO station-keeping for 3 years GTO - lunar Mission
w j ,k ( j =1) Traditional approach ( j =2) Non-Traditional approach ( j =3) ( j =4)
8 (most important) System Price Propellant mass System Price Transfer time
7 Integration cost Propellant volume Integration cost System Price
6 Logistic cost Technical risk Safety cost Safety cost
5 Safety cost Integration cost Logistic cost Logistic cost
4 Power required Logistic cost Technical risk Integration cost
3 Propellant volume Safety cost Propellant mass Technical risk
2 Technical risk System Price Propellant volume Propellant volume
1 Propellant mass Power required Power required Propellant mass
0 (least important) Transfer time Transfer time Transfer time Power required
* Sellers et al. (1998) proposed a simple linear weighting scale, with 0 being the least important and 8 the most important criteria,

is applied in this analysis.
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COST DIMENSION

Traditional cost reduction approaches for satellites focused on only minimising the mass
of the system. However, Dean and Unal (1992) highlights that this approach may lead
to more expensive results as a result of increased costs associated with the increase in
system complexity required in order to obtain systems with high mass efficiency. The
works of Fad and Summers (1988) and Noble and Tanchoco (1990) emphasize the need
to include both financial and functional justification throughout the design process to
produce a final design with a high-performance relative to a good cost-efficiency. This
approach forms the basis of Sellers et al. (1998) nine cost dimensions which are based
on cost drivers related to all phases of a mission. A brief overview of the nine cost di-
mensions is provided in this section for completeness9. Table 2.7 indicates the nine
cost criteria and their associated dependency on either the mission requirements, the
propulsion technology or both.

As mentioned above, mass is an important aspect of determining the cost of a propul-
sion system for a small satellite but not the only determining factor. Obviously, the sys-
tem price (cost to develop/purchase/manufacture the propulsion system) is also impor-
tant to determine the overall cost involved. However, if only the system price is consid-
ered, the overall costs may be expensive due to the recurring operational or logistical
costs. Therefore, the total cost of the propulsion system is a complex variable.

System price estimation is a challenging task for low TRL systems such as STP sys-
tems. For this study, the hardware price of the STP system was based on the green mono-
propellant systems as the propellants used for the STP systems (water and Ammonia10)
are significantly less hazardous than hydrazine. It is assumed that the STP systems have
similar components (tank, thruster, and plumbing) as the green monopropellant sys-
tems which are commercially available plus the addition of low-cost solar concentrators.
An example of an affordable mirror choice could be aluminium for rigid designs or thin
polymide films coated with silver using spray casting techniques11 for inflatable concen-
trators (Clayton and Gierow, 1992). However, mirror costs can increase when improving
the level of precision. The final hardware price of the STP system was estimated to be
$250k. It should be stated that this assumption does not include the development cost
required to get STP to a mature level. Note that there is still a large amount of develop-
ment required for STP systems, which will significantly increase its total cost. Therefore
by neglecting the development cost in this analysis, it is assumed that STP represents
a mission-enabling technology (high thrust and high specific impulse) where repeated
missions are possible. A sensitivity analysis of the STP hardware price is provided in the
results section to provide more insight. The system price of each propulsion technol-
ogy is the estimated hardware price stated in Table 2.8 plus $1000 per propellant tank
required to achieve the mission ∆V . This method is also proposed by Sellers (1996).

Regarding performance costs, the volume is also critical on small satellites. Also, the
total time to complete the thrusting needed to achieve the required ∆V is a concern be-
cause the spacecraft lifetime is limited to the total dose of ionising radiation it can han-

9The interested reader can refer to Chapter 2 of Sellers (1996) for a detailed explanation of how the total cost
of a propulsion system is described by the nine-dimensions.

10Hydrogen was not considered due to its disadvantages for long-term storage on-board small satellites.
11Spray casting does not require a vacuum chamber as is the case for sputtering and vacuum evaporation.
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dle that occurs in certain orbits (for example: through the Van Allen belts). Therefore,
low-thrust propulsion systems can result in extra exposure time. Lastly, electrical power
should also be included as this additional cost is significant for electric propulsion sys-
tems (Chemical propulsion systems have an advantage). All the performance costs can
be calculated based on the mission and scenario and ∆V budget. The method of ob-
taining values for the performance costs is also presented in Table 2.7. The performance
costs are calculated using equations that are functions of the mission requirements and
the propulsion technology as proposed by Sellers (1996).

The total cost of the propulsion system also involves mission costs (expenses re-
lated to facilities and personal) that are dependant on the propulsion technology se-
lected such as safety, logistics, technical risk and integration costs. When developing,
integrating, and testing satellites, personal safety is important, which attributes to the
total cost. These costs include personal protective equipment and infrastructure, such
as propellant leak detectors and safety values or temperature control systems to ensure
safe propellant storage inside tanks. Costs associated with logistics include propellant
availability and the transportation and handling of the propellant at the launch site and
internal facilities. Integration cost relates to costs connected to placing and operating
the propulsion system on-board the satellite. For example, these costs include the effect
the propulsion system has on the attitude control, the thermal control, the operation
of payload and the probability of failure. The last dimension in the cost paradigm is
the technical risk cost. For example, although new technology may seem promising the
inherent risk to the mission due to low TRL has to be compared with space-qualified
systems which are safer, this is essential for small satellite missions as they are often sec-
ondary payloads. The number of components is also part of the risk costs, by reducing
the number of components of the propulsion system, the simpler the design, and the
lower the cost.

Sellers (1996) states that associated mission costs are based on qualitative and sub-
jective engineering judgement that he based on his own experience. To reduce the sub-
jective nature in determining the associated mission cost criteria values, this work pro-
poses the use of using Pugh Matrix tools with values obtained from literature or calcu-
lated where possible. This provides a standardised qualitative comparisons. The scaled
associated mission cost criteria provided in Table B.1 were derived using the Pugh Matrix
tool (Table B.2 to B.5). The Pugh matrices received a scoring between +2 (cost-effective)
and -2 (expensive) based on the key provided in Table B.6. For this analysis, each criteria
in the Pugh Matrix was given equal weighting. To improve the confidence level of this
method, a sensitivity analysis was conducted on the weightings and is provided in Ap-
pendix B. The results confirm that for the purpose of comparison for this study the use
of using equal weighting is deemed acceptable.

WEIGHTING FACTOR

The mission scenario dictates the importance of each cost dimension and thus each sce-
nario results in a unique weighting scale defined by the mission planner. In this case, the
weighting scale provided by Sellers et al. (1998) (0 to 8) was used and presented in Table
2.9. First the weighting factors attributed to the LEO station-keeping scenario is dis-
cussed, followed by the on-orbit manoeuvre and finally the GTO to lunar orbit transfer
scenario. Refer to Sellers et al. (1998) for a detailed description of the weighting factors.
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For the LEO station-keeping scenario, two design approaches are evaluated to deter-
mine the weighting factor of each cost dimension. The traditional design approach (or
customer-driven approach) gives propellant mass and volume priority with a weight-
ing factor of 8 and 7, respectively. Other cost dimensions that affect the performance of
the mission, such as technical risk and integration, are the next important dimensions
and receive a weighting factor of 6 and 5, respectively. This is because traditional design
approaches are funded by a customer who benefits from a high performing satellite to
obtain good quality services for example obtaining high resolution images of the Earth
surface. The other cost dimensions such as logistics (w2,7 = 4), safety (w2,6 = 3) and sys-
tem price (w2,5 = 2) receiver lower weights as the mission planner chooses to trade-off
the cost of these dimensions over propellant mass and volume, which increases the mass
and volume available for the payload. Whereas the non-traditional approach, for exam-
ple in the case of a university driven project, performance is more likely to be sacrificed
over aspects such as reducing the system price (w3,5 = 8), and costs related to integra-
tion (w3,8 = 7) (such as payload operation and attitude control), safety (w3,6 = 6) and
logistics (w3,7 = 5). Additionally, these missions can incorporate higher risk, and thus
the technical risk dimension are less of a concern, w3,9 = 4, compared to the traditional
design approach. For station-keeping manoeuvre the thrust time is not essentional and
therefore receives the least importance weighting, w2,3 = w3,3 = 0.

The small on-orbit manoeuvre scenario allows for a trade-off in performance costs
such as propellant volume (w1,2 = 1), propellant mass (w1,1 = 3), technical risk (w1,9 =
2) and thrusting time (w1,3 = 0) over reducing the system price (w1,5 = 8), integration
(w1,8 = 7), logistics (w1,7 = 6) and safety (w1,6 = 8). The reason for this is due to the very
low∆V requirement (20 m/s) and thus low variation in propellant mass and volume over
the total spacecraft mass and volume for the various propulsion systems.

For the large orbit transfer scenario to lunar orbit the satellite’s residence time in the
Van Allen belt is proportional to the amount of radiation exposed to the satellite. This
increase in exposure results in thicker shielding and therefore higher total satellite mass
and cost to protect sensitive components (Dyer et al., 1995). In some cases, higher radi-
ation resistant components are also needed which could increase the cost significantly.
For the lunar scenario, the transfer time criterion receives the highest weight scale, an
8, to reduce the time spent in the Van Allen belt (Sellers et al., 1998). Often payloads
do not operate during the orbit transfer. Therefore, a spacecraft that reaches the final
target faster is more beneficial to the customer. Power can be described as the least im-
portant criteria assuming the payload only requires to function after the orbit transfer.
Thus, all the spacecraft power is available for the propulsion system during this time. As
small satellites are often secondary payloads on a launcher, higher preference is given to
safety and logistics to increase the flexibility and compatibility with various launch ser-
vice providers over performance, as not all launch facilities/launch vehicles can handle
dangerous propellants.

To minimise the subjective nature of the using Sellers’ weighting factors, given in
Table 2.9, a sensitivity analysis was conducted to analyse all possible permutations of
the weighting factors. This was done to statistically analyse the total cost indicator of the
various propulsion technologies to assist with identifying cost-effective systems.
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FUTURE STP SYSTEMS

In addition to the above propulsion systems, future water and Ammonia STP systems
were analysed. These future STP systems are defined as matured flight tested systems to
those provided in Table 2.8. The future STP systems are assumed to be mature with a TRL
of 9 and have been flight tested; this would be the case if there is a definitive need for STP
systems. This increase in maturity reduces the cost associated to the technical risk cri-
terion (referring to Table B.1 and B.6, the future STP systems receive a ‘+2’ for both TRL
and flight heritage while the simplicity of the system remains unchanged). The techni-
cal risk cost given in Table B.1 reduces from 100 to 40 for the future STP systems. In this
analysis, the performance cost is linked to the propellant mass and volume, the transfer
time and the electrical power required to operate the system which are related to spe-
cific impulse, thrust and electrical power. These performance parameters are assumed
to remain unchanged for a more conservative approach although if higher receiver tem-
peratures are attainable which may be possible in more mature STP systems, the specific
impulse value can increase. The reader should bear in mind that by the time these future
STP systems could exist, improvement in the other propulsion systems would be possi-
ble. However, all the other propulsion systems received a +2 for flight heritage. There-
fore, the most the conventional systems could improve in this regard is 2 for systems that
have a 0 for TRL.

2.5. RESULTS
In this chapter, the various propulsion technologies12 were compared to each other in
terms of the dimensionless total cost indicator presented in Section 2.4. The results for
the four scenarios are shown in Figure 2.5 in ascending order of cost, low-cost systems
are on the left and high-cost systems on the right.

PPTs offer a low-cost solution that fit the small on-orbit mission requirements, due
to its low electrical power demand of 2 W to produce a relatively high specific impulse
of 655 s and because of the ease of handling, transporting and storing of the solid PTFE
propellant. Although cold gas systems offer the worst propellant mass and volume frac-
tions due to their low specific impulse of 65 s and low density of Nitrogen 200 kg/m3, the
system achieves a low total cost indicator. This low value is due to the cold gas systems
having the lowest hardware price and complexity resulting in the lowest costs associated
with price, risk, safety, and integration. The system operates at a high pressure of 200 bar
which increases the logistics costs compared to the solid propellant of the PPT system.
The use of solar thermal propulsion leads to one of the least cost-effective technologies
for small on-orbit manoeuvres due to the relatively high assumed hardware cost and in-
tegration costs, due to the inclusion of the concentrator. Cold gas propulsion systems
are the most common technology currently used for small on-orbit manoeuvres and are
shown to be one of the most cost-effective options13.

12The reader is reminded that not all the propulsion options are ranked for all scenarios due to certain systems
being excluded based on the requirements (Table 2.6).

13This result is expected and provides some validity of the approach used. In addition the STP systems are one
of the most costly technologies, which also makes sense as the additional complexity, low TRL, and moderate
system price do not justify the use of STP for small ∆V manoeuvres on-board small satellites.
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Figure 2.5: Total cost indicator comparison for various propulsion technology for the four scenarios: (a) small
on-orbit manoeuvre, (b) a GTO to lunar orbit transfer scenario, (c) a LEO station-keeping scenario following a
traditional approach and (d) a LEO station-keeping scenario following a non-traditional approach. The total
cost indicator is based on the weighting factors presented in Table 2.9.
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Low powered electric propulsion systems are cost-effective solutions to both the LEO
station-keeping scenarios (both the traditional and non-traditional approach), as pre-
sented in Figure 2.5c and 2.5d. However, the Butane resistojet shows that a potential
40% reduction in the total cost indicator can be achieved if a trade-off in performance
is acceptable. In other words, Butane resistojets are more cost-effective solutions when
mass and volume budgets can be increased. Green monopropellant options are the most
cost-effective chemical propulsion system. Once again, the STP systems are expensive
options for both design approaches. Table 2.10 shows the propellant mass fraction for all
the propulsion systems applicable for the GTO to lunar mission. Based on Table 2.10 and
Figure 2.5b, the water-STP system is the most cost-effective solution when propellant
mass fractions less than 40% are required for GTO to lunar orbit transfer missions. This
propellant mass fraction provides a 10 to 13% improvement over green monopropellant
systems, which translates into a 430 to 540 m/s gain in ∆V . The benefit of using water
over Ammonia regarding the total cost indicator is due to the inert, non-toxic, abundant
availability, higher density impulse, and low cost of water at the expense of a minor pro-
pellant mass penalty. The Hall effect thruster offers the fourth lowest total cost indicator.
A significant disadvantage of this thruster is the long transfer time of approximately one
year.

Table 2.10: Propellant mass fractions for propulsion systems applicable for the GTO to lunar orbit mission

Propulsion System Propellant mass fraction [%]
3 - Monopropellant (Hydrazine) 51.2
4 - Monopropellant (LMP-103S) 50.0
5 - Monopropellant (AF-M315E) 50.0
6 - Bipropellant (MMH/NTO) 42.6
7 - Solid (Star 4G) 44.6
12 - Hall (Xenon) BHT-200* 11.2
13 - STP (Ammonia) 36.8
14 - STP (Water) 39.7
* Propellant mass fraction calculated assuming 1600 m/s and did not

incorporate the penalties incurred by low-thrust systems.

Figure 2.5 also includes future STP systems and shows the total cost indicator for
STP can be reduced between 4.6 and 16.4 depending on the scenario by improving the
maturity of the system. This analysis identifies that STP systems are therefore the most
cost-effective solutions for mini-satellites being limited in electrical power that require
large velocity increment missions with short transfer times.

A sensitivity analysis was conducted to reduce the uncertainty obtained from esti-
mating the STP hardware price by assuming mature technology. This analysis investi-
gates the effect of increasing the STP hardware cost. Figure 2.6 illustrates that the STP
system using water is beneficial over an existing Hall thruster for the GTO to lunar mis-
sion if the estimated hardware price is less than $531,000 when a short transfer time is
critical. If a propellant mass fraction above 50% is tolerable for the desired mission, then
a combination of decreasing STP hardware price, increasing maturity and reducing risk
is required for STP systems to match or surpass the green monopropellant technologies
in terms of the total cost indicator. This conclusion further highlights the importance of
the mission requirements on the adoption of STP technology.
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Figure 2.6: Total cost indicator comparison versus STP hardware price for a GTO to lunar orbit transfer mission
using the weighting factors presented in Table 2.9.

The above mission scenarios were also analysed based on all possible permutations
of the criteria weightings to statistically analyse the total cost indicator of the propulsion
systems (Figure 2.7). The results, looking at the mean values, also show that STP are the
most cost-effective solution for applications requiring large velocity increments, as in
the case of the GTO to lunar orbit transfer mission, when a propellant mass fraction of
less than 50% is desired. This is also true if short transfer times and low power demands
are essential criteria that must be met. There are incidents where the water STP system
results in high-cost, for example the total cost indicator reaches values above 80. This
variation highlights the importance of including weighting factors. However, the inci-
dents above 80 are above the 75th percentile meaning that 75% of the possible weighting
permutations fall below 80. Therefore, for most mission cost drivers the water-based
STP is cost-effective. When comparing the statistical average of the various propulsion
systems for the GTO to lunar orbit transfer mission, Figure 2.7c, it is seen the Hall effect
thruster has a lower mean than the STP-water design. This is due to the significant pro-
pellant mass and volume, technical risk, integration and hardware price saving. How-
ever, the future STP-water design has a lower mean than the Hall thruster showcasing
that by improving the maturity and reducing the risk of the STP system can outweigh
the higher propellant mass and volume as well as integration concerns. The additional
velocity increment penalty required to compensate for a low-thrust transfer was not in-
cluded in this analysis which would result in additional mass, volume, and transfer time,
of the low-thrust propulsion systems. The increase in these performance-related cost
would result in a higher total cost indicator.

The STP concept provides thrust levels of the order of Newtons which can signifi-
cantly reduce the transfer time compared to the milli-Newton thrust level of the Hall
effect thruster. The advantage of the shorter transfer time for this mission is the space-
craft operates less in the high radiation Van Allen belt region. Reducing the time in this
area reduces the radiation protection required by the components, therefore, reducing
cost. For example, the SMART-1 mission, which uses a 367 kg satellite that used the PPS-
1350 G Hall thruster (Kugelberg et al., 2004) for a GTO to lunar orbit transfer, suffered
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Figure 2.7: Box plots of the total cost indicator comparison for various propulsion technologies and missions
(a) the small on-orbit mission, (b) LEO station keeping mission, and (c) the lunar mission. The box plots
represent the statistical results of all the possible permutations of the weighted cost dimensions (362,880 per-
mutations run for each system in the different scenarios). The central red line in the box represents the mean,
the upper and bottom edges of the box the 75th and 25th percentile and the whiskers indicate 1.5 times the
interquartile region. The outliers are indicated in red on the outside of the whiskers.
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from a 12.6% degradation in solar cell efficiency. This loss in efficiency was due to the
high-radiation space environment. UV radiation and atomic oxygen resistant films and
coatings have been investigated for solar concentrators to minimise degradation (Gross-
man and Williams, 1990). The STP total cost indicator could be reduced by reducing
the associated risk involved with this technology. This improvement could be achieved
by conducting STP initiatives and programs to develop experimental testing and flight
models.

Finally, all the mean values obtained from the statistical analysis are shown in Fig-
ure 2.8. For the GTO to lunar orbit transfer mission, the future STP-water system’s mean
provides the lowest total cost indicator if the mission requires a mass propellant fraction
less than 50%, which therefore excludes monopropellant systems. The future STP-water
system’s mean also appears in the lowest grouping of total cost indicator for lower veloc-
ity increments illustrating the potential benefit of increasing the maturity of these sys-
tems for additional applications. Table 2.11 presents this classification of the affordable
propulsion system technologies with the recommended application according to their
performance characteristics as per Table 2.4.

The results highlight the importance that STP systems are advantageous to missions
requiring fast transfer times coupled to high velocity increments, of the order of a few
kilometres per second, to reduce the residence time of a satellite in harsh environments,
such as the Van Allen belt. If a fast transfer time is not required, the mission planner can
select available electric propulsion systems. Therefore, these niche applications such
as interplanetary mini-spacecraft missions could gain from using this novel technology.
Another application that would benefit from using an STP system that may have similar
requirements is a space debris removal mission, to de-orbit dead satellites due to its ∆V
improvement (430 to 540 m/s) over monopropellants. For example, an STP system can
be used to provide orbit transfer capability to a LEO satellite that rendezvous with inac-
tive satellites and transfers them to a VLEO to ensure rapid descent and reduce potential
collisions with active satellites. This mission scenario is interesting due to the increase in
space debris regulations to ensure sustainability. Similarly, an STP system could be used
to provide a spacecraft with the capability of providing other spacecraft with fast in-orbit
refuelling and/or inspection (inspector application). The benefit of using an STP system
over a green monopropellant propulsion system is the 10 to 13% improvement in pro-
pellant mass fraction. This gain can be translated into more available payload mass (i.e.
better refuelling capacity) or more propellant stored on-board (i.e. more satellites could
be de-orbited from the increased velocity increment).
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Figure 2.8: Mean total cost indicator values from statistical results from Figure 2.7 versus velocity increment
range.

Table 2.11: Classification of propulsion technologies in terms of velocity increment and cost

Velocity increment
range

Quadrant (refer to
Table 2.4)

Low-cost propulsion technologies Recommended applications

Low (of the order of a
few m/s)

I HET, PPT and Ion engines Missions with high precision pointing requirements

Attitude control (benefit from thrust flexibility and
simplicity)

II & III Cold gas and Resistojet
Fast, small orbit insertion manoeuvre or orbit
maintenance (applicability dependant on stability
requirements)

IV Green monopropellant

Moderate (of the
order of a few

hundreds of m/s)
I HET, PPT and Ion engines Missions with high precision pointing requirements

Orbit maintenance (applicability dependant on
stability requirements)

IV Green monopropellant

High (of the order of
km/s)

I HET Slow interplanetary missions

IV Green monopropellant and water-based STP Fast orbit transfer such as space debris removal
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2.6. SUMMARY
Propulsion technologies applicable to small satellites were identified and quantitatively
compared to each other to determine low-cost systems for four scenarios based on the
total cost indicator. This method can be extended to other emerging propulsion systems
and mission concepts. The chapter supports the classification of small satellite propul-
sion technologies in terms of specific impulse, thrust, application and transfer trajec-
tory based on flown and prototype data. Table 2.11 identified four quadrants to group
propulsion systems together and provided recommended applications.

The key findings of this chapter are as follows:

1. An extensive review of STP systems with available performance characteristics in-
cluding experimental results is provided.

2. The method presented provides a reference and baseline for future small satellite
trade-off studies.

3. STP systems are profitable over current mature propulsion technologies for orbit
transfer missions that require large velocity increments coupled to a short transfer
requirement. Mission requirements that could lead to the decision of selecting an
STP system are:

(a) Electrical power requirements less than 50 W

(b) Velocity increment requirements on the range of 800 m/s to 2500 m/s

(c) Propellant mass fractions less than 50%

(d) Transfer time of the order of days.

Additionally, the results show that the water-based STP system performs better than
the Ammonia-based STP system, in terms of the cost indicator, for the four proposed
scenarios. In addition, the following applications may be considered for STP systems
such as lunar missions that require an orbit transfer from GTO to lunar orbit insertion,
a LEO inspector or a space debris removal mission that require velocity increments of
the order of km/s and fast transfer time requirements (an order of magnitude less than
competing electric propulsion systems). The fast transfer time requirement could be
desirable for satellites passing through high radiation areas such as the Van Allen Belt,
where cost saving on shielding is possible. This study promotes the research on an STP
system to increase the TRL. Results show a reduction in the total cost indicator by a factor
of 1.1 to 1.2, depending on the propellant and mission due to lower costs associated with
the technical risk currently associated with the concept. In this case, lower total cost
indicator represent lower cost systems which are more attractive.
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SOLAR ENERGY HARVESTING

USING A MICRO-ORC SYSTEM

There are painters who transform the sun to a yellow spot,
but there are others who with the help of their art and their intelligence,

transform a yellow spot into sun

Pablo Picasso, Spanish painter

This chapter presents the system layout and model of the integrated micro-ORC system,
for various working fluids such as Toluene (C7H8), Hexamethyldisiloxane (MM), and Oc-
tamethylcyclotetrasiloxane (D4). The specific objectives are: i) to determine the effect of
the critical heat flux during boiling of the working fluid, ii) to select the best working fluid
based on an optimisation that concurrently incorporates the design of the thermodynamic
cycle and the sizing of the turbine and heat exchangers, and iii) to provide insight into the
effect of the turbine efficiency on the proposed system.

The contents of this chapter have been published in:
Leverone, F., Pini, M., Cervone, A. and Gill, E., 2020. Solar energy harvesting on-board small satellites. Renew-
able Energy, 159, pp.954-972.
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3.1. INTRODUCTION
This chapter turns to the electrical power generation system, in this case a micro-Organic
Rankine Cycle (ORC) system. Research on micro-ORC systems, from a few Watts to
2 kW, has focused on solar thermal and waste energy power generation in portable elec-
tronic devices, miniature robotics, automotive industry, and remote off-grid applica-
tions (Fréchette et al., 2004; Roudy and Frechette, 2005; Orosz, 2009; Liamini et al., 2010).
However, little is known on the topic of micro-ORC systems, especially for small satellite
applications, and investigations have often neglected the sizing of the components such
as the turbine and heat exchangers (Schubert, 2012). Therefore, an investigation into
the feasibility of generating power by harvesting energy from a solar thermal propulsion
(STP) receiver on-board a small satellite is required. The satellite is assumed to be in Low
Earth Orbit (LEO) at an altitude of 700 km above the Earth, to simulate a mission with
low daylight to eclipse ratio. This chapter focuses on a micro-ORC system that meets the
manufacturing and operational constraints, such as ensuring the turbine’s smallest di-
mension can be machined with current technology, while still conforming to the perfor-
mance and volume requirements. The feasibility study is conducted by using a system
design methodology comprising a thermodynamic analysis of the micro-ORC system
with no pressure drops, where then the heat exchangers are sized and the micro-ORC is
re-analysed with the calculated pressure drops. The design approach is combined to a
genetic algorithm for the optimal exploration of the design space to minimise the total
system volume while meeting the thermal energy storage capacity requirement. Lastly, a
one-dimensional meanline1 code is used to determine the turbine efficiency of the best
design obtained from the optimisation results.

3.2. SYSTEM DESCRIPTION
A schematic of the proposed system is shown in Figure 3.1. The power generation sys-
tem can be split up into three major parts: 1) the optical system, 2) the high-temperature
receiver which also acts as a thermal energy storage (TES) system, and 3) the ORC sys-
tem. The ORC system is directly coupled with the STP receiver to reduce the number
of components by avoiding additional heat transfer loops. This coupling choice aims
at achieving a simpler and more efficient design. In the following paragraphs the de-
sign layout and choices of the proposed micro-ORC system is discussed. The propulsion
system is not analysed in this chapter.

The optical system consists of a primary mirror, a flat plate secondary mirror and
fibre optic cables, as shown in Figure 3.2. A parabolic dish was chosen, as the primary
concentrator, which concentrates solar radiation onto the secondary mirror, because it
can achieve higher concentration ratios than both spherical mirrors and Fresnel lenses
or mirrors, which suffer from spherical or chromatic aberration (Kreider, 1979). A non-
concentrating flat plate secondary mirror was included as it reduces the length of the op-
tical fibre cables required between the concentrator and the receiver, therefore making
the design more compact and simplifies the placement of the fibre optic cables (Hen-
shall, 2006a). A flat plate mirror is also simpler and easier to manufacture over improv-
ing the performance compared to concentrating secondary mirrors. The optical fibre

1The meanline code uses semi-empirical correlations to estimate losses (Pini and Van der Stelt, 2019).
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Figure 3.1: Schematic of a micro-ORC system coupled to an STP system for electrical power generation on-
board a small satellite.

bundle is made up of a number of individual cables. The diameter of the bundle can
be determined based on the number of rings as defined by Figure 3.2. The core repre-
sents the central optical fibre cable. Fibre optic cables have been included in the design
instead of directly focusing solar radiation onto the receiver to reduce the pointing ac-
curacy required and decouple the concentrator and receiver position. This decoupling
also is beneficial for the propulsion system, whereby there is more flexibility with the
position of the thruster for manoeuvring and the position of the concentrators for solar
tracking. Additionally, they provide the system with the potential to reduce the over-
all mass by replacing a single large mirror with multiple smaller ones (Henshall, 2006a).
Disadvantages of the selected optical configuration include decreased end-to-end power
efficiency, increased complexity and storage integration challenges.

r
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Incoming 
sunlight

Optical fibre bundle

3rd Ring
core
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A       A

Section A-A

Figure 3.2: Schematic view of the optical system, showing the primary and secondary mirror, as well as a cross-
sectional view of the optical fibre bundle.
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The solar radiation collected by the receiver superheats2 the working fluid that is
passed through the working fluid tubing coiled inside the insulation of the receiver, il-
lustrated in Figure 3.3a. This acts as the evaporator of the micro-ORC system. Near- and
far-term high-temperature materials that are suitable to function as receivers for STP
applications are Silicon and Boron respectively (Gilpin, 2015). Silicon has been selected
as the receiver material and heat source for this work since it is cheaper, more abundant,
and a more mature (near-term) material compared to Boron3. The receiver is assumed
to be cylindrical and is made up of a Silicon phase change material (PCM), a Graphite
container4, and uses Carbon bonded Carbon fibre (CBCF) as the insulation material.
The receiver also includes a Rhenium coating for oxidation protection. The aperture di-
ameter of the receiver is designed to accommodate all the optical fibre bundles entering
the receiver, which are part of the optical system. By using a PCM the receiver is able
to act as a latent heat energy storage system (Gilpin, 2015). An advantage of using a
high-temperature latent heat TES system is relatively constant operating temperatures;
the system operates between the solidus and liquidus temperature of the material dur-
ing the phase change process, in the case of Silicon the temperature difference is 2 K
(Datas et al., 2018). High specific energy (200-500 Wh/kg) and high energy density (500-
1000 kWh/m3) (Datas et al., 2016) are also advantages of Silicon latent heat TES system,
which are attractive qualities for ORC systems and small satellites. For high-temperature
TES systems, the capital cost is relatively small, 3–60 $/kWh and the discharge losses are
approximately 0.05 to 1% (Chen et al., 2009; Luo et al., 2015). The downfall to TES sys-
tems is the low cycle efficency5 on the order of 30-60% (Chen et al., 2009).

The thermal energy stored is crucial to ensure continuous electrical power genera-
tion during eclipse periods, therefore not limiting the operations of the small satellite
during orbit. Challenges include thermal stresses, radiation losses, and containment
of the phase change material. The inclusion of a heat transfer loop between the high-
temperature receiver and working fluid was discarded. This was because it would de-
crease the system efficiency due to the addition of another pump, as well as increase the
complexity and therefore reduce the system’s reliability. This work, therefore, investi-
gates the possibility of directly embedding the working fluid tubing inside the receiver’s
insulation, such that the maximum temperature exposed to the working fluid tubing is
20 K less than the thermal stability limit of the fluid. Chapter 5 provides an in-depth heat
transfer analysis between the PCM, insulation, and the working fluid and shows that
sufficient heat flux can be achieved with this configuration. A 20 K temperature drop is
assumed to account for uncertainty in the steady-state modelling, to ensure the design
obtained from the optimisation is feasible and does not exceed the decomposition limit
of the fluid. Experimental testing of the working fluid for various temperatures below
thermal decomposition (for example 5, 10, 15, and 20 K) over the lifetime of the power
generation (in the order of years) should be investigated in the future to strengthen the

2Superheating is the process where a fluid is heated above its saturation temperature.
3Chapter 4 provides a detailed trade-off between Silicon and Boron.
4Sealed Graphite containers with Boron Nitride (BN) liners show promising compatibility with molten Boron.

In the case of using molten Silicon, cracks form in the BN liner and therefore pure high density Graphite con-
tainers are proposed (Gilpin, 2015; Datas et al., 2020). However, further thermal cycling and contamination
testing is still required.

5Cycle efficiency is defined as the ratio of energy out over energy in.
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selection of the upper allowable temperature limit. The effect of increasing this tempera-
ture drop is investigated in Chapter 5. Steady-state calculations are performed assuming
the PCM is at its melting temperature. The corresponding radial position of the tubing
is positioned at the location where the insulation temperature is equal to 20 K below the
thermal stability limit.

The condenser radiates heat to space to condense the working fluid. It is made up
of several circular channels, a honeycomb support structure, and two thin flat sheets of
aluminium on the top and bottom, referred to as fins, as shown in Figure 3.3b. A regener-
ator as depicted in Figure 3.3c is included before the condenser to improve the efficiency
of the ORC system. It also reduces the heat transfer surface area of the receiver and con-
denser at the expense of increased complexity and mass as well as reduced reliability.
The regenerator is assumed to be a cross-flow plate-fin heat exchanger (HX) with rect-
angular channels, due to it being a compact and low-mass design and able to operate
at high temperatures. The hot vapour exiting the turbine enters the cross-flow plate-
fin HX on the hot side and the cold liquid fluid from the pump enters on the cold side,
which is perpendicular to the hot flow. A radial inflow turbine is coupled to a generator
to provide on-board electrical power. The selection of this turbine was mainly due to its
high power density, comparatively higher efficiency for low power output capacity, and
compactness, which are critical aspects for small satellite subsystems.

3.3. MODEL DESCRIPTION
In this section, the modelling of the system is described, and the sizing method of each
component shown in Figure 3.1 is discussed. This provides insight into the volume and
mass distribution of the system, which is important for satellite design and to determine
feasibility.

3.3.1. OPTICAL SYSTEM
A critical design aspect of the optical system is the volume required to store the system
on-board the satellite during launch, referred to as the stowed volume. Determining the
stowed volume of the optical system is difficult without a full design of the concentrat-
ing and deployment system. Three concentrator designs are considered in this study:
i) a rigid-fixed concentrator, ii) a rigid-deployable concentrator and iii) an inflatable-
deployable concentrator design. The total volume of a rigid-fixed design is taken as the
volume of a cylinder with the diameter equal to the primary concentrator and the height
equal to the distance between the primary dish and secondary mirror plus the thick-
ness of the secondary mirror. The stowed volume of the optical system is assumed to
be a percentage of the total volume of the rigid-fixed design assuming the same primary
dish diameter. Table 3.1 provides the stowed volume fraction and areal density of each
concentrator type.
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Table 3.1: Stowed volume fraction and areal densities of various concentrator types. The areal densities refer
only to the primary and secondary concentrators unless otherwise stated and the stowed volume of the optical
system is related to the volume of a fixed rigid design type.

Concentrator Stowed Areal Reference Comment
type volume fraction density

[%] [kg/m2]

Inflatable 0.8 - 1 0.18 - 1 (Henshall, 2006a; Pearson Jr et al., 1999; Sahara and Shimizu, 2004; Olla, 2009)
Support structure areal density is unknown for
inflatable technologies. Pressurised system
mass and volume excluded∗.

Deployable rigid 25 1.5 - 3.6 (Shaltens and Mason, 1996; Frye and Kudija, 1998; Gilpin, 2015)
Upper bound includes support and tracking
mechanisms.

Fixed rigid 100 10 - 21.2 (Kennedy, 2004)
Lower bound is a low-mass solution such as
carbon-fibre reinforced polymers versus an
aluminium design.

∗ This is a reasonable assumption if the propulsion pressurant system can be used to inflate.

An inflatable design was selected for the design and used in the optimisation to
achieve the optical system with the lowest mass and volume. The concentrator and sup-
port areal densities were assumed to be 1 and 1.5 kg/m2 respectively (Henshall, 2006a;
Gilpin, 2015), and the stowed volume fraction was taken as 1%. However, to determine
the effect of concentrator design type, in terms of areal density and stowed volume frac-
tion, on the micro-ORC system, a one-at-a-time sensitivity analysis is presented in Sec-
tion 3.7.2.

The total input power of the optical system (Mendoza Castellanos et al., 2017), Q̇i n ,
can be calculated using,

Q̇i n = ηop SNop A1
(
1−b f

)
BPFcosθ (3.1)

where, S is the solar constant, defined as 1366 W/m2 at 1 astronomical unit (Wertz et al.,
2011) neglecting the Earth’s eccentricity, although in this case a conservative value of
1350 W/m2 is used6. A1, is the area of the primary concentrator, and b f is the shadow
factor defined as the ratio of the area of the primary concentrator shadowed by the sec-
ondary concentrator. The optical efficiency, ηop , is equal to the combined efficiency of
the primary and secondary concentrator and fibres. Concentrator efficiency include re-
flectivity of the mirrors (90%) and intercept factors (96%), and the fibre efficiency include
transmission (90%) and Fresnel efficiency (96.5%) (Nakamura et al., 2004). The bundle
packaging factor, BPF, takes into account the packaging efficiency and depends on the
cross-sectional area of the fibre, A f , and bundle, Ab , defined as BPF = N f A f

/
Ab . Lastly,

θ is the solar incidence angle, defined as the angle between the incoming sun’s ray and
a line normal to the concentrator. For the purpose of this study, the incidence angle is
taken as 0° 7.

6This value is suitable for a lunar mission as the relative distance of the Moon versus the Sun can be assumed
to be the same as that of Earth (Williams, 2020).

7However, in reality, the pointing accuracy will be about 0.1° (Partch and Frye, 1999) due to pointing errors
and possible deflection in the support structures if not made rigid after deployment. The variation of the
incidence angle is explored in Chapter 5.
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3.3.2. RECEIVER/TES SYSTEM
The PCM is assumed to act as a lumped-capacity thermal mass with no temperature dis-
tribution; this is only valid for low Biot numbers (<< 1)8 (Kennedy, 2004). Therefore this
results in a preliminary analysis that requires future in-depth analysis to more accurately
determine the coupled convective heat transfer between the PCM, insulation, and the
working fluid which is discussed in Chapter 5. The insulation experiences a significant
temperature drop between the inner (clost to PCM) and outer (to the environment) layer
on the order of 1300 K. Therefore, a one-dimensional steady-state radial analysis using
a temperature-dependent thermal conductivity and shell thickness method (Bergman
et al., 2011) is used to determine the radiation losses through the insulation of the re-
ceiver as well as the position of the working fluid tubing (Figure 3.3a). The radiation loss
through the aperture and the absorption losses of the receiver are also included.

From the conservation of energy, an estimated discharge time tdi s can be computed
during an eclipse as long as the design input power from the concentrator exceeds the
power required for the ORC system and losses,

tdi s =
MpcmL

Q̇o +Q̇l oss
, (3.2)

where Mpcm is the mass of the PCM, L is the specific latent heat of fusion (or change in
enthalpy) of the PCM (units: J/kg), Q̇o is the thermal power required for the ORC sys-
tem, and Q̇l oss account for the radiation and absorption losses. Furthermore, analytical
and experimental investigations into the thermal cycling and expansion of the PCM and
long exposure between the PCM and its container are required. The expansion of Silicon
during freezing was not considered in this study. However, it has been found that by en-
suring a void of 20% inside the container, the container damage due to the expansion can
be mitigated (Gilpin, 2015). In this case, the PCM is assumed to fill the container com-
pletely, and investigations into including a void and its effect of the design is discussed in
Chapter 5. The volume and mass of the receiver are found based on its described geom-
etry depicted in Figure 3.3a, assuming that the length of the inner cavity of the receiver
is 80% of the total length of the phase change material.

3.3.3. ORC SYSTEM
Figure 3.4 shows the flowchart of the design method implemented in determining the
ORC sizing. First, a steady-state thermodynamic analysis of the ORC system has been
carried out using an in-house Matlab code based on the work of Bahamonde et al. (2017),
assuming no pressure drops through the heat exchangers (HXs). Fluid thermophysical
properties are determined by integrating the code with the software library Fluidprop
(Colonna and der Stelt, 2004). If the constraints9 are met, then the HXs are sized and
pressure loss calculated as presented in Figure 3.4.

8Kennedy (2004) shows that STP receivers for small satellites have small characteristic lengths which corre-
spond to low Biot numbers. This low Biot number means a lumped capacity model is suitable in the longitu-
dinal direction. However, this model is elaborated on in Chapter 5.

9Constraints are defined later in Table 3.8 in Section 3.7.
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Figure 3.4: Flowchart illustrating the implementation of the design of the micro-ORC system. Dashed lines
represent the coupling of the Matlab code with Fluidprop to determine the thermophysical properties of the
working fluid. Constraints are defined in Table 3.8 in Section 3.7.



3

56 3. SOLAR ENERGY HARVESTING USING A MICRO-ORC SYSTEM

Thereafter, if the results are within the constraints, an updated thermodynamic anal-
ysis is conducted incorporating the HX pressure losses. The constraints that result in an
infeasible design are described in Section 3.7. Each HX has been discretised to evaluate
the one-dimensional local heat transfer coefficient and pressure drop in the single-phase
and two-phase flow regions using the models and methods described in Table 3.2. The
mass and volume of the HXs are found based on the geometries described in Figure 3.3.
Thin-walled pressure vessel and plate fin thickness (Taylor, 1987) calculations are per-
formed to ensure structural integrity of the HXs. A safety factor of 2 and 4 (Mulville, 1996)
is used for the aluminium condenser channel and graphite evaporator tubing based on
the yield stress and maximum expected pressure. The minimum condenser channel is
set to 1 mm due to machinability and deployability concerns. The regenerator is as-
sumed to be manufactured out of Inconel 617 with its temperature dependant allowable
yield stress provided by (Southall et al., 2008).

Table 3.2: Models and methods implemented to determine the heat transfer coefficient and pressure drop in
the heat exchangers.

Component Flow type Method/Model Reference

Regenerator Single-phase∗
The plate-fin rating model and ε-NTU method are
used with frictional factors and Nusselt numbers
provided in Table 3.3 for rectangular channels.

(Shah, Ramesh K and Sekulic, 2003)

Evaporator Single phase∗ Frictional factors and Nusselt numbers used are
provided in Table 3.3 for circular channels.

Two-phase†‡ (saturated)
Universal method used to predict saturated flow
boiling heat transfer coefficient and two-phase
frictional pressure drop for mini-channels.

(Kim and Mudawar, 2013b,c,d)

IAFB and DFFB Empirical correlations (Hewitt et al., 2013; Breen and Westwater, 1962)

Condenser Single phase∗ Frictional factors and Nusselt numbers used are
provided in Table 3.3 for circular channels.

Two-phase†‡ (saturated)
Universal method used to predict saturated flow
condensing heat transfer coefficient and two-phase
frictional pressure drop for mini-channels.

(Kim and Mudawar, 2013a, 2012)

∗Only the frictional effects are considered for single phase flow pressure drop calculations.
†Accelerational pressure drop is negative for condensing flow and positive for positive for boiling flow.
‡Gravitational pressure drop is neglected in two-phase flow due to operation in micro-gravity.

In the evaporator, the high operating wall temperatures could result in low/high-
quality critical heat flux (CHF) regimes. The CHF quality is determined using the method
proposed by Shah (2017). If the CHF quality is low, boiling is split into Inverted Annular
Flow Boiling (IAFB) and Dispersed Flow Film Boiling (DFFB) regimes. Dryout at high
qualities will result in DFFB being present after saturated boiling flow. Both of these
flow types, can considerably reduce the heat transfer coefficient and thus increase the
evaporator tubing length required for sufficient heat transfer.

The radial inflow turbine geometry was analysed based on a meanline model similar
to that proposed in Bahamonde et al. (2017). It is assumed that the change in kinetic
energy is negligible between the turbine inlet and outlet, that the flow in the stator is
isentropic, and the deviation angle at both stator and rotor exit is null. It is assumed
the changes generated by these effects can be neglected for simplicity of the model. A
conservative value has been taken for the mass and volume of the turbine by assuming
it is a solid disk with a diameter equivalent to the stator and the length equal to the axial
length of the turbine. The turbine is assumed to be manufactured out of titanium due to
manufacturability and high operating temperatures.
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Table 3.3: Fanning friction factor f and Nusselt number Nu correlations used in the heat exchangers. Variables
are provided in the Nomenclature at the end of this chapter.

Equations Reference
Laminar developing flow: Rectangular channel∗

fapp = 1
Re

[
3.44

(
x+)−0.5 + K (∞)

/
(4x+)+ f Re−3.44(x+)−0.5

1+C (x+)−2

]
(Shah and London, 2014)

Nu =
[

0.277−0.152e(−38.6x∗)
]−1

(Kakaç et al., 1987)

Laminar fully developed flow: Rectangular channel
f = 24

Re

(
1−1.35553β+1.9437β2 −1.7012β3 +0.9564β4 −0.2537β5)

(Shah and London, 2014; Kakaç et al., 1987)
Nu = 8.235

(
1−2.0421β+3.0853β2 −2.4765β3 +1.0578β4 −0.1861β5)

(Marco and Han, 1955; Shah and London, 2014)
Laminar developing flow: Circular channel
f = 16

Re (Bergman et al., 2011)
Nu = 4.364 (Bergman et al., 2011)
Turbulent fully developed flow: Rectangular channel†

f = 1
4

1
(0.790ln(Re)−1.64)2 (Petukhov et al., 1970)

Turbulent fully developed flow: Circular channel
f = 0.079

Re0.25 ,2000 ≤ Re < 20000, f = 0.046
Re0.2 ,Re ≥ 20000 (Kim and Mudawar, 2012, 2013c)

Nu = f
2

(Re−1000)Pr

1+12.7

(√
f
2

(
Pr

2
3 −1

)) (Gnielinski, 1975)

∗Constants K (∞), f Re, and C in the apparent friction factor ( fapp ) can be found in Kakaç et al. (1987)
†The Gnielinski equation (Gnielinski, 1975) can be used to determine the Nusselt number for rectangular ducts

as it gives an error ≤ 9% for rectangular ducts with all four sides heated (Kakaç et al., 1987).

The remaining components of the system that require sizing are the pump, genera-
tor, and plumbing. The plumbing consists of circular tubing connecting the ORC com-
ponents to each other. Each section of tubing has a length equivalent to three times the
largest characteristic length of the component it provides an outlet for. The tubing ma-
terial is assumed to be titanium and aluminium for vapour and liquid flows respectively,
such that the tubing can withstand the high temperatures and is compatible with the
working fluids analysed such as Toluene. Wall thickness is determined based on hoop
stresses assuming a safety factor of 3 on the operating pressure (Mulville, 1996). A survey
was conducted on available micro-pumps and generators suitable for a 200 W micro-
ORC systems (Appendix C). The result of the micro-pump study shows that the volume
of the micro-pump remained similar for different differential pressure. Therefore, for
simplicity, the pump volume and mass are set equal to the maximum values found from
the survey rounded up to 0.001 m3 and 1.5 kg respectively to be conservative. However,
the mass and volume of the generator were found to be linearly dependant on the elec-
trical power output based in the generator survey in Appendix C. Therefore, linear rela-
tionships were derived to relate the mass (Mg = aẆnet +b) and volume (Vg = cẆnet +d)
of the generator to the net power output Ẇnet , where the coefficients a, b, c, and d are
defined as 1.8 kg/kW, 2.718 kg, 2×10−6 m3/W, and 7×10−5 m3.

3.4. MODEL VALIDATION
Table 3.4 presents the model validation results to ensure the size and performance of
the micro-ORC system is acceptable. Most components are validated with given data
in terms of mass which can be equated to volume based on geometry and density. All
component validations fall within the acceptable threshold of 5%, except for the volume
of the optical system and the overall heat transfer and conductance of the regenerator.
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Table 3.4: Model validation results. The relative percentage difference is determined with respect to the refer-
ence value.

System Parameter Unit Reference Value Reference This Study Difference [%]
Receiver

PCM Mass [kg] 66.8 Gilpin (2015) 67.3 0.7
Container Mass [kg] 9.4 Gilpin (2015) 9.3 1.1
Coating Mass [kg] 52.6 Gilpin (2015) 52.4 0.4
Total Mass [kg] 128.8 Gilpin (2015) 129 .0 0.2

Optical
Focal Length [mm] 33.7 Kennedy (2004) 33.8 0.3
Mass [kg] 15.0 Kennedy (2004) 14.8 1.3
Rigid Volume [m3] 0.05 Olla (2009) 0.059 18

Regenerator
Overall Heat Transfer [kW] 277.20 ASPEN EDR 249.61 10
UA Value [kW/K] 7.90 ASPEN EDR 7.12 10
Temperature - Hot Side [K] 457.58 ASPEN EDR 459.57 0.4
Temperature - Cold Side [K] 436.25 ASPEN EDR 434.96 0.3
Pressure - Hot Side [bar] 4.945 ASPEN EDR 4.802 2.9
Pressure - Cold Side [bar] 4.999 ASPEN EDR 4.997 0.04
Empty Mass [kg] 106.1 ASPEN EDR 100.6 5.2
Operating Mass [kg] 165.5 ASPEN EDR 159.3 3.7

Condenser
Average Area [m2] 5.24 Gilmore (2002) 5.16 1.5
Average Mass [kg] 3.76 Gilmore (2002) 3.67 2.4

The rigid volume of the concentrator was found to have a large deviation of 18% with
respect to the reference value due to the lack of data on the design of the 0.5 m dish from
Olla (2009) as well as the assumption that this study assumes that the rigid volume of
the optical system is equivalent to a cylinder. This deviation is assumed acceptable for
this analysis as it provides a more conservative approach taken in this work, especially
as the pressurisation system required to inflate the optical system is not modelled. The
regenerator model was validated against the commercially available ASPEN Exchanger
Design and Rating (Aspen Technology, 2015) software. Both the hot and cold side of the
regenerator were assumed to use Toluene as the working fluid, 5 bar pressure, 10 kg/s
mass flow rate, 20 layers, and a fin height of 8.9 mm. The hot and cold side temperatures
were 200◦C and 150◦C respectively. The hot side length, fin thickness, and fin frequency
were 0.418 m, 0.2 mm and 787 fins/m, whereas the cold side was 0.485 m, 0.41 mm
and 236 fins/m. A maximum percentage error of 10% for the overall heat transfer and
conductance (UA value) was found. Higher tolerance for these values is acceptable with
deviations as high as 30% experienced in literature.

Table 3.5 provides the sample size, the mean absolute error (MAE) and the percent-
age of results predicted within 30% (θ) and 50% (ζ) of the experimental results. The pre-
dicted results are obtained using the correlation derived by Kim and Mudawar (2013d)
and Kim and Mudawar (2012) for saturated boiling and condensing frictional pressure
drop respectively, and the experimental data points are from Grauso et al. (2013) for
boiling flow and Bashar et al. (2018) for condensing flow. For the saturated two-phase
flow heat transfer coefficient, predicted values are obtained using Kim and Mudawar
(2013c) and Kim and Mudawar (2013a) for boiling and condensing flow, respectively. Ex-
perimental data are provided by Greco (2010) for boiling flow and Yan et al. (1999) for
condensing flow. Based on the results, the use of the saturated boiling and condensing
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heat transfer correlations is deemed adequate as the predicted results fall mostly within
30% of the experimental. The frictional pressure gradient has a larger deviation. How-
ever, mostly the large discrepancies occur at low values (less than 5 kPa/m) and therefore
deem adequate for this analysis.

Table 3.5: Saturated boiling and condensing flow heat transfer coefficient and frictional pressure gradient
verification.

Saturated Boiling Saturated Condensation
Heat transfer Frictional pressure Heat transfer Frictional pressure

coefficient gradient coefficient gradient
Sample size 9 645 45 36
MAE [%] 11.37 24.56 17.35 23.84
θ [%] 100.00 82.02 91.11 69.44
ζ [%] 100.00 92.25 100.00 88.89

3.5. DESIGN METHODOLOGY
The remaining sections of this chapter are on the feasibility of micro-ORCs for space ap-
plications. An optimisation using a genetic algorithm to minimise the micro-ORC sys-
tem volume is described in this section. Before the system is analysed and sized, it is
necessary to ensure that suitable heat transfer correlations are used. A concern for the
proposed system is the possibility of the working fluid in the evaporator to operate in the
IAFB and DFFB regimes, as mentioned in Section 3.3.3. Therefore, an investigation into
the boiling flow regime of the evaporator is warranted due to the high operating temper-
atures expected in the receiver. Finally, a set of suitable turbine loss models are discussed
and validated so that the turbine performance of the optimal design can be estimated.
Figure 3.5 provides a flowchart summarising the three main investigations conducted in
this work.

Critical heat flux
analysis

Section 3.6

System
optimisation
Section 3.7

Turbine performance
estimation
Section 3.8

Optimal solutionEvaporator model

Figure 3.5: Flowchart showing the three main investigations covered in this chapter and their interdependency.

3.6. CRITICAL HEAT FLUX ANALYSIS

3.6.1. ANALYSIS SET-UP
To the author’s knowledge, no ORC optimisation study has included the effects of boiling
flow in the Inverted Annular Flow Boiling (IAFB) and Dispersed Flow Film Boiling (DFFB)
regimes. Generally, ORC systems are adopted for low-temperature heat sources (150◦C
(Zhang et al., 2016)) and therefore investigations into the above regimes is not necessary.
A number of IAFB and DFFB empirical correlations provided in (Hewitt et al., 2013; Breen
and Westwater, 1962) are analysed to determine the most suitable correlations for this
study.
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This analysis includes comparing the empirical correlations with experimental data
based on using R134a (Nakla et al., 2011) and water (Nguyen and Moon, 2015; Becker
et al., 1983). A local sensitivity analysis, using the one-at-a-time (OAT) technique was
also conducted on the two-phase boiling heat transfer coefficient to minimise this un-
certainty, due to a lack of experimental validation of the correlations and working fluid
considered in this study. This sensitivity analysis was conducted on various operating
pressures (1, 10, and 20 bar), tube diameters (1, 2, 3, and 6 mm), surface wall tempera-
tures (500, 550, and 650 K) and mass flow rates (1, 5, and 10 g/s), that are expected to oc-
cur during the optimisation study, with the baseline parameters underlined. The work-
ing fluid was taken as Toluene and the maximum (bulk) temperature was constrained to
10 K above its saturation temperature. The effect of various heat transfer coefficients on
the system was also investigated by assuming constant heat transfer coefficient values
in the system model. The results are provided in Section 3.6.2. The selected IAFB and
DFFB empirical correlations were then used in the evaporator model in the optimisa-
tion study (Section 3.7) to determine the heat transfer coefficient if these flow regimes
were experienced.

3.6.2. RESULTS
Table 3.6 provides the existing IAFB and DFFB correlations used in the CHF analysis and
their corresponding index number10. The table also provides the results of the empirical
correlations compared with experimental data, to identify which empirical correlations
are the most suitable. The results indicate that the correlations that perform the closest
with the experimental data in terms of mean absolute error (MAE), θ, and ζ are the mod-
els proposed by Breen and Westwater (Index 3), and Bromley based on either using the
vapour (Index 1) or vapour film temperature (Index 2) for the IAFB regime. The closest
performing DFFB correlations are the Bishop (Index 9), Tong (Index 13), and Slaughter-
beck (Index 14) correlations.

The Bishop (Index 9) DFFB correlation was selected for use in the optimisation study
because it is the best performing correlation against the experimental data, illustrated
in Table 3.6. Although, the Breen and Westwater (Index 3) correlation provides the most
comparable values with the experimental data, the Bromley (Index 2) correlation was
selected for use in the optimisation study. Figure 3.6a indicates that for the operating
conditions expected in this optimisation study the Bromley (Index 2) and Breen and
Westwater (Index 3) correlations provide similar heat transfer coefficients, thus making
it acceptable to select the Bromley (Index 2) correlation. By using the Bromley correla-
tion the dependency of the film boiling heat transfer coefficient on the surface tension
is reduced, which was uncertain for D5, D6 and MDM siloxanes under investigation. It
was found that the diameter has the most significant influence on the DFFB heat trans-
fer coefficient and that most IAFB correlations are not affected by the mass flow rate, as
shown in Figure 3.6. During this sensitivity analysis, the radiation heat transfer coeffi-
cient accounted for a maximum of 6% of the total heat transfer coefficient for both the
Bromley and the Bishop correlations, assuming a wall and liquid emissivity of 0.95 and
0.6 respectively.

10This index number is used to assist the reader to quickly refer to the specified correlation during the discus-
sion.
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Table 3.6: Indexing of IAFB and DFFB correlations analysed and assessment of
correlations against experimental tests. Correlations are defined in Hewitt et al.
(2013) and Breen and Westwater (1962).

No. Empirical Correlations MAE [%] θ [%] ζ [%]
IAFB: Sample size 325

1 Bromley using Tv (1952, 1953) 29.77 46 97
2 Bromley using Tv f (1952, 1953) 28.17 59 99
3 Breen and Westwater (1962) 22.37 70 100
4 Berenson (1961) 45.08 15 59
5 Wallis and Coiller (1980) >100 0 0
6 Bailey (1972) 28.10 70 85
7 Andersen (1976) >100 0 0
8 Ellion (1954) 71.87 2 4
9 Collier (1980) 77.00 2 4
10 Siviour and Ede (1970) 40.42 23 70

DFFB: Sample size 25
1 Polomik, 1 (1961) >100 0 8
2 Polomik, 2 (1961) 33.05 48 72
3 Polomik, 3 (1961) 31.65 48 76
4 Polomik, 1 (1967) 32.67 52 68
5 Polomik, 2 (1967) 60.73 24 44
6 Collier (1962) 99.85 0 0
7 Bishop, 1 (1965) 46.09 40 52
8 Bishop, 2 (1965) 29.45 52 72
9 Bishop, 3 (1965) 19.15 80 100
10 Lee (1970) 99.79 0 0
11 Miropolskiy (1963) 87.40 4 20
12 Brevi (1969) 100.00 0 0
13 Tong (1965) 26.91 52 96
14 Slaughterbeck (1973) 22.57 60 100
15 Groeneveld (1969) 92.42 4 16
16 Mattson (1974) 99.17 0 0
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Figure 3.6: Sensitivity analysis results presented as a boxplot for the (a) IAFB and (b) DFFB regime. The num-
bers of the correlation given in the x-axis correspond to the correlations given in Table 3.6.
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The results in Table 3.7, showing the effect of various heat transfer coefficients on
the ORC system, indicate as expected an increase in evaporator length and volume with
decreasing heat transfer coefficient. However, the ORC volume and thermal efficiency
are not significantly affected. Therefore the use of the selected IAFB and DFFB correla-
tions in the optimisation is assumed to be satisfactory for the purposes of determining
a preliminary design of the proposed system. The small effect on the ORC volume is
also due to the other ORC system components, such as the concentrator, condenser and
regenerator, remaining the same for this analysis. Note that for very small heat transfer
coefficients (≤100 W/m2K) an evaporator tube length of more than 7 m is required which
will exceed the geometric constraint11 of the PCM and insulation configuration.

Table 3.7: The effect of a constant heat transfer coefficient on the proposed bi-
modal system.

Heat Transfer Tube Evaporator ORC ORC Thermal
Coefficient Length Volume Volume Efficiency
[W/m2K] [m] (x10−6) [m3] [m3] [%]

100 7.056 67.90 0.0783 12.71
500 1.752 16.90 0.0781 12.74

1000 1.086 10.40 0.0780 12.75
5000 0.553 5.32 0.0780 12.75

10000 0.486 4.67 0.0780 12.75
50000 0.432 4.16 0.0780 12.75

3.7. SYSTEM OPTIMISATION

3.7.1. OPTIMISATION SET-UP
An investigation into the feasibility of a micro-ORC system in terms of volume has been
conducted. Reducing the volume and mass are both crucial for small satellite subsys-
tems. However, these variables are proportional to each other and therefore only one
variable needs to be considered in the optimisation. System volume was selected as a
more appropriate optimisation variable due to the physical concerns regarding integra-
tion inside the launch vehicle, especially of large components such as the concentra-
tors. Only superheated configurations with regeneration are analysed, as illustrated in
Figure 3.1. The analysis is performed using a single-objective genetic algorithm (GA)
implemented in MATLAB (Simon, 2009) based on the system architecture shown in Fig-
ure 3.1 and parameters given in Table 3.8. The optimisation process is shown in Figure
3.7. Genetic algorithms are common methods used in ORC optimisation studies (Ghaebi
et al., 2019) due to their robustness, however at the expense of higher computational
time when compared to other methods such as the direct search and variable metric
method.

11The maximum allowable length of the spiral tubing is equivalent to the axial length of the PCM container
and the spiral tube having a pitch equal to its outer diameter.
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Figure 3.7: Flowchart illustrating the optimisation process. Section 3.3 discusses the component modules used
to evaluate the objective function. Constraints that have to be met to result in a feasible solution and passed
through the iteration process are provided in Table 3.8. Table 3.8 also provides the fixed parameters used in the
optimisation.
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Table 3.8: Optimisation constraints that need to be met to obtain a feasible and system model parameters. Refer
to nomenclature at the end of this chapter for variable definitions.

Constraints Model parameters

Rotor blade height: b > 0.2 mm ∗ Stator inlet to outlet
radius ratio:

r0
r1

= 1.3 †

Regenerator thickness
to height ratio:

x5
x4

< 1 ∗ Stator outlet to rotor
inlet radius ratio:

r1
r2

= 1.02 †

Regenerator thickness: x5 ≥ p
n f i nσ f i n

∗ Rotor shroud outlet to
inlet radius:

rs,3
r2

= 0.7 †

Receiver length to
evaporator length:

Lr ec
Lev

≥ 1 ∗ Rotor outlet hub to
shroud radius ratio:

rh,3
rs,3

= 0.4 †

Discharge time: tdi s ≥ tecl i pse †
Absolute flow angle,
rotor inlet:

α2 = 80◦ †

Min. to max. cycle
pressure ratio:

x3
x2

< 1 †
Relative flow angle,
rotor exit:

β3 = 60◦ †

Relative rotor Mach
Number:

M2,r l < 0.85 † Axial flow coefficient: φ= 0.3 †

Relative flow velocity
ratio:

w3
w2

> 1.5 †
Spacecraft volume and
mass:

Vsc = 0.3976 m3, Msc = 215 kg ‡

Regenerator pinch
point temperature:

∆Tpp,r g ≥ 20 † Eclipse time: tecl i pse = 35.29 minutes ‡

Max. evaporator wall
temperature

Tw all = Tst abi l i t y −20 † Isentropic efficiencies: ηt = 65%, ηp = 50%, ηg = 100% †

Max. working fluid
temperature

Tw f = Tsat +10 †
Solar flux and Sun
half-angle:

S = 1350 W/m2, θ =0.266° ‡

Optical fibre
efficiency:

η f = 83.8% ∗
Fibre mass per length: L̄ = 9.95 g/m ∗
Shadow factor: b f = 0.02 ∗
Electrical power
output:

Q̇ = 200W ‡

∗ Manufacturing limit

† Flow condition

‡ Satellite mission
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For this analysis, the optimisation minimises the objective function, F (x), defined as

F (x) = {
µ1 (x)

}2 + {Ω}2 (3.3)

where µ1 is the system volume fraction (µ1 =Vs y s
/

Vsc ) andΩ is the penalty term. Table
3.9 defines the 14 design variables, x, used and their corresponding upper and lower
limits. The justification for the ranges selected are provided in the next subsection of
this chapter.

Table 3.9: Optimisation design variables and corresponding design range.

Design Parameter Unit Range
x1 Maximum cycle pressure bar 1 - 0.95pcr
x2 Minimum cycle pressure bar 0.1 - 5
x3 Regenerator fin height mm 0.2 - 8
x4 Regenerator fin thickness mm 0.1 - 1
x5 Regenerator fin frequency fin/m 100 - 1000
x6 Regenerator length of hot side mm 1 - 100
x7 Regenerator length of cold side mm 1 - 100
x8 Number of hot layers 2 - 200
x9 Condenser diameter mm 0.2 - 6
x10 Number of concentrators 2 - 20
x11 Number of rings (fibre bundle) 2 - 10
x12 Receiver thickness mm 1 - 100
x13 Receiver length mm 1 - 100
x14 Receiver insulation thickness mm 1 - 500

The total volume of the ORC system, Vs y s , is the summation of the volume of the
evaporator, regenerator, condenser, pump, plumbing, and turbine. An additional 20%
margin has been included to account for miscellaneous components such as support
structures, interfaces, and control hardware. The total volume of the satellite is denoted
by Vsc and is determined based on the allowable payload volume inside the standard
Evolved Expendable Launch Vehicles (EELV) Secondary Payload Adapter (ESPA). The
micro-ORC system is constrained to produce 200 W of electrical power output.

The parabolic penalty method has been used to increase the search domain by re-
laxing specific system constraints into a penalty term and reduce the risk of non-convex
solutions by squaring each term in the objective function (Messac, 2015). The penalty
term is defined as the summation of penalty parameters, Pi ,

Ω=
18∑

i=1
Pi (x) (3.4)

where Pi = χ
/
χmax if χ > χmax or Pi = χmin

/
χ if χ < χmin. The parameter χ repre-

sents the system constraint that has been relaxed such that the solution is not discarded
during the iteration process of the optimisation. In this case, a penalty is given if the
fluid velocity in the HXs (regenerator, evaporator, and condenser) falls outside the lim-
its for liquid (0.5 ≤ u f ≤ 5), vapour (1 ≤ uv ≤ min

[
60 175ρ−0.43

v

]
), and two-phase
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(1 ≤ ut p ≤ 183ρ−0.5
m ) flow (Caputo et al., 2011). Penalties are also given if the mass ve-

locity, Reynolds number (liquid-only, superficial liquid, and superficial vapour), and re-
duced pressure falls outside the range of validity of the two-phase flow correlations used
in the condenser (Kim and Mudawar, 2013a) and evaporator (Kim and Mudawar, 2013b)
models. χmin and χmax represent the upper and lower feasible bounds of these parame-
ters and are provided in Table C.5 in Appendix C.

The optimisation population size was set to 140, and the termination criterion was
set as either a convergence criterion of 10−10 or a maximum number of generations of
1000. These values were selected as a compromise between computational speed and
accuracy. An initial mutation rate of 0.02 and a crossover probability of 0.7 were used.

RANGE OF DESIGN PARAMETERS

The upper value of the maximum pressure was set to 5% less than the critical pressure of
the working fluid and the lower value was set to 1 bar, to explore a broad design space.
In terrestrial applications, the minimum cycle pressure of the working fluid has to be
greater than atmospheric pressure to avoid air leakage into the system. This is not a
concern in this design due to vacuum ambient conditions. However, the reverse effect,
working fluid leakage out of the system, can be harmful to space applications as the leak-
age could cause disturbances to the satellite’s attitude or damage on-board components
such as sensitive optical surfaces. Therefore, the position of the ORC tubing on-board
the satellite needs to be considered, and leakages needed to be mitigated. The lower
limit of the minimum cycle pressure was restricted to 0.1 bar to ensure the condenser
pressure losses could be overcome. Fin geometry ranges are limited to common values
used in plate-fin heat exchanger designs (Shah, Ramesh K and Sekulic, 2003). The length
of hot and cold sides of the regenerator was constrained for spacial constraints and to
minimise the aspect ratios for structural concerns. A minimum of two hot layers was set
because the hot channels form the outer part of the regenerator, as shown in Figure 3.3c.
Further improvement in the regenerator design could be achieved by placing the cold
layers on the outer part of the regenerator to minimise heat loss and extend the length of
the hot and cold sides. The diameter of the condenser was limited to the validity range
of the condensing heat transfer correlations (Kim and Mudawar, 2013a, 2012). The min-
imum number of concentrators was set as two for redundancy. The lower bound of the
number of fibre rings, as described by Figure 3.2, was set to two because one ring does
not meet the power input requirement. A wide range of receiver geometries was also
evaluated to meet the thermal energy storage requirement, to ensure continuous power
generation during eclipse periods. The insulation range ensures the working fluid does
not exceed its thermal stability limit. It is expected that the MM and MDM scenarios will
therefore require larger insulation thickness to meet the thermal stability constraint. For
a specific satellite mission, the temperature of the outer layer of the insulation can be
constrained to the required spacecraft environment for better thermal control, however,
this is not considered in this chapter.

WORKING FLUID SELECTION

A database of organic working fluids was generated based on fluids identified by Bao
and Zhao (2013). The fluids are listed in Appendix C. The most common method used



3

68 3. SOLAR ENERGY HARVESTING USING A MICRO-ORC SYSTEM

for working fluid selection is the screening method (Quoilin, 2011). To minimise con-
ducting simulations that lead to infeasible solutions for small satellite applications, a
pre-screening process of the fluids in the database was conducted which eliminates a
number of working fluids.

Critical temperatures, Tcr , below 500 K were discarded as high maximum cycle tem-
peratures are desired to increase the operating temperature of the receiver for improved
propulsion performance of the bi-modal system. Another advantage to selecting work-
ing fluids with higher critical temperatures is that they have higher molecular complexity
values. Molecular complexity (Invernizzi, 2013) defines the slope of the saturation curve
in the T -s plane and is a function of the molecular structure. It increases with number
and mass of atoms that form the molecule and is proportional to the critical temper-
ature. By selecting fluids with higher molecular complexity, a lower enthalpy drop is
required. The turbine geometry, therefore, increases as it is proportional to the size pa-
rameter which is inversely proportional to the enthalpy drop across the turbine. The
turbine rotational speed is proportional to the enthalpy drop and thus decreases with
increasing molecular complexity. Higher molecular complexity also ensures dry expan-
sion, which is beneficial in extending the life of the turbine. A common design concern
with terrestrial ORC applications is air leakage into the system; space applications oper-
ate in vacuum conditions mitigating this concern. The proposed system therefore does
not have a limitation on minimum condensation pressure. However, the maximum crit-
ical pressure was limited to 50 bar to reduce the plumbing/pipe thickness. Safety is also
an important consideration when selecting the working fluid. Non-hazardous working
fluids reduce costs with regards to handling, transportation, and storage and associated
launch risk during launch vehicle integration. Fluids were restricted to be stable under
the considered operating conditions, and thus the concern of safety is a compromise
between flammability and health risk. Flammability is less of concern in space due to
the absence of oxygen reducing the risk of a fire. However, the flammability of the fluid
increases handling costs and launch risks.

The working fluids were evaluated based on each of their corresponding National
Fire Protection Act (NFPA) safety diamond and were restricted to health rating less than
4 to minimise the integration risks of the small satellite with the primary payload. The
working fluids that passed the pre-screening conditions are highlighted in bold in Table
C.1 in Appendix C. Out of these fluids, the optimisation was run for Toluene, MM, MDM,
D4, D5, and D6, based on the pre-screening as well as the work of Angelino and Inv-
ernizzi (1993), to identify the most suitable working fluid for small satellite applications
as well as minimise computational time.

3.7.2. SYSTEM OPTIMISATION RESULTS
Table 3.10 shows the design input parameters for the optimal solutions of all the working
fluid scenarios that can meet the discharge time required to operate continuously during
the eclipse period. The corresponding temperature-entropy (T-s) diagram of the six op-
timal working fluid scenarios is shown in Figure 3.8. This figure shows that for all fluids
considered, there is dry expansion across the turbine12. Therefore, no condensation oc-
curs in the turbine flow passages which is beneficial for longevity of the turbomachine.

12Expansion occurs in vapour region (right side of saturation line).
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The results illustrate that the length of the cold side of the regenerator reaches the upper
bound of the given range. Extending the upper limit of the cold side length, results in
an increase in regenerator geometry and thermal efficiency of the system by 1 to 2%. If
the design requires a higher discharge time then a larger receiver is needed. At discharge
time requirements of more than three times that specified in this optimisation, a larger
optical system is also needed to meet the energy input required to obtain the thermal
storage capacity.

Table 3.10: Optimal design parameters for each working fluid.

pmax pmi n h f i n t f i n f Lhot Lcold Nhot Dcd Nc Nr i ng s tr ec Lr ec ti ns
[bar] [bar] [mm] [mm] [fins/m] [mm] [mm] [-] [mm] [-] [-] [mm] [mm] [mm]

Toluene 24.65 2.67 0.79 0.72 111 8 100 16 0.21 11 3 22 210 44
MM 11.63 1.856 0.29 0.18 154 26 99 11 0.22 14 3 23 230 62
MDM 7.48 1.031 2.23 0.99 932 5 98 79 0.27 13 3 23 220 62
D4 7.91 1.102 1.71 0.73 863 14 99 8 0.24 18 3 40 140 86
D5 7.02 1.156 5.35 0.97 972 16 100 13 1.48 18 3 24 270 38
D6 5.76 0.997 4.88 0.96 970 18 100 14 1.01 8 5 29 220 36
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Figure 3.8: T-s diagram of the optimal working fluid scenarios assuming zero pressure drop across the heat
exchangers.

The volume and mass of all the components for the various working fluids are pro-
vided in Figure 3.9. The critical component of the system is the concentrator as it has the
largest stowed volume and mass. For the Toluene case the concentrator occupies 11.5%
and 13.25% of the total allowable spacecraft volume and mass respectively.

Inflatable concentrators are necessary for the feasibility of micro-ORC systems as
deployable rigid concentrators significantly exceed the spacecraft volume for the input
power requirement, as depicted in Figure 3.10a. For example, the concentrator stowed
volume fraction increases from 11.5% to 57.5% when changing the concentrator stor-
age volume from 1% to 5%. Additionally, changing the design from inflatable to rigid
the concentrator mass fraction increases from 13.25% to 31.04%. Figure 3.10b illustrates
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Figure 3.9: Optimal solution results showing the (a) volume and (b) mass fraction of all the system components
relative to the total volume and mass of the satellite.
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the mass saving potential of inflatable designs, although this sensitivity analysis does
not include the mass of the pressurisation system needed to inflate the optical system.
However, deployment and the dynamic behaviour of inflatable systems is a concern and
should be investigated as part of future work. Redell et al. (2005) discusses various op-
tions to make inflatable structures rigid after deployment. For example, UV-hardened
resins, cold-rigidisation of a Kevlar/thermoplastic-elastomer, and work-hardening of an
aluminium/plastic laminate are possible methods proposed to harden or rigidise inflat-
able systems. By rigidising the inflatable structures the amount of pressurant needed
throughout the life-cycle is reduced and can improve the stiffness of the inflatable struc-
tures. Therefore, improving the dynamic response during solar tracking.
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Figure 3.10: Optical system (a) volume fraction and (b) mass fraction (including optical fibre bundle) relative
to the total volume and mass of the satellite. Table 3.1 provides the stowed volume fraction and areal density
inputs for each concentrator type.

The receiver and condenser are the next largest components. These components,
together with the generator, make up the heaviest components of the system. Toluene is
shown to be the optimal working fluid for reducing the size of the system for a specific
energy storage capacity and requires a stowed volume fraction of 18%. This is due to
its higher thermal efficiency. However, this advantage is at the expense of faster rotor
rotational speeds and smaller rotor blade heights, refer to Table 3.11. These high speeds,
together with the high operating temperature and long lifetime required, eliminate the
use of standard ball bearings (Dessornes et al., 2014). Alternative existing high-speed
bearings include hydrodynamic, hydrostatic, foil, and magnetic bearings. In the field
of micro-gas turbines, foil and hydrostatic (specifically hydroinertia) gas bearings have
been identified as possible candidates (Isomura et al., 2006).

Molecular complexity σ (Invernizzi, 2013) defines the slope of the saturation curve
in the temperature-entropy (T-s) plane and is a function of the molecular structure. It in-
creases with number and mass of atoms that form the molecule. All fluids analysed in the
optimisation have high molecular complexity and result in dry expansion, which is ben-
eficial in extending the life of the turbine. Figure 3.11 illustrates the relationship between
molecular complexity and rotor blade height and rotational speed. Fluids with relatively
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higher molecular complexity require lower enthalpy drops. The size parameter of the
turbine is inversely proportional to the enthalpy drop across the turbine and therefore
turbine geometry increases with molecular complexity. Rotational speed is proportional
to the enthalpy drop and therefore decreases with increasing molecular complexity (Hall
and Dixon, 2013; Leverone et al., 2017). The thermal efficiency reduces with increasing
complexity as the optimal solutions resulted in a decrease in pressure ratio. This is a re-
sult of lower critical pressure which reduces the design space, as the upper limit of the
maximum cycle pressure is constrained to 0.95pcr . Figure 3.11 also shows the potential
inverse relationship between shared power density and molecular complexity. This is
due to the decrease in thermal efficiency and thus decrease in electrical power output
with increasing fluid molecular complexity. Toluene and linear siloxanes with relatively
lower molecular complexity have higher shared power densities which is more advanta-
geous for small satellites, with blade heights larger than the manufacturing limit. Fluids
with lower molecular complexities would result in rotor geometries that are not feasible
at the power level and operating temperature considered in this study.
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Figure 3.11: Normalised output parameters with respect to the maximum values versus molecular complexity,
σ= Tcr /R(∂S/∂T )sv,Tr =0.7, of the six working fluids optimised in this paper.

A linear relationship can be derived from the optimal solutions system volume and
mass with respect to molecular complexity, as shown in Figure 3.12. This simple linear
model could act as a working fluid selection tool during preliminary design phases for fu-
ture micro-ORC designs on-board small satellites. The linear trends have an R-squared
fit of 0.90 and 0.81 for the system mass and volume respectively. This relationship is
mainly due to the decrease of thermal efficiency, which increases the power input re-
quired for the same design constraints. The increase in power input needed means that
a larger optical system is required which has the most significant effect on the proposed
system (Figure 3.9). For the application considered in this study, fluids with high molecu-
lar complexity are required to meet the manufacturing limit of micro-turbines. However,
out of the working fluids considered in this study, fluids with relatively lower molecular
complexity are desired to maximise thermal efficiency and therefore minimise the sys-
tem mass and volume.

Table 3.11 illustrates that the system using the Toluene working fluid has a total spe-
cific power of 3.6 W/kg, which does not compete with solar photovoltaic systems. For
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Figure 3.12: Linear trends of the proposed system volume and mass with respect to the working fluid molecular
complexity, σ= Tcr /R(∂S/∂T )sv,Tr =0.7, of the six working fluids optimised in this paper.

example, the SMART-1 mission has an end of life specific density of 24 W/kg (mass in-
cludes the solar panels, the Power Control and Distribution Unit and Battery Manage-
ment Electronics systems). When coupling the micro-ORC system to an STP system the
shared specific power is improved to 10.3 W/kg assuming that the mass of the concen-
trator and receiver are part of the propulsion system (shared specific power excludes the
receiver and concentrator mass but includes the margin). Despite the low specific power,
the advantage to this system comes with the high-temperature thermal energy storage
as it provides around 500 Wh/kg of specific energy that would be beneficial in future
missions. By using Boron instead of Silicon, as the PCM, the specific energy could be
increased up to 1280 Wh/kg. More efficient and lightweight concentrators, condensers,
regenerators, and generators could increase the power density of the system. However,
it is unlikely to surpass the current power density trend of conventional PV panels and
batteries.

Table 3.11: Results of the optimal solutions of the optimisation study.

Rotor blade Rotor rotational Thermal Total specific Shared specific
height speed efficiency power power
[mm] [krpm] [%] [W/kg] [W/kg]

Toluene 0.27 772 12.62 3.62 10.29
MM 0.53 306 9.86 2.70 7.45
MDM 0.66 210 9.19 2.56 6.14
D4 0.69 187 8.03 1.93 6.14
D5 0.84 146 7.24 1.87 5.63
D6 0.98 115 6.46 1.56 5.10

Designing micro-turbines is a challenging task due to supersonic flow in the stator,
fast rotational speeds and small blade heights. One of the largest unknown parameters
is the turbine efficiency of small-scale turbines that utilise organic working fluids. The
next section investigates the preliminary total-to-static efficiency of the micro-turbine
design using Toluene as a working fluid. Only the Toluene design is evaluated because



3

74 3. SOLAR ENERGY HARVESTING USING A MICRO-ORC SYSTEM

it is the most suitable working fluid for small satellites due to its low system volume and
mass. It also has the smallest turbine size and therefore is the most interesting design to
investigate regarding total-to-static efficiency.

3.8. TURBINE PERFORMANCE ESTIMATION

3.8.1. EMPIRICAL LOSS MODELS
The turbine efficiency decreases with size. The major reason for this decrease is because
the relative aerodynamic losses increase for smaller designs, such as the relative clear-
ance between the blade and shroud gets larger which increases the losses. Generally,
during the preliminary design phase, turbine losses are determined using loss model
correlations. However, these empirical loss correlations have been developed for large-
scale turbines using non-organic fluids and their accuracy for the problem at hand is
debatable. There is a lack of experimental testing of micro-radial inflow turbines (micro-
RIT), which are necessary to characterise and quantify the associated turbine losses.

To determine an estimation of the losses and provide more realistic preliminary re-
sults, this work extends the research conducted by Suhrmann et al. (2010) and uses a set
of loss models that were found to be acceptable for small-scale applications (with rotor
diameters of 30 mm). These loss models show satisfactory agreement within 5% of the
total-to-static efficiency compared with CFD results and 14% compared to experimental
data (Suhrmann et al., 2010). In this case, maximising the total-to-static efficiency is of
interest. Hall and Dixon (2013) defines the total-to-static (ηT S ) and total-to-total ( ηT T )
efficiency as

ηT S =
[

1

ηT T
+ 0.5v2

3

∆Wi s

]−1

, (3.5)

ηT T = 1−ζR
w2

3

2∆Wi s
−ζN

v2
2

2∆Wi s

(
T3

T2

)
, (3.6)

where v is the absolute velocity, w is the relative velocity and T is the static temperature.
The subscripts 2 and 3 refer to the rotor inlet and outlet section13. ∆Wi s is the Eulerian
work14 obtained from the isentropic calculation performed in STODOLA (Pini and Van
der Stelt, 2019). The enthalpy loss coefficient of the stator, ζN , was computed by resort-
ing to the Glassman model complemented by a first-principle loss model for the mixing
losses (De Servi et al., 2019). The rotor loss coefficient ζR , can be calculated using Equa-
tion 3.7 and is a sum of the following loses: tip clearance, ∆htc , secondary flow, ∆hs f ,
skin friction, ∆h f r i c , and incidence losses, ∆hi nc ,

ζR = h3 −h3,i s

0.5w2
3

=
∑
∆hloss

0.5w2
3

= ∆htc +∆hs f +∆h f r i c +∆hi nc

0.5w2
3

. (3.7)

A large concern with small scale turbomachinery is the tip-leakage loss due the rel-
atively high tip gap to blade span ratio resulting from manufacturing and safety con-
straints. Here, the associated tip-leakage enthalpy loss is calculated according to Equa-
tion 3.8 (Rodgers, 1987),

13Refer to Appendix E for numbering convention (Figure E.1) and theory on radial inflow turbines.
14Eulerian work for the turbine is defined as ∆Wi s = Ẇt

ṁ = h01 −h03 =U2v2,ϑ−U3v3,ϑ (Hall and Dixon, 2013).
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∆htc = 0.4
tc

b2
v2

2,u . (3.8)

where tc is the tip clearance and b2 is the rotor inlet blade height. Equation 3.9 (Al-
shammari, 2018; Rodgers, 1987; Ventura et al., 2012) determines the losses inside the
blade passage as a combination of secondary flow losses (∆hs f ) and skin friction losses
(∆h f r i c ),

∆hp =∆h f r i c +∆hs f = 0.5

(
c ′f ,c

Lhyd

Dhyd
w̄2 + r2v2

2

rc Z

)
, (3.9)

where, Lhyd is the hydraulic length, Dhyd is the hydraulic diameter, rc is the radius of
curvature, r2 is the radius to the rotor inlet and Z is the number of rotor blades.

The average velocity w̄ is defined as w̄ = 0.5
[
w2 +0.5

(
w3,sh +w3,hb

)]
(Coppage and

Dallenbach, 1956), the modified friction coefficient, c ′f ,c is determined by the correla-

tion proposed by Musgrave (1979) shown in Equation 3.10 to account for the effects of
curvature in the turbine. The friction coefficient, c f ,c is determined using Equation 3.11
(Rohlik, 1968) and the Fanning friction factor f is calculated as f = 16/Reav if laminar
flow and the Colebrook-White correlation if turbulent flow, (Colebrook et al., 1939)

c ′f ,c = c f ,c

[
Re

(
r2

rc

)2]0.05

, (3.10)

c f ,c = f
[

1+0.075Re0.25
√

Dhyd /(2rc )
]

. (3.11)

The incidence losses can be determined using Equation 3.12 (Whitfield and Wallace,
1973) and the losses caused by the rotor outlet kinetic energy referred to as the exit losses
is given by Equation 3.13 (Suhrmann et al., 2010),

∆hi nc = 0.5w2
2,u , (3.12)

∆hee = 0.5v2
3 . (3.13)

The predictive capability of the loss model for small-scale applications was verified
by a test case example15. The turbine design used as the test case is the ORCHID mini-
turbine (De Servi et al., 2019) that uses MM as the working fluid; additional inputs are
given in Table 3.12. Results are compared with the Baines model (Baines, 1998) using
the STODOLA software (Pini and Van der Stelt, 2019). For simplicity, the average velocity
in Equation 3.9 is taken as the average of the inlet and outlet of the rotor. The results of
the verification analysis performed on the ORCHID turbine are shown in Table 3.13. The
total-to-static efficiency using the empirical loss models defined in this study is found to
be within 3% of the model described by Baines and 6.5% of the CFD results. The imple-
mented model is shown to provide a conservative value of the total-to-static efficiency.

Table 3.12 provides the input values used to determine the turbine efficiency of a
micro-turbine design. The turbine efficiency is varied from 45 to 65% in a OAT sensitivity
analysis to determine the impact of turbine efficiency on the system feasibility.

15Note: the ORCHID test case is approximately one order of magnitude larger in size than the micro-turbine
design as no smaller RIT test cases with similar fluids were found. The results show a good first estimation
of the total-static efficiency, however, experimental validation is still needed.
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Table 3.12: ORCHID mini-turbine test case input parameters

Parameter ORCHID Test Case Micro-turbine design
Working fluid MM Toluene
Mass flow rate [kg/s] 0.132 0.00405
Total inlet temperature [◦C] 300.00 287.99
Total inlet pressure [bar] 18.10 24.58
Static exit pressure [bar] 0.443 3.211
Rotational speed [krm] 98.00 771.62
Inlet blade height [mm] 2 0.266
Tip clearance [mm] 0.1 0.075
Inlet blade height to diameter ratio 0.02874 0.03830
Reaction degree 0.37 0.4
In/out stator diameter ratio 1.3 1.3
In/out clearance diameter ratio 1.04 1.03
In/out mean rotor diameter ratio 1.79 2.0

Table 3.13: Verification of the total-to-static efficiency of the implemented loss model of the ORCHID
turbine.

CFD (De Servi et al., 2019) Baines (Baines, 1998) Present model
ηT S [%] 84.00 81.06 78.84
Difference [%] 6.34 2.78 -

3.8.2. SENSITIVITY ANALYSIS ON TURBINE EFFICIENCY
For the micro-turbine design a total-to-static efficiency of 57.4% was found assuming
a surface roughness of 0.05 mm (Suhrmann et al., 2010) and a tip clearance of 75µm
(Isomura et al., 2006). The fluid was found to operate in the turbulent region with the
Reynolds number equal to 1.753×105 and 1.346×105 for the stator and rotor respec-
tively. This is because the high vapour density and low viscosity of Toluene alleviate the
effects of the small blade height.

The turbine efficiency used in the optimisation was assumed to be 65% (Table 3.8).
This value is higher than the calculated value in this section. Therefore, a sensitivity
analysis with respect to turbine efficiency was performed to determine the impact of this
parameter on the system. Reducing the turbine efficiency, from 65% to 45%, decreases
the thermal efficiency of the system by 30.3% and therefore, the electrical power output
by 5.16% with respect to reference value (65% turbine efficiency). This, in turn, reduces
the shared power density by 18.6%, as shown in Figure 3.13. The micro-ORC system mass
and volume fraction with respect to the satellite mass and volume is 24.6% and 18.4% for
the 45% turbine efficiency case and 23.2% and 17.5% for the 65% case. Therefore, these
turbine efficiencies are feasible if a system mass and volume fraction of less than 25%
and 20% respectively are acceptable, however, this depends on the satellite mission. Ad-
ditionally, in small-scale turbine designs, heat loss increases with reducing size (Isomura
et al., 2006), which would significantly affect the efficiency of the turbine. Heat loss has
not been accounted for in this study. However, it is advised that it should be considered
in future work along with investigating the possibility of using thermal control from the
high-temperature receiver.
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Figure 3.13: Normalised turbine output parameter, refer to legend, versus turbine efficiency. The parameters
are normalised with respect to the results obtained for the 65% turbine efficiency simulation and therefore,
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3.9. SUMMARY
The chapter focused on the feasibility of micro-ORC systems for power generation on-
board small satellites that use waste energy from a solar thermal propulsion system. An
optimisation was performed on six working fluids, accounting for system design, satel-
lite, and fluid constraints. From the results, it has been found that Toluene is the optimal
fluid in terms of minimising the volume for a given discharge time. However, the tur-
bine rotor has a small blade height (0.27 mm) and ultra-fast rotational speed (772 krpm),
which makes the attainment of high turbine efficiency challenging. Low turbine effi-
ciencies are expected for micro-turbines mainly due to the large tip clearance of 75µm,
with a total-to-static efficiency of 57.4% obtained for the optimal Toluene solution. The
optical system is the largest and highest mass component of the system, promoting the
use of inflatable technology.

It was found that the critical heat flux is necessary to determine the flow regime in-
side the evaporator when high-temperature phase change materials are used to predict
the heat transfer coefficient. For example, based on a sensitivity analysis, if the flow were
to enter the IAFB regime, the heat transfer would be on the order of 650 W/m2K and if in
the DFFB regime, the heat transfer would be on the order of 5000 W/m2K. By changing
the heat transfer coefficient by an order of magnitude from 500 to 5000 W/m2K, the rela-
tive difference of the maximum length of the evaporator significantly decreases by 104%
with respect to the average. Therefore, accurate values of the heat transfer coefficient are
important in determining the length and thus, the volume of the evaporator. However,
the heat transfer coefficient of the evaporator has a negligible effect, less than 0.4%, on
the complete system volume. Various post CHF empirical equations were evaluated, and
the Breen and Westwater and the Bishop correlations were found to provide the closest
results to experimental data and mid-range results during the sensitivity analysis. How-
ever, the Bromley correlation was adopted instead of the Breen and Westwater because
both correlations provide similar heat transfer coefficients under the expected operat-
ing conditions but the Bromley correlation reduces the dependency of film boiling heat
transfer coefficient on the surface tension.

Recommended future work is to conduct experimental testing and in-depth mod-
elling of the evaporator-receiver coupling to predict the heat transfer better and char-
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acterise the off-design and transient effects of the system. Investigation into the per-
formance of micro-turbines is also recommended. The results indicate that micro-ORC
systems are feasible on-board small satellites in terms of size and energy storage, and are
attractive to missions requiring high specific energies. However, they have low shared
specific powers on the order of 10 W/kg when coupled to a solar thermal propulsion
system. The proposed micro-ORC system would therefore result in a heavier electrical
power system for small satellites compared to current state-of-the-art power systems.
Therefore, the main advantage of this configuration is the gain in energy storage due to
the use of a high-temperature latent heat energy storage system. As mentioned earlier in
this thesis, coatings can be applied to solar concentrators to provide a higher resistance
to degradation in high-radiation space environments compared to solar cells. Therefore,
this power conversion system is more beneficial for missions that involve high-radiation
environments.



4
DESIGN OF A BI-MODAL

PROPULSION AND POWER SYSTEM

Everything was so new -
the whole idea of going into space was new and daring.

There were no textbooks, so we had to write them.

Katherine Johnson, American mathematician

This chapter investigates the integrated design of a bi-modal propulsion and power sys-
tem for large ∆V manoeuvres as proposed in Chapter 2. A comprehensive model is devel-
oped that combines analytical and empirical relations obtained from literature to model
key parameters of the bi-modal propulsion and power system. This system is optimised
to minimise the total wet system mass fraction for various mini-satellite configurations.
Several sensitivity analyses are performed to determine the effect design parameters and
choices have on the mass of the system. An analysis of variance has also been conducted to
identify which system parameters have the most influential effect on the system.

Parts of this chapter has been published in:
Leverone, F., Cervone, A., Pini, M., and Gill, E. Design of a Solar Thermal Propulsion and Power System for Mini-
satellite Lunar Orbit Insertion. In 2020 IEEE Aerospace Conference, Montana, USA, 2020.
Leverone, F., Cervone, A., Pini, M., and Gill, E., 2021. Design and Characterisation of a Bi-modal Solar Thermal
Propulsion and Power System for Small Satellites. Applied thermal Engineering, 189, 116609.
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4.1. SYSTEM REQUIREMENTS
Chapter 2 found that STP systems could be useful for future low-cost small satellite
missions that have high ∆V requirements on the order of a few km/s. For example, a
small spacecraft that is able to perform an orbit transfer from geostationary transfer or-
bit (GTO) to a low altitude lunar orbit, such as a 100 km polar lunar orbit, is an attractive
possible mission. Once the spacecraft reaches the lunar orbit, it can perform science
tasks such as observe meteoroid impacts on the far-side of the moon or detect the form
and distribution of water/ice in sunlight and shadow regions. The recent increase in sci-
entific interest in lunar satellite and habitat missions, (Cipriano et al., 2018; Heilbronn
et al., 2015; Ruess et al., 2006) also promotes this type of mission in the future. Kennedy
et al. (2004) also shows that near-Earth escape missions (starting from an initial GTO) are
also good candidate mission for STP systems. The purpose of these type of missions is to
study an asteroid that is relatively close to Earth and poses a threat1. Examples, of aster-
oids that fall under this classification are provided by the Harvard Smithsonian Centre
for Astrophysics2 and include asteroids approaching Earth up until the year 2178.

Both of these example missions assume that the spacecraft is launched as a piggy-
back payload into a GTO, such as that provided by the Ariane 5 launch vehicle3 defined
in Table 4.1. The choice of selecting GTO as the initial orbit is due to the relatively higher
frequency of launches (≥ five per year) versus launches for higher orbits (≈ once per
year).

Table 4.1: Initial orbital parameters for GTO using an Ariane 5 launch vehicle

Initial orbit parameters Value

Altitude of perigee 250 km

Altitude of apogee 35786 km

Inclination 6°

Argument of perigee 178°

As mentioned in Chapter 2, one of the main advantages of an STP system over elec-
tric propulsion systems, which are commonly used for large orbit transfers, is the faster
transfer time. This faster transfer time reduces the amount of exposure of radiation on
the spacecraft from the Van Allen belt when transferring from GTO to a Lunar Orbit In-
sertion (LOI) or near-Escape missions. To keep this analysis general the ∆V is based off
literature. The ∆V obtained from literature are based off vehicles of similar gross mass
using chemical propulsion systems to ensure the assumed ∆V is reasonable.

Table 4.2 provides the total ∆V for a number of exemplary (flown and proposed) lu-
nar capture and near-escape missions mostly using the Ariane 5 launch vehicle. This

1Potentially Hazardous Asteroids are defined by a Minimum Orbit Intersection Distance (MOID) of less than
0.05 AU and an absolute magnitude of more than 22.0. JPL, https://cneos.jpl.nasa.gov/about/neo_
groups.html [Accessed 19 November 2020].

2PHA Close Approaches To The Earth,https://minorplanetcenter.net/iau/lists/PHACloseApp.html
[Accessed 19 November 2020].

3Ariane 5, User’s Manual, https://www.arianespace.com/wp-content/uploads/2016/10/
Ariane5-users-manual-Jun2020.pdf [Accessed 17 November 2020].

https://cneos.jpl.nasa.gov/about/neo_groups.html
https://cneos.jpl.nasa.gov/about/neo_groups.html
https://minorplanetcenter.net/iau/lists/PHACloseApp.html
https://www.arianespace.com/wp-content/uploads/2016/10/Ariane5-users-manual-Jun2020.pdf
https://www.arianespace.com/wp-content/uploads/2016/10/Ariane5-users-manual-Jun2020.pdf
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table shows that the ∆V ranges between 1450 and 2100 m/s for satellites using chemi-
cal propulsion systems. Lunar perturbations become significant at apogees higher than
200000 km as they can lead to changes in orbital parameters such as the semi-major axis
that result in an Earth re-entry or lunar gravity assist which could result in failure of the
mission. Kennedy et al. (2004) provides in-depth trajectories including perturbation ef-
fects (such as Earth and lunar oblateness) of a 100 kg spacecraft using an STP system that
relies on sensible heating for both a lunar and near-Escape mission. These trajectories
are expensive in terms of ∆V due to the use of phasing orbits to overcome the effects of
lunar perturbations. Table 4.2 also provides the ∆V breakdown of a lunar capture mis-
sion. After Earth departure, a mid-course correction ∆V of 50 to 100 m/s is required to
direct the spacecraft to the Moon. To insert a spacecraft into a low near circular lunar
orbit of 100 km altitude with an inclination between 30 and 150° to the Moon’s equator
a ∆V of approximately 810 to 850 m/s is needed (Jason et al., 2001; Biesbroek and Janin,
2000; Uphoff, 1993). A minimum ∆V of 100 m/s is also required for lunar maintenance
operations due to the lack of certainty of the gravity field for low lunar orbits with high
inclination values (Uphoff, 1993). No level of confidence is provided by Jason et al. (2001)
and Uphoff (1993) for the stochastic4 manoeuvres: the mid-course correction and the lu-
nar orbit maintenance. Therefore, the minimum ∆V requirement (STP-01) used in the
design process is set to 1600 m/s and forms the lower bound to achieve theses missions.
This ∆V requirement results in a minimum mass fraction of 40% assuming a specific
impulse of 300 s5.

Table 4.2: Examples of high ∆V missions starting at GTO using chemical propulsion systems.

Mission Final orbit Spacecraft Total ∆V Comment Reference
mass [kg] [m/s]

Moon Orbiting
Observatory
(MORO)

100 to 200 km
circular polar orbit

1207 1580† ESA medium-size scientific
mission (Unsuccessful candidate)

Biesbroek and Janin (2000)

Lunar European
Demonstration
Approach (LEDA)

Land on lunar
suface

3347 1730 Increase in ∆V due to phase
difference between GTO and
lunar orbit

Biesbroek and Janin (2000)

Lunar Academic
and Research
Satellite (LunarSat)

100 1450 ∆V restricted by 40% budget
therefore study based on Weak
Stability Boundary transfers

Biesbroek and Janin (2000)

MoonShine 400 1700‡ Proposed mini-satellite
demonstration using
bi-propellant propulsion system

Jason et al. (2001)

Lunar capture 2212 x 13222 km,
near-polar

100 2103 Proposed micro-satellite STP
demonstrator

Kennedy et al. (2004)

Near-escape to 2000
UK II

closest approach
3659 km

100 1696 Proposed micro-satellite STP
demonstrator

Kennedy et al. (2004)

Near-escape to 4179
Toutatis

closest approach
3995 km

100 1770 Proposed micro-satellite STP
demonstrator

Kennedy et al. (2004)

† Earth departure 720 m/s, mid-course correction 50 m/s, lunar capture 810 m/s.
‡ Earth departure 690 m/s, mid-course correction 100 m/s, lunar capture 810 m/s, orbit maintenance (1 Year) 100 m/s.

The next system requirements applicable to the propulsion side of the bi-modal sys-
tem are the maximum thrust and burn time. These values are taken as target values due
to the unknown spacecraft center of mass and moments of inertia. Therefore, in the fi-

4A stochastic manoeuvre is when the∆V cannot be well predicted before the mission due to uncertainties and
therefore require a level of confidence associated with it, such as launch errors.

5Water can produce a vacuum specific impulse equivalent to 300 s when heated to 1600 K and assuming a
chamber pressure of 2 bar.
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nal design of the system these values may differ to limit disturbance torques and loading
conditions of the inflatable concentrators.

The thrust-to-mass ratio is restricted to the targets defined in Kennedy et al. (2004)
to 0.05 to 0.22 N/kg. These values correspond with thrust ranges of tested STP systems
defined in Chapter 2. However, thrust-to-mass ratios less than 0.3 N/kg result in high
∆V penalty (Larson et al., 1995), often referred to as gravity loss6 that cannot be ne-
glected. Therefore, the equations of motion need to be numerically integrated over the
finite burn time. This analysis is provided in Appendix G, and investigates various thrust
and burn time combinations. From this analysis, a thrust-to-mass ratio and burn time
of 0.05 N/kg (STP-02) and 750 s (STP-03) were selected for the design process. Note that
shorter burn times are also desirable to reduce the duration the high-temperature pro-
pellant is exposed to the nozzle.

To assist with determining the best thrust and burn time combination a requirement
on the maximum total transfer time to achieve Earth escape/departure is set to a maxi-
mum of 90 days (STP-04). The rationale is to ensure the STP system achieves faster trans-
fer times than electric propulsion systems to be competitive. For example, the SMART-1
mission took three months to complete its escape phase.

Typical combined wet propulsion and electrical power mass fractions for small satel-
lite Delta class planetary missions are between 60 and 75% (Myers et al., 1994). Smart-1
was able to achieve a combined wet mass of 54% due to the high specific impulse electric
propulsion system on-board. For this investigation, a slightly higher upper limit, of an
additional 5% to an upper limit of 80%, is set as the system requirement, SYS-01, due to
the low TRL associated with STP and ORC systems for space applications. The low TRL
requires higher safety factors and conservative values to be used.

Both the propellant and working fluid selection are constrained to fluids that corre-
spond to a Fire Protection Association (NPFA) 704 health rating of less than 4 (STP-05
and POW-01) to minimise the integration risks of a small satellite with the primary pay-
load on-board the launch vehicle. Flammability is less of concern in space due to the
absence of oxygen reducing the risk of a fire. However, the flammability of the fluid in-
creases handling costs and launch risks. Lastly, POW-02 requirement ensure that the
bi-modal system is defined such that thermal energy storage system provides sufficient
energy to generate electrical power during eclipse periods.

A summary of the system requirements for the bi-modal thermal system are listed in
Table 4.3.

4.2. DESIGN STRATEGY
Figure 4.1 shows a simplified overview of the design process to calculate the mass of the
major components of an integrated solar thermal system that combines an STP and ORC
system for propulsion and power generation. Chapter 3 provides the design guidelines
and associated challenges of the optical system, receiver, and ORC system. Based on a
pre-screening analysis conducted on 79 potential organic working fluids in Appendix C
and a working fluid optimisation in Chapter 3, Toluene is selected as the working fluid.

6The term gravity loss is defined as the reduction in ∆V due to the acceleration of gravity (Turner, 2008; John-
son and Rom, 1962).
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Table 4.3: Summary of the key system requirements

ID Requirement Rationale

STP-01 The propulsion system shall provide a
minimum ∆V of 1600 m/s.

Based on exemplary missions to
complete lunar capture of near-Earth
escape missions

STP-02 The propulsion system shall have a
maximum thrust-to-mass ratio of
0.84 N/kg.

The value is constrained to minimise the
disturbance torque assuming a
commercial reaction wheel and
maximum thrust misalignment of 5 mm
(Appendix G) and reduce the loading
conditions on the inflatable
concentrators during orbit transfer. This
value is based off the works of Kennedy
et al. (2004). This is not a strict
requirement and may change with the
detailed layout of the spacecraft (e.g.
known center of mass and moment of
inertia).

STP-03 The propulsion system shall have a
maximum thrusting time of 1200 s per
orbital manoeuvre.

The value is constrained to reduce the
time of exposure of the
high-temperature propellant to the
nozzle as well as limit the disturbance
angular momentum. This value is based
off the works of Kennedy et al. (2004) and
is not a strict requirement. It may change
with the detailed layout of the spacecraft.

STP-04 The total time for the Earth
escape/departure phase shall be less
than 90 days.

To compete with the lower range of
electric propulsion systems such as the
SMART-1 mission that took three months
to complete the Earth escape phase. In
addition, this aids to minimise the
radiation exposure to the spacecraft.

STP-05 The propulsion system shall use a
propellant with a Fire Protection
Association (NPFA) 704 health,
flammability, and reactivity rating of less
than 4.

To minimise the transport, handling, and
integration risks of a small satellite with
the primary payload on-board the
launch vehicle.

SYS-01 The total wet mass of the bi-modal
system shall be no more than 80% of the
spacecraft mass.

Due to the low TRL the acceptable total
wet mass is allowed to be greater than
typical values of 60 to 75%.

POW-01 The electrical power system shall use a
working fluid with a Fire Protection
Association (NPFA) 704 health,
flammability, and reactivity rating of less
than 4.

To minimise the transport, handling, and
integration risks of a small satellite with
the primary payload on-board the
launch vehicle.

POW-02 The electrical power system shall be able
to operate continuously.

To ensure the spacecraft can operate
during eclipse periods.
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Toluene meets the POW-01 requirement and is the optimal fluid in terms of system vol-
ume minimisation. The choice of using latent heat thermal energy storage, as described
in Chapter 3, is adopted to meet the requirement POW-02 and ensure the system can
operate during eclipse periods. This section, therefore, focuses on the addition of the
propulsion system. The bi-modal system is evaluated for the system requirements de-
scribed in Section 4.1 and has been limited to mini-satellites.

The propulsion system is made up of the propellant, propellant tank, the feed sys-
tem, and the nozzle. The mass of the propulsion system components and propellant are
computed with commonly used equations in preliminary design phase (Larson et al.,
1995) and therefore deemed suitable for this analysis.

4.2.1. PROPELLANT SELECTION

As mentioned in Chapter 2 water is a good candidate for STP systems and it meets the
STP-05 requirement. Therefore, water is selected as the propellant.

The specific impulse, Isp , (Equation 1.4) and the propellant mass, mp , (Equation 2.2)
are determined from the mission requirements, ∆V , and spacecraft mass, ms/c , and the
nozzle correction factor, λ, expansion ratio, ε, chamber pressure, Pch , and the tempera-
ture of the propellant (taken as Tmel t ). The nozzle expansion ratio, chamber pressure
and propellant temperature are design inputs and are free to vary within a specified
range. For simplicity of manufacture, a short7 conical nozzle is assumed with a nozzle
correction factor of 96% (Sutton and Biblarz, 2016).

4.2.2. FEED SYSTEM

The feed system consists of the propellant tanks, pressurisation system, flow lines and
valves. Design choices for the tanks include the selection of the material (composite
wrapped, aluminium alloys or titanium), the shape of the tank (cylindrical with hemi-
spherical endcaps or spherical) and the number of tanks. These choices affect the mass
and packaging volume of the system. The fluid inside the tanks is assumed to undergo
isentropic expansions due to the relative long burn per manoeuvre. Using water requires
a pressurant system to be included in the design. In this case, a regulated pressure-
fed system is selected as the pressurisation system ensures constant operating pressure
and therefore thrust, assuming a constant propellant temperature. All the tanks are as-
sumed to be manufactured out of Titanium alloy, Ti-6Al-4V (Welsch et al., 1993). A single
spherical-shaped pressurant and propellant tank is assumed. To account for pressure
losses in the system such as orifices, regulators, and bends and to prevent backflow, the
propellant tank final pressure is assumed to be twice the chamber pressure. The maxi-
mum expected operating pressure (MEOP) is assumed to be 15% more than the design
pressure, and the burst pressure is 1.5 times the MEOP. To determine the thickness, t , of
the tanks (Equation 4.1) a safety factor, SF , of 2.4 is used. The safety factor is a product of
a 1.2 safety factor over the yield strength, σy , and a 2.0 safety factor to account for higher
loads and vibration expected during launch (Huang and Huzel, 1992). The thickness of
the tank wall, t , is

7In this thesis, a short nozzle refers to a nozzle that is 80% the length of a 15° half-angle conical nozzle.
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Figure 4.1: Simplified flowchart of the integrated solar thermal system design process adopted in this thesis.
Section 4.2 provides the detailed information of each step and the relevant equations.
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t = (SF ) pr

(C )σy
(4.1)

where C is the shape constant and is equal to 1 if the tank is cylindrical and 2 if spherical,
p is the burst pressure and r is the inner radius of the tank. A minimum wall thickness of
0.5 mm is assumed (Sato et al., 2007) due to manufacturing capabilities. For this analysis,
the mass of the flow lines and valves are not included and assumed to be part of the
margin.

4.2.3. NOZZLE DESIGN
A simplified nozzle design was used to calculate the mass of the nozzle in relation to in-
creasing expansion ratio to give a first estimate of the nozzle mass. Therefore, it is noted
that a more in-depth design considering mission loads such as vibration and the high
gas temperature is needed in the next phase of the design. For this design, the diver-
gence angle and convergence angle are assumed to be 15° and 60° (Sutton and Biblarz,
2016). The outer diameter, length, and mass of the nozzle are functions of the chamber
pressure, burn time and expansion ratio.

4.3. DESIGN OPTIMISATION

4.3.1. OPTIMISATION SET-UP
The objective of this section is to optimise the bi-modal system to determine if a more
competitive design over conventional systems is possible. In this case, the inputs are the
∆V required for the mission and the mass of the spacecraft. The initial orbit parameters
(Table 4.1) are also used as inputs to determine the initial sunlight to eclipse periods, as
this is the worst-case ratio when both the propulsion and power systems require thermal
energy from the receiver. The goal is to minimise the overall wet mass fraction,β, defined
as the mass of the bi-modal system, ms y s , over the total spacecraft mass, ms/c , as shown
in Equation 4.2,

β= ms y s

ms/c
. (4.2)

The performance of the system is also improved when minimising the system mass frac-
tion. This improvement occurs because the optimisation reduces the propellant mass,
which occurs for higher specific impulses, and the concentrator mass, which occurs for
higher thermal efficiency of the ORC system. The wet system mass is made up of the
mass of the optical system, the receiver, the insulation, the propellant, the propellant
tank, pressurant, and pressurant tank, the nozzle, and the condenser. A 20% margin
on the wet system mass (ESTEC, 2012; Hu et al., 2018) is included to account for any
unknowns and additional components such as the regenerator and propellant manage-
ment device. The system is designed to include a 2% residual of propellant to account for
unused propellant and a 10% ullage volume in the tank. The amount of time required to
fully charge and discharge the PCM which acts as the TES system, assuming steady-state
input and output power operation, is constrained to a maximum of 536 minutes and 104
minutes respectively based on daylight and eclipse periods of a GTO (Wertz et al., 2011).
This restriction is to ensure the system operates during eclipse periods at the initial orbit.
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The optimisation problem is solved using a single-objective genetic algorithm (GA)
using the code presented in Simon (2008). Figure 4.2 illustrates the optimisation pro-
cess. GAs are commonly used in ORC and heat exchanger optimisation studies due to
their robustness. However, they require higher computational time (Ponce-Ortega et al.,
2009; Caputo et al., 2008). The objective function, F (x), consists of the overall wet mass
fraction and a penalty term,Ω,

F (x)︸︷︷︸
min

=β+Ω. (4.3)
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Figure 4.2: Flowchart illustrating the optimisation process used to minimise the bi-modal system mass.

A penalty is calculated if the fluid velocity in the condenser is outside the boundary
for liquid, gas, or two-phase flow (Caputo et al., 2011). This is performed using the same
method as Chapter 3, where the penalty is normalised with the maximum/minimum al-
lowable value (Appendix C). This keeps the maximum penalty within the order of mag-
nitude of the final solution of the first term such that the penalty goes to zero during the
optimisation process. To ensure the entire design space is investigated the population
size and the maximum number of generations is set to 130 and 400. The termination
criteria are set as either a convergence criterion of 10−10 or the maximum number of
generations. An initial mutation rate of 0.02 and a crossover probability of 0.7 are also
used. Five spacecraft scenarios were investigated with a gross mass of 100, 200, 300,
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400, and 500 kg respectively with a minimum electrical power requirement of 1 W/kg of
spacecraft mass (i.e. the minimum electrical power for the 100 kg spacecraft is 100 W).
The chromosome structure is made up of thirteen design parameters, indicated in Fig-
ure 4.1, that describe the bi-modal system and mass of the major components.

A total of thirteen design variables have been identified to analyse the design of the
proposed integrated solar thermal system and determine the mass of the major compo-
nents of the system.

1. Number of concentrators: The number of concentrators, Nconc effects both the
energy input of the system and the mass of the concentrators. Increasing the num-
ber of concentrators requires more optical fibre bundles and thus effects the inner
diameter of the receiver and therefore increases the radiation losses due to an in-
crease in receiver surface area. The minimum number of concentrators is required
to ensure adequate power into the system so that the thermal energy storage can
discharge over the entire eclipse period.

2. Optical fibre bundle diameter: The diameter of the bundle, Db , is made up of the
maximum number of fibre optic cables to fit within a circle. Each optical fibre is
assumed to be 1.3 mm, with a numerical aperture of 0.66 (Henshall, 2006a). Due
to the circular shape of the fibres the total area of the bundle is not useful and
this is accounted for by defining the bundle packaging factor. Although, Liang
et al. (1998) discusses the possibility of polishing the fibre tips to obtain a bundle
packaging factor close to 1. The diameter of the concentrator is constrained by
the numerical aperture, NA, of the optical fibre and the diameter of the bundle,
Equation 4.4. Increasing the bundle diameter therefore increases the mass of the
concentrator, receiver and insulation. A minimum TES charge time is possible as
a compromise between the decrease in charging time due to the increase in input
power and the increase in charging time due to the increase of the receiver mass.
The numerical aperture is defined as

NA = ne sinψa (4.4)

where ne is the external refractive index and ψa is the acceptance angle of the
optical fibre cable. The rim angle of the concentrator is constrained to equal the
acceptance angle to minimise fibre transmission losses.

3. Receiver outer-to-inner-diameter ratio: To design the receiver an outer-to-inner-
diameter ratio, Do/Di , is assumed as a design parameter. This has a direct effect
on the mass of the receiver and insulation as well as the energy storage charging
and discharging time of the system.

4. Receiver length-to-diameter ratio: The length-to-diameter ratio of the receiver,
L/D , also effects the shape of the receiver and therefore the mass and storage ca-
pability of the receiver.

5. Receiver melting temperature: The melting temperature, Tmel t , of the PCM sig-
nificantly effects the propellant temperature and thus specific impulse. It also re-
sults in higher radiation losses which increases the insulation thickness. A mini-
mum mass exists as a compromise between the reduction in propellant mass and
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therefore lighter feed system (tank, and pressurant system) and nozzle against the
increase in insulation mass. The position of the ORC channel is also affected by
the PCM temperature. Increasing the melting temperature of the receiver, in other
words increasing the final propellant temperature increases the power required to
vaporise the propellant therefore increasing the charging and decreasing the dis-
charging time respectively.

6. Receiver density: To evaluate a number of different materials the density of the
PCM, ρ, is provided as an input. The density directly affects the mass and therefore
charging and discharging times of the TES.

7. Receiver latent heat: Another characteristic of the PCM is the latent heat, L. The
latent heat has no direct effect on the mass of the system but it is directly propor-
tional to the charging and discharge time.

8. Thruster expansion ratio: By increasing the nozzle expansion ratio, ε, the specific
impulse can be improved, which reduces the mass of propellant and feed system
(tank and pressurant). However, the increase in expansion ratio is at the expense
of an increase in more mass, therefore, an optimal minimum mass exists. Longer
nozzles also result in larger losses, although in this optimisation investigation the
nozzle losses were kept constant. Therefore a balance also exists between better
expansion ratios and larger losses. Investigation into the effect of varying the noz-
zle correction factor is provided in Section 4.4.3.

9. Chamber pressure: High chamber pressures, Pc effect the structural sizing by re-
quiring thicker walls for the tubing as well as the tanks and other upstream com-
ponents which require to be at a higher pressure. Larger wall thickness results in
an increase of the overall mass. However, the benefit of higher chamber pressures
is the reduction in nozzle mass as the throat area is inversely proportional to the
chamber pressure. An optimal minimum mass exists between the increase in feed
system mass and decrease in nozzle mass.

10. ORC maximum cycle pressure: The maximum cycle pressure, Pmax , effects the
structural sizing of the turbine but also the rotational speed and rotor blade height
of the system which influence the feasibility of the system with current bearing
technology and manufacturing limitations. It should be noted that with current
manufacturing limitations, the minimum acceptable rotor blade height is 0.2 mm
(Leverone et al., 2019). The increase in maximum cycle pressure improves the
thermal efficiency of the system and thus the electrical power output. This in-
creases the mass of the generator due to the derived linear relationship provided
in Chapter 3. The condenser mass also increases as the temperature entering the
condenser is higher for larger cycle pressures. Therefore the area of the condenser
has to increase to accommodate the higher enthalpy change. Higher cycle pres-
sures will also increase the tubing mass of the ORC system. However, this has not
been considered as the plumbing was found to be <0.002% for 200 W and there-
fore is negligible. The increase in electrical power output results in the charge time
increasing and the discharge time decreasing.
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11. ORC mass flow rate: The working fluid mass flow rate, ṁ directly effects the net
electrical power output of the ORC system and therefore the mass of the genera-
tor. The condenser mass also increases for larger mass flow rates due to the larger
condensation power required.

12. Condenser temperature: Increasing the temperature of the condenser, Tcd , re-
duces the thermal efficiency of the ORC system and therefore reduces the charge
time and increases the discharge time of the TES system. However, higher con-
denser temperature values result in a larger temperature difference between the
external temperature of the condenser and the space environment temperature.
The temperature difference effects the amount of radiation that can be expelled
from the system and therefore the size of the condenser.

13. Condenser diameter: The diameter of the condenser, Dcd , effects the mass flux
inside the flow channels of the condenser. This directly affects the pressure drop
of system and therefore the mass of the condenser. Due to the discrete nature of
the number of channels of condenser (constrained to be the maximum number of
channels based on velocity boundary guidelines of single and two-phase flow in
pipes (Caputo et al., 2011)), variations in the diameter result in discrete changes in
the mass, electrical power output, charge time, and discharge time.

The design choices regarding the fibre optic cable (diameter and NA), tank configu-
ration (number and shape), pressurant system and desired maximum outer insulation
temperature were constrained to limit the number of design parameters. The influence
of these choices on the design are investigated in Section 4.4.2.

4.3.2. OPTIMISATION RESULTS
Figure 4.3 provides the final optimisation solutions of the wet mass fraction for each
investigated spacecraft. The corresponding design parameters are given in Table 4.4.
The results show that there is a small variation (6%) in wet mass fraction with respect
to satellite gross mass. For a spacecraft mass of 300 kg or less, the system requirement
SYS-01 is not met.

Table 4.4: Final optimised design parameters for each mini-satellite scenario.

S/C mass Db Do/Di L/D ε Pc Tmel t ρ L ṁ Pmax Tcd Dcd Nconc

[mm] [bar] [K] [kg/m3] [kJ/kg] [g/s] [bar] [K] [mm]

100 3 3.76 1.87 226 4.89 1550 2946 4839 1.14 31.78 115 0.20 19

200 5 2.80 2.77 193 4.76 1501 2768 4970 2.95 33.9 142 0.22 16

300 7 3.30 1.94 172 4.21 1851 2462 4744 5.05 21.04 144 0.62 12

400 7 3.64 1.68 221 4.57 1849 1844 4938 5.63 31.15 139 0.52 14

500 (baseline) 14 3.38 0.97 166 4.37 1964 2785 4617 6.78 26.69 129 0.368 5

The spacecraft within a mass range of 400-500 kg are more suited for large ∆V re-
quirement as they meet SYS-01 and have a mass fraction closer to 75% which could com-
pete with conventional systems (Myers et al., 1994). Using tanks that are composed of a
combination of titanium and composite materials could further reduce the system mass
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Figure 4.3: Final optimal solution of the wet mass fraction of the propulsion and power system for various
spacecraft gross mass. The dashed line represents the upper limit of wet mass fraction as per requirement
SYS-01.

fraction, to values close to 75%, to make it more competitive. The larger designs also re-
sult in fewer concentrators and therefore could reduce complexity by employing simpler
deployment and tracking systems. The use of a constant total-to-static turbine efficiency
for all the five mini-satellites results in the mass fraction being higher than reality for the
smaller power capacity designs. This provides more confidence on the suitability of the
proposed bi-modal design concept for the higher power capacity designs. Moreover,
Table 4.5 indicates that for satellites less than 300 kg the rotor blade height is below the
minimum acceptable limit of 0.2 mm that is possible with current manufacturing limita-
tions (Leverone et al., 2019). The results also show that the higher mass satellites exhibit
slower rotational speeds and better shared specific power which are more beneficial in
terms of technical feasibility.

Table 4.5: Micro-turbine and ORC results of the optimal solutions.

S/C Mass
Rotor blade

height
Rotor diameter Rotational speed

Thermal
efficiency

Electrical power
output

Shared specific
power*

[kg] [mm] [mm] [rpm] [%] [W] [W/kg]
100 0.11 4.2 1368607 20.47 102.6 8.9
200 0.19 5.0 1017712 17.82 206.4 10.5
300 0.33 6.8 691614 15.55 309.2 11.1
400 0.27 7.2 712156 17.84 401.0 11.5
500 0.32 8.8 594608 18.30 518.6 11.9
* Shared specific power is defined as output electrical power over the mass of the ORC components only. Mass of the ORC
components is equal to the sum of the condenser, generator and half of the margin mass. Other half allocated to the
propulsion system.

The PCM design parameters results in Table 4.4 show a melting temperature, density,
and latent heat range of 1500 to 2000 K, 1800 to 3000 kg/m3, and 4600 to 5000 kJ/kg re-
spectively. Silicon and Boron are existing PCM that best fit these ranges. However, Silicon
does not meet the desired latent heat and Boron slightly exceeds the melting tempera-
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ture range (Table 4.6). These materials meet the future planned interplanetary specific
energy target of greater than 250 Wh/kg. Table 4.6 highlights that Silicon is more appro-
priate than Boron based on a trade-off of material properties, availability, and cost and
will be used as the selected PCM in the next chapter8.

Table 4.6: Comparison of PCM candidates (Gilpin, 2015; Lemmon et al., 2013; Kennedy, 2004; MatWeb, 2002;
Datas et al., 2018; Zeneli et al., 2019).

PCM Melting temperature Latent heat Specific energy Thermal conductivity Abundance Cost

Silicon 1410 ◦C (Orange) 1800 kJ/kg (Orange) 496 Wh/kg (Green) 25-56 W/mK (Green) High (Green) $ 1.7/kg (Green)

Boron 2076 ◦C (Green) 4650 kJ/kg (Green) 1278 Wh/kg (Blue) <30 W/mK (Orange) Rare (Red) $ 5/g (Red)

Blue: Exceeds requirements, Green: Meets requirements, Orange: Correctable deficiencies, Red: Unacceptable

The mass distribution of the optimal solutions of the five mini-satellite scenarios il-
lustrated in Figure 4.4, shows the propellant mass accounts for between 44% and 50%
of the total mass. The normalised propellant mass is dependent on the melting tem-
perature of the optimal solution. Therefore, the 200 kg solution shows the highest value
as it has the lowest melting temperature. The concentrator and insulation are the next
highest mass components contributing up to 8% of the total mass. The tank system
(including pressurant gas), condenser, nozzle, and receiver account for approximately
3.3%, 1.7%, 1.7% and 1.3% of the total mass regardless of the spacecraft size. The gen-
erator normalised mass decreases with increasing spacecraft size due to the empirical
equation used. The largest generator mass fraction of 2.9% occurs for the 100 kg de-
sign. Taking into consideration the generator, condenser and half the margin mass the
estimated shared specific power is between 9 and 12 W/kg (Table 4.5).
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Figure 4.4: Normalised mass of all the major components for the five scenarios.

8Chapter 5 investigates the influence the reduction of latent heat has on the design.
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4.4. SENSITIVITY ANALYSIS
Sensitivity analyses on the design parameters, design choices, and constant parameters
were conducted using the design process sub-functions (Figure 4.2) to identify the influ-
ence of the variables on the integrated solar thermal design.

4.4.1. INVESTIGATION ON THE INFLUENCE OF DESIGN PARAMETERS

From the optimisation investigation, the 500 kg spacecraft solution has been taken as
the baseline design for this sensitivity analysis. All the design parameters were evaluated
between ±30% from the baseline values. Note that the number of concentrators param-
eter was constrained to integer values only (this corresponds to ±40, ±20 from the base-
line value). These design parameters are the inputs to the design process sub-functions.
They are varied using a one-at-a-time method to evaluate their corresponding effect on
the wet mass of the system.

DESIGN PARAMETER RESULTS

The diameter of the bundle and the number of concentrators (optical parameters) as
well as the receiver outer-to-inner diameter have the most influence on the mass frac-
tion with a change from the baseline value of up to 17.6%, 8%, and 7.3% respectively.
However, the number of concentrators is constrained to integer values and therefore
was evaluated up to ±40% change from the baseline case.

Figure 4.5 shows that for all the design parameters the change in system mass frac-
tion can be expressed linearly within a 95% confidence within the sensitivity range (±30%).
However, certain parameters follow a quadratic trend which is necessary if larger changes
in the design parameter were to occur. The results capture the quadratic trend of in-
creasing the diameter of the bundle which is coupled to increasing the diameter of the
primary concentrator and the aperture of the receiver. The mass of optical system is
directly proportional to the diameter squared of the primary concentrator and due to
the selection of a cylindrical receiver. The mass of the receiver and insulation are also
proportional to the square of the inner and outer diameter of the receiver. However, de-
creasing the bundle diameter by 20% or more results in insufficient energy storage and
therefore requirement POW-02 is not met.

The results show increasing the number of concentrators can be seen as linear even
though it effects various subsystems. For example, increasing the number of concen-
trators linearly increases the mass of the optical system (m ∝ Nconc ) but also increases
the number of fibre bundles entering the aperture of the receiver. This increases the in-
ner and outer diameter of the receiver (m ∝ d 2). However, the packaging efficiency (or
density of bundles that can fit inside the aperture9) varies which effects how much the
diameter changes. The melting temperature of the PCM results in an optimal minimal
point as a compromise between the increase in insulation mass and the decrease in pro-
pellant, tank, pressurant, and nozzle mass. It follows a non-linear trend because the pro-
pellant mass decreases non-linearly with an increase in specific impulse (Equation 2.1)
and the specific impulse increases with temperature (refer to Figure G.2, Appendix G).

9Friedman, E., (2005). Circles in circles, https://web.archive.org/web/20200318183745/https://
www2.stetson.edu/~efriedma/cirincir/ [Accessed 24 November 2020].

https://web.archive.org/web/20200318183745/https://www2.stetson.edu/~efriedma/cirincir/
https://web.archive.org/web/20200318183745/https://www2.stetson.edu/~efriedma/cirincir/
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Figure 4.5: Linear fit of the variation of the design parameters with 95% confidence bounds.

In addition, the mass of the insulation is a function of increasing its thickness to min-
imise the heat loss through radiation (q ∝ T 4) to the environment. The absolute relative
difference with respect to the baseline is 6.3%.

The condenser temperature has the next largest influence with an absolute relative
difference of -4.4% with respect to the baseline. When increasing the condenser temper-
ature a non-linear reduction in mass fraction is seen due to the increase in temperature
difference between the condenser and environment which increases the rate of radia-
tive heat transfer rate to the environment. This together with the smaller temperature
difference between the inlet and outlet of the working fluid of the condenser result in a
smaller condenser surface area and therefore mass. However, increasing the condenser
temperature by 10% or more results in an electrical power output of less than 500 W10.

When increasing the length-to-diameter ratio of the receiver it effects the total mass
of the receiver (including insulation) which is linearly proportional to bi-modal wet sys-
tem mass. This linear trend is shown in Figure 4.5 where the maximum relative differ-
ence is 2% with respect to the baseline.

The chamber pressure also follows a quadratic trend due to the increase in thickness
of the propellant tank which is related the diameter (m ∝ d 2). Although, the relative dif-
ference is only 1%. The mass fraction is linearly proportional to the mass flow rate of the
ORC system and receiver density with a relative difference of 0.7 and 0.4% respectively.
This is expected due to the linear dependency of the mass of the generator on the net
power output which is proportional to the mass flow rate and the mass of the receiver on
its density. However, if the mass flow rate reduces by 10% or more the electrical power
output is less than 467 W. The expansion ratio affects the nozzle exit and throat areas as

10By increasing Tcd by 10% the electrical power output is 454 W.
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well as the specific impulse and thus results in a non-linear variation. From this com-
promise an an optimal point exists due to the increase in nozzle mass and decrease in
propellant mass. Nevertheless, the system mass fraction is not significantly influenced
as the relative difference is 0.3%. The remaining design parameters have less than 0.1%
effect on the system mass fraction. Although, the maximum ORC pressure does not have
a significant influence on the mass in the current configuration, it should be noted that
its influence increases when adding the tubing. In addition, for maximum pressures
reduced by 20% or greater the electrical power output is less than 500 W. It also has a
significant impact (relative difference 24%) in the rotor inlet blade height of the turbine
and up to 8.7% influence on the rotational speed.

4.4.2. INVESTIGATION ON THE INFLUENCE OF DESIGN CHOICES
A second sensitivity analysis was performed on the baseline design to evaluate the effect
of certain design choices on the overall wet mass fraction. Here, the focus is on design
choices such as the number of tanks and thrusters as well as the shape of the propellant
tank and the desired outer temperature of the insulation layer. The design choices were
not included as design parameters in the optimisation study to reduce the number of
parameters as well as increase the computation time. Most of these design choices are
dependant on the spacecraft configuration and layout and would depend on the specific
payload on-board. As this chapter provides a more generic design approach these pa-
rameters were left out of the optimisation as they were determined as choices dependant
on the specific spacecraft and mission requirements as well as available optical fibres.
The boundary defined for these parameters are based on packaging arrangements of the
propellant tank, the thrust vectoring capability of the spacecraft, and the requirements
of the internal temperature of the spacecraft. The optical fibre diameter and the opti-
cal fibre NA, which relates to the primary concentrator’s rim angle, are also analysed.
The boundary for these parameters are based on commercially available optical fibres
(0.1 É D f É 2 mm and 0.1 É NA É 0.66). Table 4.7 provides the various design choice
parameters investigated.

Table 4.7: Design choice sensitivity analysis input parameters. Values used in the optimisation analysis are
underlined.

Parameter values for Figure 4.6
a b c d e f g h i j

Fibre diameter, D f [mm] 0.1 0.4 0.7 1 1.3 1.5 1.7 1.9
Rim angle, ψr i m (NA) [°] 26.10 (0.44) 30.00 (0.5) 32.01 (0.53) 34.75 (0.57) 41.30 (0.66) 45.00
Insulation temperature, Ti ns [K] 350 400 450 500 550 600
# thrusters, Nthr uster [-] 1 2 3 4 5
# tanks, Nt ank [-] 1 2 3 4 5
Tank L/D ratio, (L/D)t ank [-] 1 2 3 4 5 6 7 8 9 10
Ullage [%] 5 10 15
Pressurant [-] N2 He

DESIGN CHOICE RESULTS

Modifying the design from using a spherical propellant tank to a cylindrical tank with a
length-to-diameter ratio of 2 results in the largest increase in overall wet mass fraction
(12.8%) as illustrated in Figure 4.6. If a single cylindrical tank is used the tank L/D ratio
would need to be greater than 16 in order to meet the wet system mass requirement
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(SYS-01). This non-linear inverse relationship is due to the mass of the propellant tank
being proportional to the tank diameter squared. However, this is at the cost of large
lengths (> 4 m) that could exceed the spacecraft storage length. To compensate this, the
number of tanks could increase but at the cost of an increase in tank and additional feed
system mass as well as complexity.

a b c d e f g h i j

Parameter

0.7

0.75

0.8

0.85

0.9

Figure 4.6: Sensitivity results of the design choices.

The results in Figure 4.6 show that the parameters with the next largest effect on the
overall wet mass fraction are the fibre diameter and the desired insulation temperature.
The variation of fibre diameter from the baseline value is 11.9%. An increase in system
mass fraction of 1.6 is obtained if D f is changed to 0.1 mm. The system mass fraction
corresponding to D f = 0.1 mm is not shown in Figure 4.6 as it exceeds 1. When increas-
ing the fibre diameter, the mass of the bundle reduces as the number of fibres reduce11

which decreases the mass of the optical system. The fibre mass per length was adjusted
such that it increased for increasing diameters based off a reference diameter.

Increasing the desired insulation temperature up to 600 K results in a relative reduc-
tion of 7.6% with respect to the baseline value. This non-linear decrease is due to the
quadratic relation of insulation thickness on the reduction in surface area and tempera-
ture difference between the outer insulation temperature and the environment.

The rim angle can also significantly affect the overall mass fraction. The rim angle
is determined based on the numerical aperture (NA) of commercially available optical
fibres. The rim angle is directly proportional to the primary diameter of the concentra-
tor and therefore the available input power. As mentioned previously the mass of the
optical system is proportional to the diameter of the concentrator squared. At low val-
ues, the concentrator energy input to the receiver is less than the energy required by the
propulsion and power system. The results show that a minimum NA of 0.57 is needed to

11For example, if a 0.7 mm fibre diameter is selected, 400 fibres are needed to achieve the total 14 mm bundle
diameter compared to 115 fibres when a 1.3 mm fibre is chosen.
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achieve the required input power.
Lastly, by increasing the number of thrusters the total nozzle mass reduces (by 1.7%)

due to the decrease of the throat and exit diameter caused by the decrease in thrust per
thruster. Increasing the number of thrusters is also beneficial for propulsion redundancy
and can assist with correcting for misalignment errors by controlling the mass flow rate
of each valve.

Based on the results of this sensitivity analysis the following general recommenda-
tions can be drawn.

• Fibre optic cables with smaller NA, down to 0.54, can be tolerated to reduce the
mass fraction while meeting the energy in requirement. The reduction in mass
fraction is a result of the NA corresponding to smaller acceptance angles and there-
fore reducing the primary concentrator’s rim angle.

• Larger fibre optical cable diameters are desirable to reduce the mass of the opti-
cal system. However, larger diameters compromise on the allowable bend radius
(e.g. rbend ≈ 150rcor e , dependant on supplier) which limits optical integration on-
board the satellite. Based on the given requirements a minimum fibre diameter of
1 mm should be used.

• A good material choice of fibre optic cable for this system is fused silica12. This
choice is due to a compromise between being able to withstand high temperatures
up to 1000 ◦C13, having high radiation resilience14, available NA (e.g. 0.5-0.66), and
low attenuation over solar spectrum (low Hydroxl ion).

• Increasing the number of thrusters would require individual receivers to make use
of controllability. Valves cannot be subjected to the high temperatures aft of the
receiver to control mass flow rate for each thruster.

• Low-mass insulation are critical to reduce the mass of the bi-modal system. How-
ever, some flexibility in the operational outer surface temperature of the insulation
is possible as a combination of the satellite critical systems and/or placement of
the receiver as well as the requirements on TES (e.g. eclipse periods).

• Changing the pressurant from Nitrogen to Helium reduces the system mass frac-
tion for this configuration by 0.7%.

4.4.3. UNCERTAINTY ANALYSIS
Lastly, an analysis of variance (ANOVA) was performed to assess the influence of the
uncertain parameters in the system model to identify critical parameters. The outputs
analysed are the overall wet mass fraction, the electrical power, and the charging and

12Such as those from Molex, Ceramoptec and Thorlabs
13Cladding, jacket, and buffer materials (various plastics such as Teflon or Nylon) that cover the core limits

operational temperatures to between 150 and 350 ◦C. Therefore, the removal of these materials and other
thermal insulation techniques near the tip of the cable and receiver interface are recommended (Henshall,
2006a; Das, 2018)

14NASA determined that for radiation doses on the order of 250 krads silica fibre optic cables resulted in an
attenuation of 0.6 db/m at 750 and 850 nm (Ott, 2002).

http://www.literature.molex.com/SQLImages/kelmscott/Molex/PDF_Images/987650-8935.PDF
https://www.ceramoptec.com/industrial-products/fibers/optran-huv-/-hwf.html
https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=362
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discharging time of thermal energy storage system. The percentage contribution or vari-
able importance, which indicates the influence magnitude of a parameter on the out-
puts, is defined as the sum of squares of each factor divided by the total sum of squares.
Parameters under investigation include the optical, turbine, pump, and generator effi-
ciency. The nozzle correction factor, condenser pinch point temperature, and the radi-
ating space environment temperature that the condenser is exposed too are also evalu-
ated. The maximum and minimum range of all these variables are given in Table 4.8 and
discussed in the following paragraph.

Table 4.8: Uniform distribution of parameters for the uncertainty sensitivity analysis.

Parameter Range Baseline Comment on baseline
value

Optical efficiency [%] [55-85] 62.6 Value determined in
Chapter 3.

Turbine efficiency [%] [50-80] 65
Pump efficiency [%] [30-60] 50
Generator efficiency [%] [80-95] 95
Condenser pinch point temperature [K] [10-30] 20
Condenser environment temperature [K] [4-300] 186 Gilmore (2002)
Nozzle correction factor [%] [96-99] 98 Sutton and Biblarz

(2016)

Predicted optical efficiency ranges for current and space-based deigns are provided
by Nakamura et al. (2004). Literature, although focused on larger Rankine systems, pro-
vides an estimation for the expected turbine, pump, and generator efficiency range (An-
gelino et al., 1991; Wang et al., 2013). Condenser pinch point temperature range is as-
sumed to be between 10 and 30 to cover a large range of operation conditions. Deep-
space temperature is taken as 4 K and is the lower limit of the environmental tempera-
ture the condenser radiates too, however depending on the position of the satellite, the
condenser may be exposed to higher temperatures due to sunlight, planetary infrared,
and albedo effects. An upper limit of 300 K is based on assuming the condenser radiates
to the satellite surface which is equivalent to 300 K at 1 AU from the Sun. The nozzle
correction factor range is based on reducing the nozzle losses from the current conical-
shape nozzle by using a bell-shape nozzle which can achieve correction factors up to
99% (Sutton and Biblarz, 2016).

PERCENTAGE CONTRIBUTION OF UNCERTAIN PARAMETERS

The three constant parameters that influence the overall wet mass fraction of the system
the most are the condenser pinch point temperature, the nozzle correction factor, and
the environmental temperature exposed to the condenser. Figure 4.7 indicates that these
parameters can affect the response up to approximately 20%. The condenser pinch point
temperature, which is taken as the difference between the saturated temperature and the
wall temperature of the condenser, has the largest influence. Higher condenser pinch
point values reduce the wall temperature of the condenser and therefore increase the
required area and thus mass of the condenser. Experimental testing of the thruster can
be conducted to evaluate the nozzle losses and to minimise the losses which will result
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Figure 4.7: Percentage contribution of the uncertain parameters for the integrated solar thermal model.

in high-performing low mass nozzles. A more detailed condenser model that evaluates
the condenser in the space environment and accounts for albedo effect and the position
of the condenser versus the Sun and Earth would be able to predict more accurate results
on the temperature of the condenser and space environmental temperature per orbit to
determine a more accurate range.

The isentropic efficiency of the turbine has the largest effect of almost 75% on the
output electrical power, Ẇnet , indicated in Figure 4.7. This identifies the need to more
accurately predict the losses of micro-turbines. Currently, existing loss models and ex-
perimental testing are limited to larger-scale designs and often do not include organic
fluids. Future work will need to evaluate the turbine efficiency of a micro-turbine using
available large-scale models to determine possible ranges to improve confidence level.
Then, attempts to improve the confidence level by improving the existing loss models
to account for small-scale application will be investigated. Experimental testing is also
necessary to verify predictions.

Regarding the charging time of the TES system, the optical efficiency contributes to
the largest variation of up to 90%. The optical efficiency is directly proportional to the
input power of the concentrator which is inversely proportional to the charge time. The
discharge time is inversely proportional to the output power of the system which in-
cludes the electrical power output, Equation 3.2. Therefore, the turbine efficiency and
pump efficiency are the main variables that contribute to the variation. The contribu-
tion from the turbine is largest due to the larger boundary of efficiency evaluated due to
the higher uncertainty of this variable.

4.5. BASELINE SYSTEM DESIGN
Before concluding this chapter, the baseline design is summarised in Table 4.9 together
with its main features. The key features include five primary inflatable concentrators
with a diameter of 1.49 m. Each primary concentrator is coupled with a flat plate sec-
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ondary concentrator (0.21 m diameter) to heat the high-temperature receiver. The re-
ceiver aperture is 37.8 mm in diameter to accommodate receiving the five fibre optic
bundles (14 mm diameter per bundle). A spherical tank with a radius 389 mm is needed
to hold 223 kg of propellant (water), including a 2% residual and a 10% ullage volume.

Table 4.9: Summary of the baseline design characteristics

Parameter Value Parameter Value
Optical system
Number of optical systems 5 Optical efficiency 62.6%
Primary concentrator diameter 1.49 m Secondary concentrator diameter 0.21 m
Optical fibre bundle diameter 14 mm Optical fibre NA 0.66

Reciver/TES system
Receiver aperture 37.8 mm Receiver melting temperature 1964 K
Receiver outer-to-inner diameter 3.38 Receiver length to outer diameter 0.97

ORC system
Number of condenser channels 36 Condenser diameter 0.8 mm
Condenser temperature 129 K

Propulsion system
Propellant tank shape Spherical Number of propellant tanks 1
Propellant tank radius 389 mm Propellant tank ullage 10%
Propellant mass 223 kg Pressurant Nitrogen
Chamber pressure 4.37 bar Nozzle expansion ratio 166

Overall performance
Thrust 25 N Electrical power output 518.6 W
ORC thermal efficiency 18.3% Shared specific power 11.9 W/kg

When the high-temperature PCM receiver has been selected. The number of design
parameters can be reduced by three as the PCM density, latent heat and melting temper-
ature are known (assuming the propellant chamber temperature is equal to the melting
temperature). In addition, the expansion ratio can be changed to a design choice based
on available thruster configurations instead of a design parameter due to its insensitivity
on the wet system less than 0.3% (Figure 4.5). It was found that by increasing the expan-
sion ratio by 30% the specific impulse only improves by 1.4%. Although, the maximum
ORC pressure was found to be insignificant (<0.1%) on the system mass fraction, it re-
mains as a design parameter. This is due to its influence on the electrical power output
(for low maximum cycle pressures, less than or equal to 20%, the electrical power output
was found to be less than the desired 500 W), the rotor blade height (24%) and the ro-
tational speed (8.7%) of the turbine. The updated design method is given in Figure 4.8.
The radial inflow blade height is also added as constraint.

The optimal design resulted in a condenser design with 166 channels with a diameter
of 0.368 mm necessary to radiate 2.5 kW of thermal energy to space at steady-state con-
ditions. This results in a condenser with a width and length of 44 m and 0.09 m and thus
an excessively large aspect ratio (aspect ratio higher than 480). Although, the volume
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of the condenser is 0.9% of the total spacecraft mass (assuming the spacecraft volume
is 1 m3), therefore a deployable condenser design could possible be integrated inside
the mini-spacecraft. A dynamic structural analysis is required to determine the smallest
condenser aspect ratio that can withstand deployment and the forces imposed during
orbit transfer manoeuvres. Other disadvantages of having a large condenser include the
increase risk of Micrometeoroid and Orbital Debris (MMOD) penetration, the increase
in complexity of system integration, and structural concerns. Therefore, for future op-
timisations, it is essential to add aspect ratio constraints for the condenser as shown in
Figure 4.8.

Lower aspect ratio designs are possible however at the cost of a substantial increase
in mass. For example, the 2.5 kW can be obtained with commercially available deploy-
able radiators by Swales Aerospace. The design has two radiators which can each radiate
1.25 kW of thermal power and have a width and length of 1.27 m and 3.18 m respectively
(Gilmore, 2002). However, the condenser mass fraction increases to 9%, which is five
times more the current configuration. This increase in mass results in the overall system
mass fraction of the bi-modal system exceeding the SYS-01 requirement (β = 87.6%).

Adding the aspect ratio as a constraint to the design approach (Figure 4.8) aids in
finding more suitable configurations. For example, if the maximum aspect ratio is con-
strained to less than 125 a new layout that uses 36 channels with a diameter of 0.8 mm
is proposed. This new condenser design is 4.3 kg more than the optimal solution and
results in an overall bi-modal system mass fraction of 79.5% and a 4.6% relative pressure
drop across the condenser. The volume mass fraction also increases to 1.2% and the elec-
trical power output is 518 W. Future work can include investigating alternative passive
and active thermal systems such as coatings, thermal straps, heat pipes and additional
heat loops. It is noted that the design of the condenser is based on an ideal regenerator
output conditions. Although the regenerator is a small contribution to the final space-
craft mass it effects the input conditions and therefore the design of the evaporator and
condenser as well as the cycle performances (Refer to Section 5.4.4). Therefore, the re-
generator design inputs are also included to the updated proposed design approach in
Figure 4.8.

Some additional areas of research are required before this bi-modal system can be
adopted. For example, a test program is needed to verify the performance of the design
in terms of propulsion and power, as well as investigate flow instabilities. Investigation
into determining the optimal escape trajectory is necessary to potentially reduce the∆V
budget for a mission and determine with the best thrust and burn time sequences to
overcome the significant perturbations such as the Moon’s gravitational effect. In addi-
tion, future work will need to focus on the systems control capabilities such as concen-
trator pointing and tracking and thrust control as well as turbine placement to determine
the optimal position to assist the on-board Attitude Determination and Control System
(ADCS). Investigating the solar radiation pressure effect on the attitude control of the
final spacecraft design including the concentrator mirror surfaces is also important in
determining the ADCS requirements. Another challenging aspect of the design is the
manufacturing of the micro-turbine. Improvements in surface roughness and reducing
the tip clearance of the radial inflow turbine at micrometre level is necessary to improve
the turbine efficiency and therefore system efficiency of the bi-modal system.
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Figure 4.8: Updated design approach of the bi-modal solar thermal propulsion and power system. The re-
ceiver/TES system and power system modules have been modified and highlighted in yellow. The update
includes the detail design of the condenser and regenerator components and is based on a selected TES mate-
rial.
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4.6. SUMMARY
This chapter focuses on a novel design of a bi-modal system that can co-generate elec-
tricity and propulsion for small satellites. A comprehensive, innovative design approach
for the proposed system was established. The approach is suitable to assist with future
design evaluations of this system and can be easily extended to other missions and ap-
plications. A single-objective optimisation was performed using a genetic algorithm to
minimise the overall wet system mass fraction to determine the feasibility of the sys-
tem on-board small satellites. Additional investigations were conducted to identify key
parameters required to ensure the system is modelled sufficiently accurate. The design
uses water as the propellant and Toluene as the working fluid.

The following conclusions and innovations can be drawn:

1. The optimisation results illustrate that for the GTO to lunar transfer mission, the
integrated solar thermal system meets the system requirements for satellites that
have a gross mass of more than 300 kg. For more reliable data, the complexity of
the mass estimation models for the concentrator, water tank blowdown, and insu-
lation design can be increased. The propellant mass accounts for 44 to 50% of the
total mass fraction for the mini-satellite scenarios investigated. The concentrator
and insulation contribute up to 8% and 7% of the total mass, respectively. Attrac-
tive features of the bi-modal system are high specific energy, fast transfer times,
higher resistance to degradation, and a propulsion system with lower power con-
sumption compared conventional systems and potentially lower cost. A disad-
vantage of the system is the low specific power of around 12 W/kg; an order of
magnitude lower than the future interplanetary target values. However, it is of the
order of magnitude of the SMART-1 mini-satellite (24 W/kg). This demonstrates
the above advantages could compensate for satellites that require a ∆V budget of
a few km/s.

2. The condenser is a critical component that requires a more detailed design to re-
duce the mass of the component while adhering to aspect ratio constraints. The
high mass of the condenser when the aspect ratio is constrained highlights the
need of including a regenerator in the ORC. By adding a regenerator to the Rank-
ine cycle the amount of energy that the condenser radiates to space is reduced and
therefore the mass and volume of the condenser is reduced.

3. Silicon was found to be the most suitable near-term PCM as it exceeds the specific
energies (> 250 Wh/kg) required for future planned interplanetary missions.

4. Optical parameters have the largest influence on the overall system mass fraction
of up to 17.6%. The outer-to-inner receiver diameter ratio has more effect than
the length-to-diameter ratio. An optimal minimum mass exists for the PCM melt-
ing temperature design variable as there is a compromise between the increase in
insulation mass and the reduction in propellant, pressurant, and tank mass. Addi-
tional design considerations are that unless the packaging of a spherical tank can
be accommodated a tank length-to-diameter of more than 16 (assuming a single
tank design) is required to meet the wet mass requirement (SYS-01). The desired
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outer temperature of the insulation has a significant effect of up to 7.6% on the
overall mass fraction. Optical fibres with high rim angle are required to ensure ad-
equate input power is received. The selection of the fibre diameter needs to ensure
a high bundle packaging factor depending on the diameter of the bundle required
to minimise the overall mass.

5. The isentropic efficiency and optical efficiency are the constant parameters that
most significantly affect the electrical power output and charging and discharging
times.

The above conclusions provide key design guidelines for high-temperature bi-modal
systems that integrate STP and ORC systems. The next chapter is devoted to the dynamic
behaviour of the system, specifically the interactions between the fluids and the receiver.



5
CHARACTERISATION OF BI-MODAL

PROPULSION AND POWER SYSTEMS

If you want to be a true professional,
do something outside yourself.

Ruth Bader Ginsburg, Former Associate Justice
of the Supreme Court of the United States

This chapter provides a detailed analysis of the bi-modal solar thermal system’s behaviour
focusing on energy storage, propulsion, and electrical power capabilities. Conjugate heat
transfer between the high-temperature receiver and the fluids, such as the working fluid
and propellant, is analysed to characterise the system’s dynamic performance and identify
the viability of the proposed coupling of the power and propulsion system. The design
elements of the micro-turbine are also discussed.

Parts of this chapter has been published in:
Leverone, F., Cervone, A., Pini, M., and Gill, E., 2021. Design and Characterisation of a Bi-modal Solar Thermal
Propulsion and Power System for Small Satellites. Applied thermal Engineering, 189, 116609.
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5.1. INTRODUCTION
Chapter 4 concludes with a proposed baseline configuration of the integrated solar ther-
mal system. In this chapter, the transient behaviour of the baseline configuration is eval-
uated. This evaluation allows for an improved understanding of the actual system op-
eration and key design considerations crucial for ensuring the system’s reliability. The
system is also compared in terms of specific power, energy density, transfer time, and
mass fraction against the SMART-1 satellite’s corresponding subsystems. In closure, the
impact on the final micro-turbine design is evaluated in terms of structural and perfor-
mance aspects.

Transient analysis of the system is critical to determine the feasibility of operation
on-board a spacecraft. This high importance is due to the time required to heat the
receiver to temperatures above the desired turbine inlet temperature before the ORC
system can commence generating electrical power as opposed to PV systems1.

5.2. MODEL DEVELOPMENT
The receiver transient model developed is detailed in this section with Figure 5.1 depict-
ing the receiver’s dependency to the other components. The detailed explanation of the
layout and process flow of the system is discussed in the previous chapter (Section 4.2),
and is thus not described here for conciseness.

Figure 5.1: Simplified flowchart of the transient integrated solar thermal system design process.

5.2.1. MODEL APPROACH
The overarching dynamic thermal behaviour of the bi-modal system is governed by an
unbalance of the thermal power transferred among the receiver, concentrators, fluids,
and environment. Therefore, a non-linear thermal dynamic model based on first prin-
ciples of the receiver/TES system was developed to gain a better understanding of the
operation of the bi-modal solar thermal propulsion and power system compared with
the steady-state analysis in the previous chapters. The receiver model is coupled to a
transient propulsion model and a quasi-static model of the ORC evaporator. The justi-
fication for limiting the ORC to a quasi-static model of the evaporator is to reduce the
computational resources required while proving that the evaporator is not heat flux lim-

1PV system, conventional power systems on-board small satellites, begin generating electrical power that sub-
systems can use once they are pointing to the Sun.
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ited. In addition, a transient model of the ORC did not fall within the time frame of the
project and would need to be performed in a follow-up project.

In general, zero-dimensional or one-dimensional component models were sufficient
in providing the level of detail required for accurate prediction of the performance of the
system. This accuracy is based on the previous chapters’ validations and the transient
ORC modelling work of Trapp (2014). Models were executed using MATLAB/Simulink
for ease of integration with previously developed models in earlier chapters.

5.2.2. THERMOPHYSICAL PROPERTIES
The thermophysical properties, such as density, specific heat, viscosity and thermal con-
ductivity, of the working fluid and propellant are calculated from empirical formulas as
a function of temperature and pressure obtained from the RefProp software23 to reduce
the computational time. This was done due to lessons learned from the previous steady-
state analysis, where functions accessing the in-house thermophysical properties calcu-
lation software were the most computationally expensive. The variation in thermophys-
ical properties such as the specific heat of water was less than 1% over the operating
conditions.

5.2.3. COMPONENT MODELS
This section documents the component models developed to determine the bi-modal
solar thermal propulsion and power system’s transient performance.

OPTICAL SYSTEM MODEL

The thermal input power to the receiver from the optical system is defined by Equation
3.1 in Chapter 4. In this section, the variation of the incidence angle is taken into ac-
count. This is done by assuming the concentrator is controlled by a stepper motor that
enabled a change in angle of 0.16°/s (Chong and Wong, 2010). Faster degree changes
are possible, up to 86°/s for rigid concentrators. However, from a structural perspective
to minimise deformation of the support structures and optical surfaces, slower speeds
are desired. In reality, a linear change in the pointing angle is difficult as the motor ex-
periences non-linear effects due to the inertial load of the motor and signal delay. It is
assumed that for this investigation, which is to determine from a fundamental point of
view the feasibility of the system, this assumption is suitable. Future work can include
complex control, pointing and tracking the optical system such as Henshall and Palmer
(2015) and determine the optical quality with respect to the inflatable structures’ defor-
mation. For eclipse periods, no input thermal power is assumed. The reduction in solar
flux caused by the Earth’s penumbra4 is not considered as it was found to be less than
0.04% of the total orbit period.

RECEIVER/TES SYSTEM MODEL

A transient model of the high-temperature receiver is developed below. The enthalpy
method introduced by Prakash et al. (1987) is commonly used to investigate the phase

2Water, https://webbook.nist.gov/cgi/cbook.cgi?ID=C7732185 [Accessed 20 October 2020]
3Toluene, https://webbook.nist.gov/cgi/cbook.cgi?ID=108-88-3 [Accessed 20 October 2020]
4Penumbra is defined to have a solar flux intensity is scaled between 0 and 1 caused by the Earth partially

blocking the sun rays

https://webbook.nist.gov/cgi/cbook.cgi?ID=C7732185
https://webbook.nist.gov/cgi/cbook.cgi?ID=108-88-3
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change behaviour of the material (Alvi et al., 2020). The phase change material (PCM)
model is divided into three regions: a solid, a liquid, and a mushy zone (containing both
liquid and solid phases). Therefore, the method depends on the liquid fraction, f , which
denotes the ratio of liquid to the total mass of the domain. The solid and liquid regions
are defined as f = 0 and f = 1, respectively, and the mushy zone is 0 < f < 1. The con-
servation of the total specific energy, e, for the system reads

de

d t
= ėi n − ėout . (5.1)

The total specific energy is a function of the sensible and latent heat,

e =
(

es,r e f +
∫ T

Tr e f

cdT

)
+ f L (5.2)

where c is the specific heat capacity, Tr e f is the reference temperature, T is the current
temperature, es,r e f is the reference sensible specific energy at the reference temperature,
and L is the latent heat of fusion.

The mathematical representation of the receiver is based on the following assump-
tions:

1. Only radiative losses between the receiver and the external environment are con-
sidered.

2. The volume variation during the phase change process is ignored.

3. The effects of natural convention and Marangoni convection within the PCM is
negligible.

4. The PCM thermophysical properties are different for the liquid and solid phases
(Table 5.1).

5. In the mushy zone the PCM thermophysical properties are assumed to vary lin-
early with respect to the liquid mass fraction.

6. The PCM is assumed to behave ideally such that property degradation and super-
cooling effects are not accounted.

7. Heat conduction in the longitudinal direction is negligible.

However, in real systems, some of the above assumptions do not hold. Nevertheless,
the following motivations are provided to highlight the accuracy of the assumptions and
their limitations.

Assumption 1 is valid because the system operates under vacuum conditions. How-
ever, to compare numerical results against experimental test data performed on Earth
outside of a vacuum chamber, the effects of convection will need to be accounted for.

Based on molten Silicon experiments Assumption 2 does not hold as Silicon has been
found to expand during the solidification process. The PCM container should only be
filled up to 80% of the container’s volume to avoid expansion damage (Gilpin, 2015).
Therefore, Section 5.4.2 examines the effect of neglecting this assumption on the system.
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Table 5.1: Solid and liquid thermophysical properties of Silicon.

Thermophysical property Units Value Reference
Solid density kg/m3 2520 (Datas et al., 2016, 2018)
Liquid density kg/m3 2520 (Datas et al., 2016, 2018)
Solid specific heat J/kgK Shomate equation† (NIST, 2018)
Liquid specific heat J/kgK 1040 (Datas et al., 2016, 2018; Zeneli et al., 2019)
Solid thermal conductivity W/mK Polynomial function‡ (MatWeb, 2002)
Liquid thermal conductivity W/mK 56 (Valencia and Quested, 2008)
Solidus temperature K 1684 (Datas et al., 2018; Zeneli et al., 2019)
Liquidus temperature K 1686 (Datas et al., 2018; Zeneli et al., 2019)
Latent heat kJ/kg 1800 (Datas et al., 2016, 2018; Zeneli et al., 2019)
† where the Shomate coefficients are A = 22.81719, B = 3.89951, C = -0.082885, D = 0.042111,
and E = -0.354063, for 298 K ≤ T ≤ 1684 K
‡ kpcm,s (T ) = 1.0807×10−10T 4 −5.2458×10−7T 3 +9.5562×10−4T 2 −8.0147×10−1T +295.74
for 373 K ≤ T ≤ 1684 K

The work of Datas et al. (2016) states that Assumption 3 is plausible if the liquid Sili-
con has a small temperature gradient because the corresponding density change is min-
imal. Besides, by modelling the natural convection within the PCM, the heat transfer
would be improved. Therefore, this assumption represents a more conservative heat
transfer estimation for the PCM (Veeraragavan et al., 2014). Xiaohong et al. (2011) states
that for PCM under microgravity conditions, natural convection disappears and Maran-
goni convection, caused by surface tension, become apparent in the presence of a void
in the cavity. However, Marangoni convection is an order of magnitude smaller than
natural convection. Therefore Assumption 3 remains acceptable.

Constant liquid PCM thermophysical properties are assumed as relatively invariant5

during the expected operational temperature range of the receiver (Assumption 4). It
is also assumed that the receiver will operate close to the melting temperature during
nominal operation by varying the incidence angle between the Sun and the concentrator
dish. The solid thermophysical properties are temperature-dependent and defined in
Table 5.1.

The small difference between the solidus and liquidus temperature of Silicon (2 K)
has resulted in previous models to assume constant melting temperature during the
mushy zone (Datas et al., 2016). However, in real systems, the difference exists. There-
fore this work adopts a linear variation of temperature with respect to the liquid fraction
in the mushy region as proposed by Zeneli et al. (2019) (Assumption 5).

The PCM does not account for degradation and supercooling effects, indicated by
Assumption 6, due to the limited data on this subject. Experimental testing on thermal
cycling behaviour is recommended to gain insight into the effect of this assumption.

Assumption 7 is only valid for short characteristic lengths (Zivkovic and Fujii, 2001;
Kennedy, 2004) that result in Biot numbers significantly less than one. The effective Biot
number, Bi e , (Equation 5.36) indicates the significance of internal conduction within the
receiver material relative to radiative cooling (Blanchard, 1994).

5Refer to Silicon, https://webbook.nist.gov/cgi/inchi?ID=C7440213. [Accessed 3 December 2020].
6The reder is referred to Blanchard (1994) for the derivation of the effective Biot number.

https://webbook.nist.gov/cgi/inchi?ID=C7440213
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Bi e =
εσ

(
T 2

b +T 2
a

)
(Tb +Ta) lc

k
(5.3)

where ε is the material’s emissivity, lc is the characteristic length, and k is the materials
thermal conductivity. The temperature of the body, Tb , is taken as the melting tempera-
ture of the PCM, and Ta is the ambient temperature.

Table 5.2 illustrates that the effective Biot number for the baseline design in Chapter
4 (500 kg optimal solution) using Silicon is between 0.13 and 0.36. This falls outside the
model validity, which is Biot numbers less than 0.1 (Blanchard, 1994). However, mod-
elling the PCM as a lumped-capacity node instead of using finite difference conduction
models results in an overestimation of the surface temperature of the PCM which will re-
sult in higher radiation heat transfer to its surroundings and therefore have a lower peak
body temperature (Kennedy, 2004). Thus, for the initial characterisation of the PCM of
the bi-modal system to determine the system’s feasibility, neglecting the longitudinal
temperature variation is acceptable7. However, caution is noted on future designs to
include a finite-difference model in the longitudinal direction.

Table 5.2: Biot numbers for the 200 kg and 500 kg (baseline) optimal receiver designs
provided in Table 4.4.

Receiver Design 200 kg case 500 kg case
(Characteristic length) (0.220 m) (0.129 m)
Silicon (k = 20 W/mK)* 0.62 0.36
Silicon (k = 56 W/mK)** 0.22 0.13
* Solid at melting temperature

** Liquid at melting temperature

Ambient temperature taken as 300 K to obtain worst-case values.

The emissivity of molten Silicon is 0.17 (Rulison and Rhim, 1995; Zhou et al., 2003)

The PCM size of the baseline design has a characteristic thickness smaller than its
length. Therefore the lumped-capacity model can also be assumed for the radial direc-
tion of the PCM. However, three models with increasing refinement in the radial direc-
tion were considered to gain insight into the assumption’s suitability. The three mod-
els are developed with increasing variable thermal resistance and variable heat capacity
(RC). They are categorised as follows: 1) a first-order (2R1C), 2) a second-order (4R2C),
and 3) a third-order (6R3C) model8, as depicted in Figure 5.2b. The higher-order is based
on the increase in nodes in the radial direction. The thermal resistance and heat capacity
is determined based on the physical properties as a function of temperature. The cylin-
drical PCM is sub-divided into sub-cylinders that consists of one heat capacity and two
resistances. Thermal conductivity, k, of each thermal resistor is a function of tempera-
ture corresponding to the node left of the resistor in Figure 5.2b. This premise means
the thermal resistance of the model is higher than if the right node temperature or the
average temperature between the nodes were used. Therefore, providing a more con-
servative value due to the higher reference temperature and therefore, larger thermal

7For all simulations in this chapter the length of the PCM is limited to 0.129 m.
8These models are made up of 2, 4 and 6 variable thermal resistances and 1, 2, and 3 variable heat capacities

respectively.
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conductivity for the resistor. The two coefficients,α and β describe the radial placement
of the heat capacity and resistance, as shown in Figure 5.2b. The coefficientαi is defined
as the ratio of the heat capacity at the i-th node to the total heat capacity. The ratio of
the resistance at node i over the total resistance is denoted as βi .

The differential heat balance equations of the PCM are defined as Equation 5.4 to 5.7
according to the first and second law of thermodynamics for a generic first-order ( j = 1),
second-order ( j = 2) and third-order ( j = 3) model. Figure 5.3 presents the flowchart of
the transient process to determine the heat transfer and temperature of each node.

Cp,1( j=1)

dTp,1(t )

d t
= Tc,1(t )−Tp,1(t )

Rc1,out +Rp,1
− Tp,1(t )−Tc,2(t )

Rp,2 +Rc2,i n
,or (5.4)

Cp,1( j=2=3)

dTp,1(t )

d t
= Tc,1(t )−Tp,1(t )

Rc1,out +Rp,1
− Tp,1(t )−Tp,2(t )

Rp,2 +Rp,3
(5.5)

Cp,2( j=2,3)

dTp,2(t )

d t
= Tp,1(t )−Tp,2(t )

Rp,2 +Rp,3
− Tp,2(t )− ( j −2)Tp,3(t )− (3− j )Tc,2(t )

Rp,4 + ( j −2)Rp,5 + (3− j )Rc2,i n
(5.6)

Cp,3( j=3)

dTp,3(t )

d t
= Tp,2(t )−Tp,3(t )

Rp,4 +Rp,5
− Tp,3(t )−Tc,2(t )

Rp,6 +Rc2,i n
(5.7)

where T is the temperature of the specified node according to Figure 5.2b, R is the ther-
mal resistance and, C is the heat capacity, defined as a function of its coinciding temper-
ature,

Cp,i =αi Ctot (Ti ) (5.8)

Ctot (Ti ) = 1

4
π

(
d 2

p,out −d 2
p,i n

)
Lpρp c (Ti ) (5.9)

where i = 1,2,3 and corresponds to the node of interest, dp,i n and dp,out are the inner
and outer diameter of the PCM, and Lp , ρp , and c are the latent heat, density and specific
heat of the PCM respectively.

Rp,(2i−1) =αiβi Rtot (Ti ) (5.10)

Rp,(2i ) =αi
(
1−βi

)
Rtot (Ti ) (5.11)

Rtot (Ti ) = 1

2πkp (Ti )Lp
ln

dp,out

dp,i n
. (5.12)

The insulation model has a large radial temperature distribution from the inner sur-
face near the PCM and outer surface which radiates to the environment. Therefore, a
third-order model was used for the insulation to capture the change in temperature de-
pendent properties, such as thermal conductivity. Additionally, higher degree in refine-
ment is necessary to determine the placement of the working fluid. The differential heat
balance equations for the insulation sub-cylinders can similarly be defined by replacing
the thermal resistance Rc1,out , Rp , and Rc2,i n with Rc2,out , Ri ns , and Rr ad and changing
the temperature nodes from Tc1,out , Tp , and Rc2,i n to Tc2, Ti ns , and Tspace respectively.
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Figure 5.2: (a) Cross-sectional view of receiver. (b) Thermal nodal network of the receiver.
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Figure 5.3: Flowchart of the transient process for evaluating the container, PCM, and insulation temperatures
of the receiver for a specified simulation time tmax .

LIMITATIONS OF RECEIVER/TES SYSTEM MODEL

The purpose of this section is to reiterate the limitations of using the receiver system
model described in the previous section. The Biot numbers of the Silicon designs fall
slightly above the validity range of assuming a lumped-capacity model in the longitudi-
nal direction. Also, the insulation layer exceeds a Biot number of 0.1. Therefore a two-
dimensional model is also highly recommended in future work. A two-dimension model
could also capture the asymmetrical freezing of Silicon due to non-adiabatic container
walls (Gilpin, 2015; Datas and Martí, 2017). The error due to the lumped-capacity in
the longitudinal direction will result in higher than expected surface temperatures and
more radiation loss to the environment which lowers the maximum body temperature.
However, as the bi-modal system is designed to operate during the phase change tem-
peratures of Silicon, the STP and ORC performance in this region is not affected as this
temperature is known. However, the rate of charging and discharging the TES system is
affected and will heat up or cool down at a faster rate due to the higher surface temper-
atures.
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PROPULSION MODEL

The dynamic behaviour of the solar thermal propulsion system (Figure 5.4) is governed
by two factors: the thermal power transmitted from the receiver to the propellant that
affects the temperature of the propellant, and an unbalance of mass flow rates of the tank
valve and nozzle which contributes to a change in pressure inside the thrust chamber.

NozzleReceiver

Propellant tank

Valve

N2 H2O

Pressurant
tank

ሶ𝑚1
ሶ𝑚𝑛𝑜𝑧

Thrust chamber

ሶ𝑄𝑖𝑛

Figure 5.4: STP system showing the pressurant and propellant tank along with valves, receiver, and thruster.
The mass flow rate, ṁ1 is the liquid mass flow rate, ṁnoz is the nozzle mass flow rate and Q̇i n is the thermal
power into the receiver from the optical system.

The same one-dimension finite difference method used for the working fluid, Chap-
ter 3, is used to determine the propellant’s exit pressure and temperature and provides
the initial conditions for the accumulator control volume. The accumulator is modelled
as a zero-dimension model with a constant control volume ( dVc

d t = 0) to compensate for
the change in pressure within the receiver based on the conservation equations. The

gas is assumed to be ideal, and there is no heat transfer to the environment ( dQc
d t = 0).

The constant temperature assumption is suitable at this stage in the analysis because
the accumulator’s sides are exposed to either the hot container wall or insulation layer.
Therefore, reducing heat loss to the environment. The conservation of mass for this con-
trol volume is defined as

dmc

d t
= ṁ1 −ṁnoz (5.13)

where ṁ1 and ṁnoz are the valve and nozzle mass flow rates, respectively and mc is
the mass of propellant inside the chamber.

Based on the first law of thermodynamics (Equation 5.14) and the differential form of
the enthalpy equation (Equation 5.15) as well as the ideal gas equation the time deriva-
tive of the pressure, pc , inside the accumulator is computed from Equation 5.16. The
initial mass and pressure of the chamber are set to 0 kg and 0 Pa respectively.

dUc

d t
= dQc

d t
+ dWc

d t
+hc

dmc

d t
(5.14)

d Hc

d t
= dUc

d t
+Vc

d pc

d t
+pc

dVc

d t
(5.15)

d pc

d t
= γRg Tc

Vc

dmc

d t
+ pc

γ−1

dγ

d t
(5.16)

where Uc is the internal energy of the chamber, Qc represents the thermal heat ex-
change between the chamber and the environment, Wc is the work done by the system
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( dWc
d t = 0) and hc is the specific enthalpy of the chamber. The volume of the chamber

is defined as Vc , Rg is the gas constant of the propellant, Tc is the temperature of the
chamber and γ is the specific heat of the propellant.

The equilibrium model, Equation 5.17, is the simplest model for predicting mass flow
rate through a value and only requires saturation properties,

ṁ1 =Cd Av

√
2ρ

(
pt −∆pv −pc

)
(5.17)

where Cd is the discharge coefficient assumed to be 0.8 (Sutton and Biblarz, 2016),
Av is the area of the valve, ρ is the density of the propellant, and pt is the pressure of the
propellant tank. The pressure drop across the valve ∆pv is taken as 0.15 bar9.

This model assumes only liquid water is expelled from the propellant tank. This
is justified if the propellant tank includes a propellant management device10 to keep
the liquid propellant separate from the gaseous pressurant. The downside of using this
model is that it does not capture the valve’s initial transient behaviour and frequently
over-predicts the pressure. However, a ramp function has been included to simulate
the response time based on existing systems, where the maximum open/close response
time ranges between 10-15 msec for 1 to 40 N monopropellant systems11. The system as-
sumes no backflow through the valve (i.e. mass flow rate is equal to zero if thrust cham-
ber pressure exceeds the tank pressure.) As previously mentioned, a nitrogen pressure-
fed system is used.

To model the thruster mass flow rate, from which the thrust and specific impulse are
computed, the conditions of ideal rocket theory are assumed,

ṁnoz = At pc√
Tc Rg

√√√√
γ

(
2

γ+1

)γ+1
γ−1

(5.18)

where At is the throat area. These assumptions do not hold in real systems, but the
deviation in the propulsion system’s performance is small12. Deviations from the ideal
rocket theory are expected with the following assumptions:

1. Adiabatic flow: The nozzle will also be heated from the solar thermal receiver and
transfer heat from the nozzle to the gas. In general, regarding conventional propul-
sion systems, the total energy lost to the environment is less than 1% (Sutton and
Biblarz, 2016). However, this is not the case for very small chambers as decreasing
the chamber size results in larger surface-area-to-volume ratios and higher heat
loss. In order to verify this assumption, a computational fluid dynamics (CFD)
analysis is required, which is out of the scope of this thesis.

9Ariane Group, (2020). Low pressure latch valves https://www.space-propulsion.com/
spacecraft-propulsion/valves/latch-valve.html [Accessed 10 June 2020]

10Examples of propellant management devices (PMDs) include diaphragms, vanes, and bellows.
11Moog, (2018). Monopropellant thruster vales, https://www.moog.com/

content/dam/moog/literature/Space_Defense/spaceliterature/propulsion/
moog-monopropellant-thruster-valves-datasheet.pdf [Accessed 10 June 2020]

12Discharge coefficients (actual over ideal mass flow rate) of around 0.95 are found for nozzles of similar size
(Nishii et al., 2021).

https://www.space-propulsion.com/spacecraft-propulsion/valves/latch-valve.html
https://www.space-propulsion.com/spacecraft-propulsion/valves/latch-valve.html
https://www.moog.com/content/dam/moog/literature/Space_Defense/spaceliterature/propulsion/moog-monopropellant-thruster-valves-datasheet.pdf
https://www.moog.com/content/dam/moog/literature/Space_Defense/spaceliterature/propulsion/moog-monopropellant-thruster-valves-datasheet.pdf
https://www.moog.com/content/dam/moog/literature/Space_Defense/spaceliterature/propulsion/moog-monopropellant-thruster-valves-datasheet.pdf
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2. Uniform distribution: The gas velocity, pressure, temperature, and density are not
uniform across any section normal to the nozzle axis due to friction and bound-
ary layer effects. Pearson et al. (1996) numerically showed that the boundary layer
effects could reduce the specific impulse by 200 to 300 s for low thrust (4 to 8 N)
STP thrusters using liquid Hydrogen (25 to 35% reduction in Isp ). This high re-
duction in performance is mainly attributed to the downstream throat angle (on
the diverging section of the nozzle) as it affects the rate of expansion. Therefore,
reducing this angle slows down the rate of expansion and the specific impulse loss
is improved by approximately 130 s. However, when decreasing the downstream
throat angle, there is an increase in losses associated with flow divergence (flow
deviates from being parallel with respect to the nozzle axis) as lower angles result
in a more conical nozzle shape where divergence losses become more prominent.
The work of Pearson et al. (1996) is approximate due to the use of an uncoupled
boundary layer solver. Therefore a CFD analysis would be useful in determin-
ing the magnitude of the change in performance more accurately. Future work
should also include determining a discharge coefficient that could be applied to
the mass flow rate to account for this loss based on experimental results. The noz-
zle exit Reynolds number is approximately 2300, which is at the transitional point
(assuming 2 bar and 1685 K stagnation conditions). Future work could include
experimental work to potentially determine a discharge coefficient for a specific
design.

POWER SYSTEM MODEL

The transient model of the entire micro-ORC system is out of the scope of this work.
Instead, the focus is to determine the feasibility of embedding the working fluid tubing
directly into the receiver insulation. Therefore, the existing evaporator finite-difference
model of a spiral channel is used to provide conditions for the steady-state ORC model
in Chapter 3 to determine the resultant performance of the designed micro-ORC.

5.3. MODEL VALIDATION AND VERIFICATION
The verification and validation of the simulation models used in this Chapter are re-
quired to determine if the model can meet its intended purpose and is accurate. Verifi-
cation ensures the model assumptions have been correctly implemented, and validation
helps check the model’s accuracy with respect to the real system behaviour. The dy-
namic receiver and propulsion models have been validated against test cases found in
literature. The three receiver models described in Section 5.2.3 have been verified with
respect to the validated model.

5.3.1. RECEIVER MODEL VALIDATION AND VERIFICATION
The developed first-order PCM model is validated against experimental data and a two-
dimensional numerical model for a low-temperature melting case (Zivkovic and Fujii,
2001) and a high-temperature solidification case (Elgafy et al., 2004). The first-order
PCM model is validated as it is the simplest and has the largest deviation in results
compared with the real system. The higher-order models are verified against the vali-
dated model to ensure the higher-order models have been implemented correctly. For
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these validation cases, convection heat transfer was included. The results of the two
cases are shown in Figure 5.5a and 5.5b. Figure 5.5c shows the 2RC1 model has a max-
imum percentage error of 19% and 12% against the experimental data and numerical
results, respectively, for the melting case study. There is a difference of 3% and 4%
against the experimental data and numerical results for the solidification case (Figure
5.5d). The results illustrate that the 2RC1 model can adequately capture the heating and
cooling dynamics of a PCM. Note that a constant temperature during the PCM’s melt-
ing/solidification for the validation simulation was assumed for the 2RC1 model.
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(d) Percentage error for the solidification case.

Figure 5.5: Validation results of the PCM against experimental data (exp) and a 2-dimensional numerical model
(num) (Zivkovic and Fujii, 2001; Elgafy et al., 2004)

Each of the three models (2R1C, 4R2C, and 6R3C) were run using the 500 kg opti-
mal solution receiver geometry to determine the effect of varying the number of nodes
distributed radially in the PCM. Table 5.3 provides the maximum absolute relative per-
centage temperature difference with respect to the average temperature obtained for
various nodes over one orbit for each model. Higher-order models have smaller percent-
age differences, although, the most considerable maximum absolute relative percentage
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difference13 is 9.77% when comparing the 2R1C with the 6R3C model. The time step
for the 6R3C model had to be reduced to 0.002 s to prevent instabilities, which resulted
in a significant increase in the simulation runtime. Therefore, as a trade-off between
computational resources and accuracy in describing the phase change composition in-
side the receiver, the 4R2C model is used for the following investigations. For precise
determination of the solid-to-liquid interface during the phase change process a finer
discretisation in the radial as well as in the longitudinal direction is needed; however,
this is out of the scope for this thesis.

Table 5.3: Maximum absolute relative temperature percentage differences with respect to the average of the
three simplified thermal resistance and heat capacity models.

RDmax
(
Tc,1

)
[%] RDmax

(
Tp,mi d

)
[%] RDmax

(
Tc,2

)
[%] Time step Simulation time

6R3C 4R2C 2R1C 6R3C 4R2C 2R1C 6R3C 4R2C 2R1C [s] [hours:min:sec]
6R3C - 2.85 9.77 - 2.47 4.67 - 2.31 3.96 0.0002 04:36:48
4R2C 2.85 - 6.76 2.47 - 3.21 2.31 - 3.90 0.001 21:40
2R1C 9.77 6.76 - 4.67 3.21 - 3.96 3.90 - 0.01 03:59
Tp,mi d is the node between Tp,1 and Tp,2.

When increasing the radial distribution (i.e. comparing the 2R1C with 6R3C model),
the PCM temperature increases at a slower rate. For example, the relative difference of
Tp,mi d is approximately 1% slower during the initial heating phase of the receiver, dur-
ing the first 17 minutes, and then reaches the maximum relative difference of 4.67%. The
maximum relative difference occurs during the phase change process because the 6R3C
model is able to capture the radial variation of temperature (solid-to-liquid interface) at
the three discrete points. Whereas for the 2R1C model, the temperature of PCM is de-
scribed by a lumped-capacity model. The 6R3C model results in a 0.09% increase in the
relative difference of the maximum temperature for the midpoint of the PCM compared
to the 2R1C model. This is as expected as the lumped-capacity model results in the sur-
face temperature of the material to be higher (i.e. no temperature variation throughout
material) and therefore more heat transfer is lost to the environment. The increase in
heat transfer to the environment results in the maximum temperature of the PCM of the
lumped-capacity model (2R1C) to be less than the higher-order model (6R3C).

Table 5.4 and Figure 5.6 show the effect on the maximum absolute relative tempera-
ture differences with varying time steps for the 4R2C and 2R1C model, respectively.

Table 5.4: Maximum absolute relative temperature percentage differences with respect to the average for the
4R2C model using a smaller time step.

4R2C model comparison RDmax
(
Tc,1

)
RDmax

(
Tp,1

)
RDmax

(
Tp,2

)
RDmax

(
Tc,2

)
Comment on simulation time

∆t = 0.001 s versus ∆t = 0.01 s 6.72 0.22 0.24 0.24 3.9 times faster

13An example of the maximum absolute relative percentage difference between the 6R3C and 2R1C model:

RDmax(Tc,1) = max

( ∣∣Tc,1(t )6R3C −Tc,1(t )2R1C
∣∣

0.5
[
Tc,1(t )6R3C +Tc,1(t )2R1C

] 100

)
.
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Figure 5.6: Maximum absolute temperature differences between the 6R3C model (fixed ∆t = 0.0002 s) and the
2R1C model with varying time step (∆t ) with respect to the average.

5.3.2. PROPULSION AND POWER MODEL VALIDATION

The one-dimensional boiling channel module used for the heating of the propellant or
working fluid is validated against an analytical case study provided in the work of Hen-
shall (2006a). Table 5.5 provides an overview of the input parameters. The analytical
code used in the case study has been validated against experiment results in the work of
Kennedy (2004). Figure 5.7a shows the maximum percentage difference of the receiver
temperature is +2.6% and Figure 5.7b shows a +7.4% maximum difference in propellant
temperature inside the channel compared to the reference value. However, the deviation
of the propellant temperature at the end of the channel is only -0.5%. Discrepancies are
arguably due to differences in thermophysical properties (for example, the case study
does not provide the receiver’s thermal conductivity) and the difference in determining
the heat transfer coefficient over the length of the channel.
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Figure 5.7: Relative percentage difference of the model used in this study and the case study (Henshall, 2006a)
comparing the (a) receiver temperature and (b) propellant temperature.
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Table 5.5: Propellant heating input parameters obtained from (Henshall, 2006a; Kennedy, 2004)

Component Design input Value

Thruster

Thrust 20 mN
Isp 240-300 s
Throat diameter 1 mm
Exit diameter 10 mm

Optical

Number of concentrators 6
Diameter of concentrator 105 mm
Concentrator efficiency 90%
Optical fibre efficiency 80%

Insulation
Material Graphite insulation
Thickness 30 mm

Receiver

Material Molybdenum
Inner diameter 10 mm
Outer diameter 15 mm
Length 20 mm
Propellant Ammonia
Channel length 4 cm
Channel diameter 1 mm

Propellant feed system Regulated/Blowdown Blowdown
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For the thruster model, the specific impulse and thrust values matched the theoret-
ical results provided in Leenders and Zandbergen (2008) for an STP thruster. The thrust
values were found to be 20% higher than the experimental data. The discrepancies in
thrust value are most likely caused by friction losses in the nozzle and thrust misalign-
ment.

5.4. CONJUGATE AND PCM HEAT TRANSFER SIMULATION
The conjugate heat transfer between the conduction through the PCM and insulation
coupled with the convection heat transfer to the propellant and working fluid is analysed
in this section. Various heat transfer studies were performed to determine the effect the
receiver material properties, initial conditions, and geometry have on the system and
assess the feasibility of embedding the working fluid tubing inside the insulation of the
high-temperature receiver. An overview of these studies is provided in Figure 5.8. The
4R2C PCM model with a timestep of 0.01 s is used for these simulations.

Rec/TES 
System

PCM Selection

Channel dimension
analysis

Channel radial position
analysis

Void investigation

Power 
System

Conjugate and PCM
Heat Transfer
Investigation

Propulsion
System

Channel dimension
analysis

Channel radial position
analysis

Contribution of radiation

Integrated
design

Material thermal 
analysis and receiver

placement investigation

Figure 5.8: An overview of the PCM and conjugate heat transfer investigations conducted in this sub-chapter.

5.4.1. RECEIVER/TES SYSTEM ANALYSIS

MATERIAL THERMAL ANALYSIS AND RECEIVER ON-BOARD PLACEMENT INVESTIGATION

In this investigation, the importance of the container, PCM, and insulation thermophys-
ical parameters, as well as the environmental boundary condition, are analysed (Table
5.6). To that extent, 13 cases are defined, and each case is compared with the baseline to
determine the effects each variable has on the temperature.

Case 1 to 3 examines the variation of the container’s specific heat and thermal con-
ductivity at room temperature and elevated temperatures. Comparing the baseline with
Case 4 and 5 allows one to assess the effect of using temperature-dependent specific
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Table 5.6: Summary of design parameters for the material properties (Case 1 to 12) and the receiver placement
(Case 13) investigations.

Case ccont kcont cpcm kpcm ci ns ki ns Text
[J/kgK] [W/mK] [J/kgK] [W/mK] [J/kgK] [W/mK] [K]

Baseline 1150 52 f (T ) f (T ) 2000 0.33 300
1 793 52 f (T ) f (T ) 2000 0.33 300
2 1150 20 f (T ) f (T ) 2000 0.33 300
3 793 20 f (T ) f (T ) 2000 0.33 300
4 1150 52 cl = cs =1040 f (T ) 2000 0.33 300
5 1150 52 f (T ) ks =20, kl =60 2000 0.33 300
6 1150 52 f (T ) f (T ) 1 0.33 300
7 1150 52 f (T ) f (T ) 100 0.33 300
8 1150 52 f (T ) f (T ) 1000 0.33 300
9 1150 52 f (T ) f (T ) 2000 0.25 300

10 1150 52 f (T ) f (T ) 2000 0.69 300

11 1150 52 f (T ) f (T ) 2000
CBCF 18-2000†:
f (T ) (higher k)

300

12 1150 52 f (T ) f (T ) 2000
CBCF 15-2000‡:

f (T ) (lower k)
300

13 1150 52 f (T ) f (T ) 2000 0.33 3
‡ ki ns (T ) =−4.88×10−14T 4 +3.255×10−10T 3 −4.92×10−7T 2 +5.229×10−4T +0.1 (Mersen, 2020)
‡ ki ns (T ) = 1.139×10−13T 4 −5.078×10−10T 3 +1.013×10−6T 2 −6.063×10−4T +0.23 (Mersen, 2020)

heat and thermal conductivity versus constant values for the solid and liquid states of
the PCM respectively, as proposed by Datas et al. (2016, 2018). The insulation is a critical
aspect of the high-temperature receiver and ensures mitigation of thermal losses. This
reduction in loss allows for high performance of the propulsion system and constant op-
erating conditions for the power system. The key insulation parameters investigated are
the heat capacity and the thermal conductivity, Case 6 to 12. The motivation for select-
ing a specific heat capacity of 1 J/kgK for the insulation is to represent a low thermal
mass model (approach a zero thermal mass model) to highlight the importance of this
parameter which is often not provided in accessible material datasheets. A zero spe-
cific heat capacity cannot be implemented as the insulation temperature becomes un-
defined. Lastly, the external temperature is analysed in Case 13 to determine the effect
receiver placement has on the receiver. For example, the baseline assumes the receiver
is placed inside the spacecraft (environment temperature is approximately 300 K), and
Case 13 assumes it is placed outside the spacecraft (environment temperature is 3 K).

Each case is analysed over one orbit (GTO, with an orbital period of 640 minutes) with
the eclipse period commencing at 536 minutes into the orbit (Perryman et al., 1997).
There is no thermal power draw for the ORC and propulsion systems (for the baseline
and all the cases) to isolate the effects of the material properties and environment tem-
peratures on the charging and discharging of the TES system. Although this does not
represent the bi-modal system’s nominal behaviour, it shows the maximum heating the
receiver can experience. The operation of the ORC and propulsion system are analysed
in the next sections.
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INFLUENCE OF MATERIAL THERMAL PROPERTIES AND POSITIONING OF RECEIVER ON-
BOARD THE SPACECRAFT

Figure 5.9 shows the temperature of the PCM and insulation nodes for the baseline case
(receiver inside spacecraft) and Case 13 (receiver is external to the spacecraft structure).
Table 5.7 compares the time needed for the PCM to reach the mushy zone (i.e. when the
node temperature reaches 1684 K), and the time it takes to complete the phase change
(i.e. when the node temperature exceeds 1686 K). For Case 13, the PCM takes signifi-
cantly longer to reach the phase change process with a maximum relative difference of
26%. This increase in time is due to the lower initial conditions of the container, PCM,
and insulation. The placement of the receiver affects the heating and cooling behaviour
of the PCM, but has a minimal effect, < 0.05%, on the maximum steady-state tempera-
ture obtained by the container and PCM (Table 5.8). For the outer insulation layer, the
maximum relative percentage difference of the steady-state temperature is only 2.2%
lower than the baseline value. These cooler temperatures result from more radiation
heat transfer to the environment for Case 13 due to the reduction in ambient temper-
ature (300 K to 3 K). The small change in the maximum relative percentage difference
steady-state temperature of the container, PCM and insulation are due to the lower or-
der of magnitude of the radiation loss (1.9 kW) in comparison to the input thermal power
(7.1 kW). Therefore, to summarise, the environment boundary conditions significantly
influence the start-up heating profile of the PCM.
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Figure 5.9: Simulation temperature profile results of the Baseline case and Case 13 versus time for one orbit at
GTO.

The results in Table 5.9 indicate that varying the specific heat and thermal conductiv-
ity of the container has a minimal effect on the temperature profiles. By reducing either
the specific heat (Case 1 and 3) or the thermal conductivity (Case 2 and 3), the container
wall heats up and cools down at a faster rate. This faster rate is due to less energy re-
quired to increase or decrease the container by 1 K due to the lower specific heat value.
In the case of lower thermal conductivity, the faster rate results from less thermal power
required to heat or cool the container by 1 K as the geometry remains constant. The vari-
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Table 5.7: Maximum relative percentage difference relative to the base-
line case of the time at which the phase change (PC) commences and
ends.

Case Node P,1 Node P,2
tstart,PC tend,PC tstart,PC tend,PC

Baseline [min] 16.8 32.2 33.0 46.2
Percentage difference [%] relative to Baseline
1 -0.22 -0.12 -0.12 -0.09
2 -0.09 -0.05 -0.05 -0.03
3 -0.31 -0.17 -0.17 -0.12
4 10.4 5.2 5.1 3.6
5 -0.80 -0.09 -0.18 -0.18
6 -21.9 -22.9 -23.4 -20.3
7 -19.4 -21.2 -21.8 -19.1
8 -6.8 -8.9 -9.2 -8.9
9 -5.6 -5.2 -5.2 -4.6

10 20.4 18.0 18.4 17.1
11 2.0 4.2 4.4 4.4
12 -8.1 -3.5 -3.6 -3.0
13 25.8 16.2 16.1 12.7

Table 5.8: Maximum steady-state temperature relative percentage difference
with respect to the baseline case, RDmax,ss (T ).

Case Tc,1 Tp,1 Tp,2 Tc,2 Ti ns,outer
Baseline [K] 3150 3137 3111 3098 550

Percentage difference [%] relative to Baseline
1 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3
2 <1e-3 -0.01 -0.01 -0.04 -0.02
3 <1e-3 -0.01 -0.01 -0.04 -0.02
4 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3
5 -0.01 0.02 0.07 0.10 0.03
6 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3
7 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3
8 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3
9 1.91 2.01 2.20 2.30 -5.24

10 -8.2 -8.5 -9.2 -9.6 14.4
11 -10.1 -10.6 -11.4 -11.9 16.7
12 -8.1 -8.5 -9.2 -9.5 14.3
13 -0.04 -0.04 -0.04 -0.05 -2.18

RDmax,ss (T )case x = max(T )case x−max(T )baseline
0.5[max(T )case x+max(T )baseline] 100 where x = [1, ...,13]
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ation of the maximum steady-state temperatures (Table 5.8) of the container, PCM, and
outer insulation layer for Case 1 to 3 compared to the Baseline case is less than 0.05%.
Results show that the relative time difference for all container simulations is a maximum
of -0.31% deviation from the baseline value (Table 5.7). The negative relative difference
means that by reducing the container’s specific heat and thermal conductivity, the PCM
melts at a faster rate. This is a result of less energy required to heat up the container and
therefore increasing the conductive heat transfer to the PCM.
Therefore, based on the minimal effect these thermophysical properties have on the
temperature profile, constant specific heat and thermal conductivity for the container
can be used in the transient model if the temperature dependant properties are unavail-
able. Datas et al. (2016),Datas et al. (2018) and Zeneli et al. (2019) limit the container
walls to adiabatic as a technique to mitigate the asymmetrical freezing found by Gilpin
(2015), instead of reducing the fill factor. These studies also use constant specific heat
capacity for Silicon. However, these studies are limited to the phase change process only.

Table 5.9: Maximum relative temperature percentage difference relative to the baseline case over one
orbit. Temperature values correspond with those defined in Figure 5.2b.

Case Tc,1 Tp,1 Tp,mi d Tp,2 Tc,2 Ti ns,1 Ti ns,2 Ti ns,3 Ti ns,4

1 -3.37 0.29 1.08 0.32 0.32 0.12 0.07 0.05 0.02
2 2.47 0.13 0.99 0.11 -0.09 -0.16 -0.12 -0.08 -0.04
3 -3.06 0.42 1.15 0.42 0.35 -0.11 -0.08 -0.05 -0.03
4 -11.1 -11.0 -10.7 -10.5 -10.2 -7.1 -4.1 -2.2 -1.26
5 32.8 9.8 1.51 -9.8 -10.9 -4.04 -1.62 -0.72 -0.44
6 32.6 33.8 35.5 37.8 38.0 98.6 161.4 105.4 48.6
7 30.3 31.4 33.0 35.1 35.3 84.7 143.4 98.3 45.6
8 13.9 14.4 15.3 16.7 29.3 24.7 39.5 33.1 17.0
9 7.4 7.7 8.2 9.4 29.0 6.9 -11.1 -11.4 -8.5

10 -18.5 -19.0 -19.8 -20.8 -20.8 -18.1 29.1 34.5 27.2
11 -10.8 -11.0 -11.2 -11.5 -11.9 10.3 29.8 42.6 18.8
12 -8.6 -8.8 -9.0 -9.2 -9.5 -17.4 36.8 57.7 -16.8

RDmax (T )case x = max
(

T (t )case x−T (t )baseline
0.5[T (t )case x+T (t )baseline] 100

)
where x = [1, ...,12]

By changing the solid PCM specific heat to a constant value (Case 4), the heating
time of the first PCM node, Tp,1, is increased by 10%. This increase is because Case
4 represents the upper limit of the temperature-dependent specific heat capacity (711
and 1040 J/kgK over 298 to 1684 K) and thus more energy is required to heat the PCM
per degree Kelvin than the baseline case. The most considerable relative percentage dif-
ference in temperature between Case 4 and the baseline case is -12% with the container
and PCM temperatures being the most affected. The reduction in temperature is also
caused by the higher specific heat capacity of the PCM over the 298 to 1684 K temper-
ature range, increasing the energy required to heat the PCM per degree Kelvin. This
considerable variation strengthens the need to include temperature-dependent specific
heat values. However, there is almost no effect on the maximum steady-state tempera-
ture as steady-state conditions occur when the change in energy storage of the receiver
is zero. This shows that although the specific heat capacity of the PCM material does
not affect the steady-state conditions, it affects the receiver’s heating profile and energy
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storage capability.

The effect of using a constant solid and liquid thermal conductivity (Case 5) for the
PCM is less than 0.1% on the relative difference in maximum steady-state temperature
and less than 1% on the relative time difference to reach and complete the phase change.
The small difference is a result of the same change in the magnitude of the liquid and
solid thermal conductivity. Constant liquid and solid thermal conductivity values are
used in current molten Silicon latent heat studies (Datas et al., 2016, 2018; Zeneli et al.,
2019). The small deviation in temperatures for the three models discussed in Section
5.3.1 could also be a result of this finding.

Table 5.9 highlights the large variation in temperature profiles when changing the
specific heat capacity of the insulation (Case 6 to 8). For Case 6, the specific heat ca-
pacity of the insulation is reduced to 1 J/kgK to significantly reduce the thermal mass
and represent a model where the specific heat capacity is not considered (a zero specific
heat capacity cannot be defined as explained earlier). The thermal energy required to
increase the insulation by 1 K is three orders of magnitudes less than the baseline case.
This reduction in thermal energy results in the significant (> 30%) increase in the maxi-
mum deviation in temperature of all the nodes over one orbit provided in Table 5.9, es-
pecially inside the insulation material (e.g RDmax

(
Ti ns,2

)
case10 = 161%). Decreasing the

insulation specific heat results in faster heat transfer to the insulation and reduces the
time taken to reach the phase change transition temperatures. A percentage difference
of more than 20% (Table 5.7) is achieved in terms of the time taken to reach the melting
temperature from the start of the simulation when comparing the baseline with Case 6
(c = 1 J/kgK). The results show a non-linear response of the maximum relative tempera-
ture percentage difference and PCM charging times with respect to the heat capacity of
insulation. This non-linear relationship is because of the exponential relationship of the
radiative heat loss with the insulation temperature. However, the specific heat capacity
of the insulation has a negligible effect of < 0.001% on the maximum steady-state tem-
perature (Table 5.8) reached by all cases. The change in insulation specific heat capacity
does not affect the steady-state radiation heat loss or absorption loss as the steady-state
temperatures remain the same, but it affects the time taken to reach these steady-state
conditions. Therefore, the insulation’s thermal mass does not need to be accounted for
preliminary steady-state design calculations.

Case 9 and 10 as well as the baseline case have a constant insulation thermal conduc-
tivity. The results show that for higher thermal conductivity values (i.e comparing Case
10 with the baseline or the baseline with Case 9) the time to reach the phase change
temperatures (Table 5.7) is slower. This slower rate is due to the increase in conductive
heat transfer into the insulation layer. Increasing the insulation’s thermal conductivity
means that less thermal energy is required to increase the temperature of the insula-
tion nodes (as shown by the positive values for Case 10 in Table 5.9 for RDmax

(
Ti ns,2

)
to

RDmax
(
Ti ns,outer

)
). The reason RDmax

(
Ti ns,1

)
is -18% is due to the lower temperatures

obtained for the container and PCM (Tables 5.8 and 5.9). These lower temperatures are

a result of more conductive heat transfer into the insulation (Q̇i ns = f
(

1
ki ns

)
).

The temperature-dependent insulation thermal conductivity results in Table 5.9 (i.e.
Case 11 and 12) highlight the need for insulation materials with low thermal conductiv-
ity to get the best results (i.e. increase the receiver’s rate of heating and minimise losses
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to the environment). The high variations in relative temperature differences render a
more compelling need to include the insulation’s temperature-dependent thermal con-
ductivity and radial discretisation throughout the insulation to model the system with
better accuracy. Case 12 (lower ki ns ) results in the PCM getting heated up faster, reach-
ing a higher maximum temperature and cooling down slower when compared to Case
11 (higher ki ns ) due to the reduction in thermal losses. The conclusions of this section
are summarised below:

• The placement of the receiver is important to determine the heating profile (i.e.
time to charge the TES system) due to the possible large variation in environmen-
tal parameters (∆T on the order of 300 K). Results show the time to reach the phase
change temperature increases by 26% when the receiver is exposed to the deep
space ambient environment of 3 K compared to placed inside the spacecraft with
an ambient temperature of 300 K.

• The container thermal properties (Ccont and kcont ) have a small effect (< 0.3%) on
the transient behaviour of the bi-modal system due to the smaller thermal mass of
the container versus the PCM and insulation.

• The PCM specific heat capacity can contribute up to a 10% variation in the heating
profile time of the PCM if a constant value is assumed instead of temperature-
dependent values. This is due to the large change in the solid specific heat capacity
of Silicon over the 298 to 1684 K temperature range.

• Insulation with low thermal conductivity is desired for good insulation character-
istics such as minimising heat loss to the environment and allowing faster charg-
ing of the PCM. However, the low thermal conductivity is undesirable for the em-
bedded evaporator. Temperature-dependant properties are needed for transient
studies as a maximum deviation in temperature over one orbit can be as high as
58% (Case 12).

MODIFICATION OF INITIAL DESIGN DUE TO SELECTION OF THE PCM
Modification of the optimal geometry given in Table 4.4 is required to accommodate
the selection of Silicon as the PCM. The Silicon thermophysical properties used are the
same as those provided in Table 5.1. An increase in the PCM mass is needed to ensure
sufficient thermal energy storage (TES) of the bi-modal system. This increase in thermal
mass is a result of the 61% reduction in latent heat when selecting Silicon instead of
the optimal solution result. This increase was achieved by increasing the PCM outer-to-
inner diameter ratio (Dr ). The PCM length remained constant to not increase the Biot
number any more than stated in Section 5.2.3.

Figure 5.10 provides the results of increasing the PCM diameter ratio. Based on the
results of Chapter 4 the simulation assumes, that the ORC system continuously absorbs
a constant thermal power of 2834 W from node ins,1 after 50 minutes. Although, it is
expected for the ORC thermal power to vary due to the variation in temperature of the
working fluid. The ORC power taken in this case represents the upper limit of the work-
ing fluid temperature and therefore the highest power consumption expected (i.e the
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system must be controlled not to exceed this temperature to avoid the fluid decompos-
ing). Chapter 4 also indicates the propulsion system absorbs a constant 59.16 kW of ther-
mal power from node p,1 for 620 s before the eclipse period begins (Figure 5.11b). The
assumption of constant thermal power for the propulsion system is reasonable as the
propulsion thermal power is proportional to the mass flow rate and specific enthalpy
change of the propellant (Q̇pr op = ṁc∆hc ). For a pressure-fed STP system, the mass
flow rate can be controlled such that a constant mass flow rate is achieved and the STP
systems operate with the latent TES phase of the receiver and therefore a constant exit
propellant temperature equal to the melting temperature can be achieved. Later in this
chapter, the variation in the ORC and STP thermal power is investigated.
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Figure 5.10: Results of PCM temperature versus time for various outer-to-inner PCM diameter ratios.
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Figure 5.11: Results of a bi-modal system with a Silicon PCM diameter ratio of 8 assuming constant thermal
power draw for ORC and STP systems. The propulsion and ORC thermal power is assumed to be drawn from
node p,1 and ins,1 respectively.

The large temperature dip at approximately 8.5 hours is a result of the significant
thermal power needed by the propulsion system. The next dip in temperature, at about
9.3 hours for Dr = 6 or at 10.1 hours for Dr = 7 is because the latent TES during the
eclipse period after the propulsion manoeuvre is less than the thermal energy required
for the power system and the radiation heat transfer loss through the inner cavity and
insulation. Increasing the diameter ratio to eight provides sufficient TES to keep the
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PCM near the melting temperature during the eclipse period. Diameter ratios below six
did not provide adequate TES. Figure 5.11 shows the temperature and thermal power
for a receiver geometry corresponding to an outer-to-inner PCM diameter ratio of 8 over
five orbits.

A summary of the design changes due to selecting Silicon as the PCM compared to
the baseline results given in Chapter 4 are provided below:

• The mass of PCM increases by a factor of 4.8 to account for the 61% reduction of
latent heat.

• The 14% reduction in melting temperature of Silicon versus the baseline design
reduces the specific impulse by 8.3% and increases the propellant mass by 8.6%
with respect to the baseline propellant mass (assuming a ∆V of 1600 m/s).

5.4.2. POWER SYSTEM INVESTIGATIONS

The optimal design and placement of the working fluid channel were furthermore ex-
amined. The channel design is important to guarantee the fluid is vaporised before the
turbine to minimise losses and avoid erosion effects that may lead to structural damage
due to the presence of tiny droplets.

WORKING FLUID CHANNEL DIMENSION ANALYSIS

The initial conditions for this investigation are taken from the optimisation (baseline)
results presented in Chapter 3. These conditions include the mass flow rate, initial pres-
sure and initial temperature of the working fluid. Two working fluid input scenarios are
evaluated. The first assumes the regenerator is operating as expected where the initial
temperature of the working fluid entering the evaporator is 552 K. Whereas the second
investigation assumes the regenerator does not function correctly and the working fluid
inlet temperature is equivalent to the saturated liquid temperature of the condenser
(402 K). A constant wall temperature is assumed and is taken as either 650 K or 580 K to
determine the difference in heat transfer to the working fluid. These wall temperatures
are assumed as approximately ±20 K from the decomposition temperature of Toluene
(673 K) and saturation temperature (557 K) based on the initial conditions.

A sensitivity analysis on various working fluid channel diameters (1 to 10 mm in
0.1 mm increments) was conducted assuming an inlet pressure, inlet temperature, mass
flow rate and channel length of 26.69 bar, 552 K, 6.8 g/s, and 1.5 m respectively. It was
found that channel diameters greater than and equal to 1.5 mm are needed to provide an
exit fluid temperature of within 5 K of the wall temperature (650 K). However, to ensure
the pressure drop is less than 5% diameters of 2.9 mm or larger are required. Signifi-
cant increase in the diameter reduces the forced convection heat transfer coefficient. A
maximum diameter of 6 mm was found to ensure the exit temperature remained within
5 K of the wall temperature assuming an inlet working fluid temperature of 402 K. This
increase in diameter, however, increases the mass due to larger wall thickness’s required
for structural integrity. Therefore, to minimise the pressure losses while maximising the
temperature difference a channel diameter of 6 mm was selected for the following sec-
tions.



5

130 5. CHARACTERISATION OF BI-MODAL PROPULSION AND POWER SYSTEMS

RESULT OF THE WORKING FLUID CHANNEL DIMENSION INVESTIGATION

Figure 5.12 indicates that to ensure adequate heat transfer between the insulation wall
and the working fluid a length of more than 2.5 m is needed for all the simulations while
ignoring the heat capacity of the tubing wall. However, if the initial working fluid tem-
perature is high (552 K), the length can be reduced to 1.5 m to achieve sufficient heat
transfer.
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Figure 5.12: Working fluid temperature versus channel length assuming a 5 m channel and for various wall and
fluid input temperatures.

The probability of the regenerator failing to heat the working fluid from the con-
denser is low. In general, for terrestrial compact ORC systems (< 3 KWe) the relative
difference of the regenerator liquid outlet temperature is approximately 5% (minimum
and maximum values divided by the average based on numerical and experimental tran-
sient results) (Kaczmarczyk et al., 2015; Higgo and Zhang, 2015). Therefore, the 1.5 m
long channel design was analysed with an input working fluid temperature (Tw f ,i n) of
525.1 K and 499.4 K, assuming a 5% and 10% difference from the steady-state regenera-
tor liquid output operating temperature (552 K).

Figure 5.13a highlights that the working fluid would be able to vaporise completely
if the inlet temperature is 499 K or higher. The minimum temperature achieved, when
Tw f ,i n = 499 K, is 569 K. By reducing the fluid input temperature, the thermal power ex-
change between the insulation and working fluid increases, as indicated in Figure 5.13b,
thus reducing the insulation temperature and working fluid temperature achievable by
the system. If the evaporator fluid input temperature corresponds to the condenser
steady-state output temperature, the fluid would not vaporise due to the high thermal
power draw to heat the fluid. The significant dip in thermal power for the 402 K input
working fluid simulation (indicated as a solid line in Figure 5.13b) is due to insufficient
heating of the fluid such that the fluid exits the channel as a liquid (temperature less than
the saturation temperature).
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Figure 5.13: (a) Exit working fluid temperature versus elapsed time in orbit for various input working fluid
temperatures. (b) Thermal power required to heat working fluid versus time in orbit for various input working
fluid temperatures.

For the above simulations, the two-phase heat transfer coefficient was calculated us-
ing saturation empirical correlations (Chapter 3) which neglects to model the critical
heat flux and thus the IAFB and DFFB regimes were not included. Figure 5.14 shows that
the relative difference of the working fluid exit temperature when modelling and ignor-
ing the dryout regimes, for these input conditions, is less than 1.5%. The assumption of
neglecting the dryout regimes is therefore acceptable under these conditions to reduce
the computation time. For the remaining investigations, a channel length and diameter
of 1.5 m and 6 mm is used.
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Figure 5.14: Relative difference of the exit working fluid temperature, comparing modelling and ignoring dry-
out regimes. Regimes are determined based on the critical quality defined using the Shah correlation (Refer to
Chapter 3).

Table 5.10 compares the wet mass of the tubing (the mass of the channel plus liquid
Toluene inside the channel) for two design lengths. The channel wet mass accounts for
0.04% and 0.14% of the total spacecraft mass (500 kg) for a 1.5 m and 5 m design respec-
tively. Therefore, in terms of mass, the length of the tubing is not critical. However, the
length must not exceed the physical length (pitch equal to the outer diameter of tubing)
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of the tubing that is able to coil around the receiver, and the pressure drop must remain
within an acceptable range. The pressure drop for the 1.5 m and 5.0 m design is 4 kPa
and 12 kPa, respectively assuming a wall temperature of 650 K and a working fluid input
temperature of 552 K. Both of these pressure drops are less than 1% relative to the inlet
pressure due to the large diameter (6 mm), which reduces the mass flux and therefore,
pressure drop compared to smaller diameters. Therefore, both of these pressure drops
are acceptable. In general, relative pressure drops up to 5% can be tolerated (Brasz, 1996;
Wang et al., 2020).

Table 5.10: Working fluid channel mass investigation results

Channel parameters Lch = 1.5 m Lch = 5 m
Channel inner diameter [mm] 6 6
Channel outer diameter [mm] 8.4 8.4
Channel length [m] 1.5 5
Mass working fluid inside channel* [kg] 0.022 0.074
Mass of channel** [kg] 0.181 0.604
Total wet mass [kg] 0.204 0.678
Channel wet mass fraction [%] 0.041 0.136
* Assuming the density of liquid Toluene as 526.5 kg/m3

** Assuming the density of the channel as 4450 kg/m3

WORKING FLUID CHANNEL PLACEMENT ANALYSIS

This section aims to investigate the radial position of the working fluid spiral channel
inside the receiver’s insulation layer. This investigation analyses whether there is suffi-
cient heat transfer between the insulation and working fluid for the ORC system’s oper-
ation. Using the second-order (4R2C) model, the working fluid channel’s position cor-
responded to the nodes and β values defined in Figure 5.2b. The receiver’s geometry is
defined in Section 5.4.1 with an outer-to-inner diameter of 8.

EFFECT OF RADIAL POSITION ON THE WORKING FLUID

Figure 5.15 shows the working fluid temperature for all the radial positions considered.
The results show the placement at node ins,1 is in close proximity with the PCM whereby
the working fluid exceeds the thermal limit14 when the PCM is at its melting tempera-
ture. When placing the channel at node ins,3 there is insufficient heat transfer to com-
pletely vaporise the working fluid. This is shown in Figure 5.15 where the grey line (Tw f -
at node Ti ns,3) is horizontal and corresponds to the vaporisation temperature Tvap . Plac-
ing the channel between ins,1 and ins,3 is therefore necessary. However, by increasing
the radial position the heating time required to get the channel above the vaporisation
temperature increases. For example, the heating time more than doubles when chang-
ing the working fluid channel position from ins,1 to ins,2 with β3 = 0.5. Figure 5.15 also
shows that without intervention the working fluid for all the radial positions considered
exceed the fluid’s thermal limit, Tl i mi t .

To avoid exceeding this limit, controlling the solar tracking and pointing of the con-
centrators is needed to lower the input power and reduce the maximum temperature of

14The thermal limit is 20 K below the decomposition limit of Toluene i.e Tlimit = Tdecomposition −20.
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Figure 5.15: Working fluid temperature profile for various radial positions of the working fluid channel.

the receiver, and in turn, the working fluid temperature, Tw f . The fluid’s thermal limit
can be exceeded when the PCM exceeds its melting temperature. By reducing the inci-
dence angle when the outer container wall exceeds 1700 K the working fluid temperature
can be controlled to remain within the desired operating temperature range, as indicated
in Figure 5.16.
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Figure 5.16: (a) Working fluid temperature profile and (b) incidence angle versus time for Tw f - at node Ti ns,2
and β3 =0.5.

EFFECT OF SILICON EXPANSION

Table 5.11 provides the PCM geometry and insulation thickness for various cases. Case
0 is the result of the optimisation simulation in Chapter 4. Case 1 refers to the geometry
determined in Section 5.4.1 to account for the selection of Silicon as the PCM to meet the
TES constraint, assuming constant thermal power draw from the ORC and propulsion
system. In case 2, the container is enlarged such that the PCM occupies 80% of the total
volume to allow for the expansion of Silicon during the solidification phase change to
avoid container damage as recommended by Gilpin (2015). The same input conditions
used for the above simulation, Case 1 (Figure 5.16) are used to evaluate Case 2.
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Table 5.11: Silicon PCM and receiver geometry

Case Di n Dout Li n Lout ti ns tor c Working fluid Comment
No. [mm] [mm] [mm] [mm] [mm] [minutes] channel position

0 39.30 132.83 103.07 128.84 100 50 ins,1 and β1 = 0.5 Baseline
1 39.30 314.40 103.07 128.84 100 97.2 ins,2 and β3 = 0.5 Refer to Section 5.4.1

2 39.30 344.05 103.07 128.84 100 97.2 ins,2 and β3 = 0.5
Case 1 plus 20% larger container

volume

It can be seen from Table 5.12, that the insulation temperatures are higher for Case 1
than Case 2. This higher temperature is due to the smaller geometry of Case 1 and there-
fore, a smaller surface area, which results in less radiation heat transfer to the environ-
ment. The maximum relative temperature percentage differences all occur during the
variation of the incidence angle due to the above difference when the container exceeds
1700 K. The working fluid temperature of Case 2 remains within the acceptable temper-
ature range, as illustrated in Figure 5.17. The temperature of Case 2 is lower than Case 1
because the insulation temperatures are lower due to the larger insulation surface area
and thus higher radiation heat transfer to the environment. All receiver configurations
discussed in the rest of this chapter include a 20% void required for Silicon expansion.

Table 5.12: Relative percentage difference comparing Case 1 (no void) with Case 2 (void).

Parameter Relative difference w.r.t average† [%]
Tpcm,1 -5.1
Tmi d -3.7

Tpcm,2 4.7
Ti ns,1 2.9
Ti ns,2 3.7
Ti ns,3 1.5
Ti ns,4 0.7
Tw f 3.7

Q̇loss,cav * -39.4
Q̇l oss,r ad -9.8

†Exemplary equation: RD
(
Tpcm,1

)= (Tpcm,1)case 1−(Tpcm,1)case 2

0.5
[

(Tpcm,1)case 1+(Tpcm,1)case 2

] 100

* 7.7% before concentrator incidence angle varies
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Figure 5.17: Working fluid temperature for Case 1 (void) and Case 2 (no void) for one orbit.
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5.4.3. PROPULSION SYSTEM INVESTIGATIONS

Next, the effect of the propellant channel configuration and position are explored as well
as the influence of the radiative heat transfer coefficient on the propellant and perfor-
mance of the propulsion system. Figure 5.18 illustrates the major components of the
pressure-fed STP system.

Service valve

Latch valve

Pressure regulator with filter

Filter

Pyro Valve

Burst disc

STP engine

Thruster control valve

P

L

P

L

N2

H2O

L

P

N2

H2O

Pressure sensor

Pressurant tank

Propellant tank

Figure 5.18: Single thruster STP configuration.

CHANNEL DESIGN CONFIGURATION ANALYSIS

This analysis examines the influence of the channel design on the propellant heat trans-
fer coefficient in terms of critical heat flux (CHF). This analysis assists in selecting a de-
sign that minimises the occurrence of the Inverted Annular Flow Boiling (IAFB) and Dis-
persed Flow Film Boiling (DFFB) regimes to obtain higher heat transfer coefficient.

The high wall temperature of the receiver could result in low/high-quality CHF reg-
imes. If the CHF quality is low, boiling is divided into IAFB and DFFB regimes. If dryout
occurs at high qualities, DFFB regime will be present after saturated boiling flow. IAFB
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and DFFB considerably reduce the heat transfer coefficient and thus increase the pro-
pellant tubing length required for sufficient heat transfer. Ways to minimise this in the
design layout are to preheat the propellant by running the tubing inside layers of the
insulation before contacting the high-temperature PCM. However, this is neglected for
this study to identify the worst-case operation mode.

A CHF analysis of the ORC system is provided in Chapter 3. In the ORC system inves-
tigation, the method proposed by Shah (2017) is implemented. However, for the propul-
sion case, it is not suitable as the propellant (water) operating conditions, mass flux and
pressure, fall outside its validity range (Shah, 2016). Thus, the CHF quality, xcrit, is deter-
mined using the method proposed by Kim and Mudawar (2013b),

xcrit = 1.4W e0.03
f o P 0.08

R −15.0

(
Bo

PH

PF

)0.15

C a0.35
(
ρg

ρ f

)
(5.19)

where W e f o is the liquid only Weber number, PR is the reduced pressure (PR = P
Pcr

),
and Bo is the Boiling number. The wetted and heated perimeter of the channel is rep-
resented as PF and PH , respectively. The Capillary number is defined as C a and ρg and
ρ f are the density of the vapour and liquid phase of the working fluid. The Bromley and
the Bishop correlations are deemed suitable in estimating the heat transfer coefficient of
water for the IAFB and DFFB regime, respectively (Leverone et al., 2020).

The channel designs analysed are spiral and straight configurations with circular
channels. The spiral configuration consists of a single tube that spirals around the PCM’s
container, and the straight configuration consists of several straight channels that run
along with the PCM’s container due to ease of manufacture (compared to placing the
channels inside the PCM). The maximum number of channels is constrained to the
physical limit of channels, including wall thicknesses, that can be placed around the
container. The maximum allowable length of the spiral tubing is equivalent to the axial
length of the PCM container and the spiral tube having a pitch equal to its outer diam-
eter. For this analysis, the entire surface area of the channel is assumed to be heated.
The entire length of the tubing wall temperature is assumed to be equal to the outer
container wall temperature. This assumption is due to the lumped-capacity approach
assumed in the longitudinal direction.

The range of channel diameters considered is between 0.19 mm and 10 mm. Caution
is advised as although these diameters are physically possible they fall out of the range
of validity of the heat transfer coefficient model. The heat transfer coefficient model has
been validated for diameters between 0.19 and 6.5 mm (Kim and Mudawar, 2013c). An
upper limit of 10 mm was taken as a compromise between an increase in mass (higher
hoop stress in large diameters and therefore thicker walls are required) versus reduction
in pressure loss. The critical Reynolds number is taken as 2300, which falls within the
critical transition range of macro- and micro-tubes (Sharp and Adrian, 2004; Lorenzini
et al., 2010; Barlak et al., 2011). However, future testing of the system is recommended as
the critical Reynolds number in micro-tubes is an area of debate with literature stating
low values less than 1500 (Mala and Li, 1999) or, a broad range between 1200 to 3800
(Yang, 2003).
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CHANNEL DESIGN RESULTS

Figure 5.19 shows that the dryout quality for both the spiral and straight propellant tube
configuration. Both configurations experience values less than 1. These values indicate
that the film boiling regimes need to be considered for the given operating conditions.
For the straight configuration, a reduction in the number of channels and size results in
lower quality dryout values, as depicted in Figure 5.19a. This region also corresponds to
high mass flux (G > 1608 kg/m2s, Figure 5.20a) which exceed the validity of the empirical
correlations to calculate the two-phase boiling heat transfer coefficient. Larger diame-
ters with more channels are desired to mitigate the chance of the flow entering the IAFB
regime. The DFFB regime occurs for void fractions higher than 0.75 and if the vapour is
able to suspend the droplets of liquid. The suspension occurs when the vapour velocity
is above the critical vapour velocity criterion defined in Wallis (2020).

The length of the straight channel configuration is constrained to the length of the
PCM. This short length together which large diameters lead to large Boiling numbers,
Bo > 44×10−4, indicated in Figure 5.20b. These values exceed the validity of the empiri-
cal correlation used to calculate dryout quality.

(a) Straight configuration (b) Spiral configuration

Figure 5.19: Simulation results of the dryout incipience quality for various channel geometries.

The dryout incipience quality increases when approaching the top right corner of
Figure 5.19b for the spiral configuration. This increase is due to a decrease in mass flux,
caused by an increase in channel diameter as indicated in Figure 5.21a, and an increase
in Boiling number, caused by an increase in channel length as illustrated in Figure 5.21b.
The Boiling number increases with increasing channel diameter, however, at a slower
rate and therefore has less influence on the dryout quality than the reduction in mass
flux.

For the spiral configuration channel diameters, less than 4 mm have pressure losses
of more than 80% (i.e Pout

/
Pi n É 0.2). This would result in low chamber pressures below

the desired design chamber pressure of 2 bar and therefore, an infeasible design. This
substantial loss in pressure is due to the increase in mass flux and long channel lengths
as shown in Figure 5.22 (e.g. to ensure less than 20% pressure drop values greater than 0.8
in Figure 5.22 are desired). Additionally, the length of the spiral channel is restricted to
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(a) Mass flux (b) Boiling number

Figure 5.20: Simulation results of the flow parameters for the straight configuration.

(a) Mass flux (b) Boiling number

Figure 5.21: Simulation results of the flow parameters for the spiral configuration.

between 1 and 3 m to avoid large pressure drops. To reduce the pressure drop that occurs
in the straight channel configuration, larger diameters and higher channel numbers are
necessary (i.e. top right of Figure 5.22a).

Figure 5.23 provides the normalised propellant exit temperature to wall temperature
of the container for the spiral and straight configuration. The results show that the spi-
ral configuration can achieve higher propellant exit temperature ratios compared to the
straight channel configuration for feasible designs due to the short length of each chan-
nel. In general, for the spiral configuration dryout qualities above 0.7 are desirable in
order to obtain acceptable exit temperatures with a wall to exit temperature difference
of 5%. Therefore, a spiral configuration is selected.
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(a) Straight configuration (b) Spiral configuration

Figure 5.22: Simulation results of the propellant input pressure with respect to the exit pressure for various
channel geometries. The input pressure is 8.59 bar and the mass flow rate is 9.62 g/s.

(a) Straight configuration (b) Spiral configuration

Figure 5.23: Simulation results of the propellant exit temperature with respect to the wall temperature (equal
to PCM melting temperature) for various channel geometries. The input pressure is 8.59 bar and the mass flow
rate is 9.62 g/s.

A propellant channel diameter of 10 mm is selected to minimise the pressure drop
inside the channel and larger than the nozzle throat diameter (6.7 mm) to avoid choked
flow conditions in the channel. Figure 5.24 highlights the compromise between the pro-
pellant exit temperature and pressure drop for a 10 mm spiral channel design. The lower
left-hand corner of Figure 5.24a indicates that the fluid does not exceed the saturation
temperature for short channels with low wall temperatures. This results in insufficient
heating for the propulsion system. Figure 5.24b depicts that for lengths up to 5 m the
pressure drop is less than or equal to 1 bar (i.e Pout

/
Pi n > 0.88) which is within the ac-

ceptable limit discussed earlier.
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(a) Propellant exit temperature (b) Propellant pressure drop

Figure 5.24: Simulation results for various wall temperatures and channel lengths. Input propellant mass flow
rate, temperature, and pressure are 9.62 g/s, 8.59 bar, and 300 K.

RADIATION ANALYSIS

The simulation settings to determine the contribution radiation has on the propellant
temperature are described in this section. Simulation 1 includes the combined radiation
and convection heat transfer coefficient. The interested reader is referred to Appendix F
for the list of empirical correlations used. The second simulation assumes the heat trans-
fer coefficient is made up of only convection heat transfer (i.e hrad = 0). A spiral 10 mm
diameter propellant channel with a length of 3 m was investigated. A constant wall tem-
perature of 1685 K was assumed. Additional input conditions include the mass flow rate,
initial pressure, and initial temperature of the propellant which are 9.62 g/s, 8.59 bar,
and 300 K respectively.

EFFECT OF RADIATION ON THE PROPELLANT TEMPERATURE

The normalised propellant temperature versus channel length is shown in Figure 5.25.
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Sim 1: Radiation

Sim 2: No radiation

Figure 5.25: Normalised propellant temperature over the assumed wall temperature versus channel length for
various convective and radiative heat transfer.



5.4. CONJUGATE AND PCM HEAT TRANSFER SIMULATION

5

141

From this simulation, the mean contribution of radiation heat transfer coefficient
versus the total heat transfer coefficient is 14.9%, 59.7%, and 6.6% for the single-phase
liquid, two-phase, and single-phase vapour regions, respectively (Table 5.13). The high
radiation contribution occurs in the two-phase flow region due to the flow being in the
DFFB regime where the convective heat transfer coefficient is low due to the vapour en-
compassing the liquid droplets. The variation in the relative pressure of the propellant
channel (Pout

/
Pi n) is 0.88 and 0.89 for Simulation 1 and 2 respectively. The majority of

the pressure loss is in the section of the channel that is in its vapour phase due to the
substantial superheating of the water to temperatures near the melting temperature of
the PCM. For longer channel lengths, the inclusion of the combined heat transfer has
a minimal effect on the exit temperature but significant effect if short lengths are used
(Figure 5.25). The exit temperature directly affects the specific impulse of the propul-
sion system and thus propellant and tank mass for a required ∆V . The loss in pressure
reduces the thrust achievable by the STP engine.

Table 5.13: Radiation percentage contribution for a 10 mm diameter and 5 m length channel.

Radiation percentage
contribution [%]

Min. Max. Mean
Single phase (liquid) 11.6 20.3 14.9
Two-phase 1.8 72.7 59.7
Single phase (vapour) 2.9 8.2 6.6

The results illustrate that if the propellant falls into the DFFB region due to the flow
conditions, then radiation heat transfer cannot be neglected. Experimental testing to
determine the CHF quality and heat transfer coefficient under simulated conditions is
necessary to determine more accurate correlations.

RADIAL POSITION ANALYSIS

In order to determine a suitable placement of the propellant channel three different ra-
dial positions were considered: Sim 1 propellant channel placed at node p,1, Sim 2 pro-
pellant channel placed at node p,2, and Sim 3 propellant channel placed at node c,2
(Figure 5.2b). The receiver geometry analysed is that of Case 2 defined in Table 5.11. A
3 m propellant channel with a 10 mm diameter was used.

EFFECT OF RADIAL POSITION ON THE PROPULSION SYSTEM

The third simulation resulted in a significant reduction in the surface wall temperature in
contact with the propellant, as shown in Figure 5.26. The reduction in temperature is due
to the low thermal conductivity of the PCM and the container, as well as the low thermal
mass of the container. The wall temperatures decrease to below 1200 K, which results
in thrust values less than 22 N and specific impulse values lower than 226 s throughout
the burn. To ensure acceptable thrust values (above 25 N) and high specific impulse
values (268 s) are achieved as well as taking advantage of a constant thrust profile for
most of the burn time (Figure 5.26c), the propellant channel should be as close to the
PCM as possible. However, sealing the container becomes more prominent, and the
manufacture of such a design should be further investigated.
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Figure 5.26: Simulation results for the three radial simulations versus time.
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Analysing the second simulation (the propellant channel is located at node p,2), Fig-
ure 5.27 shows that by increasing Dr (i.e. increasing the thermal mass of the PCM) the
corresponding thrust and specific impulse becomes more constant throughout the burn
time (i.e. prolonging the phase change state of the receiver to stay between the liquidus
and solidus temperature).
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Figure 5.27: Temperature and thrust results of the second radial simulation with various PCM outer-to-inner
diameter ratios.

Table 5.14 provides the mass of the PCM, container, and insulation for the above
receiver geometries considered. The mass of the coating was neglected due to its small
contribution to the total mass of the receiver. The larger insulation mass causes the rate
at which the PCM heats up to be slower. This is due to the larger thermal mass of the
insulation. The receiver accounts up to 8.8% of the satellite mass.

Table 5.14: Breakdown of receiver mass for the receiver geometries. All mass values are in kg.

Case 0 Case 1 Case 2* Dr = 9.5 Dr = 10
Mass PCM 4.2 24.9 24.9 29.3 32.5
Mass container 0.06 0.24 0.28 0.32 0.35
Mass insulation 4.0 8.8 9.7 10.7 11.3

Total receiver mass 8.26 33.94 34.88 40.32 44.15
Mass fraction 1.65% 6.79% 7.0% 8.1% 8.8%
* Case 2: Dr = 8.75

5.4.4. PRELIMINARY INTEGRATED DESIGN

The preliminary design of the bi-modal system is provided in this section. The updated
design is a result of the selection of Silicon as the PCM and using temperature-dependent
properties for Silicon-based on a transient analysis on the receiver. In addition, an up-
dated isentropic turbine efficiency was used based on available small-scale loss models.
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Key differences and similarities between this design and the baseline design of Chapter
4 are summarised below:

• The optical system remained the same as the baseline system design (i.e. five con-
centrators each with a diameter of 1.49 m).

• The PCM container is increased by 20% to allow for Silicon expansion during freez-
ing and an outer-to-inner diameter of 10 is selected for the receiver for sufficient
energy storage.

• The insulation thickness reduced from 179.5 mm to 100 mm due to the selection
of CBCF 15-2000 as the insulation material which has a lower thermal conductiv-
ity than the baseline insulation (CBCF 18-2000). CBCF 15-2000 also has a lower
density (150 kg/m3) compared to the baseline density (180 kg/m3).

• The propellant mass increased by 8.6% (with respect to the baseline propellant
mass). This increase is needed to accommodate the lower specific impulse due to
the lower melting temperature of the PCM. The propellant tank mass increased by
less than 1 kg to account for the increase in propellant mass.

• The condenser design remained the same (aspect ratio constrained to less than
125) which consists of 36 channels each with a diameter of 0.8 mm to radiate heat.

• The design of the regenerator has been included in this design to complete the
sizing of the components. The input design parameters of the regenerator are a fin
height of 1.42 mm, a fin thickness of 0.97 mm, a fin frequency of 950, a cold side
length of 0.1 m, a hot side length of 4 mm and 160 hot channel layers. The mass of
the regenerator is 10 kg, excluding the mass for the header section and insulation.

• The total-to-static efficiency of the turbine was reduced from 65% to 61.4%, refer
to Section 5.5.2.

The mass distribution of the components is presented in Figure 5.28. The margin is
equivalent to 20% of the dry mass. The margin excludes the propellant in this chapter
as it is assumed that the ∆V value incorporates its own margin and that the regenerator
and pump mass values are included. A 2% residual mass is added to the propellant mass
to account for unusable propellant (ESTEC, 2012). The results show that when this is the
case, the wet bi-modal system mass is 80.2%. To meet the SYS-01 requirement, a system
wet mass fraction of 80%, an allowable total velocity increment of 1590 m/s is possible
with the current bi-modal system configuration.

Figure 5.29 and Figure 5.30 show the temperature profile of the final design for one
orbit (GTO) and its corresponding specific impulse and thrust for one burn. Once the
propulsion system is activated, the PCM’s temperature reduces from 1721 K to its melting
temperature within the first four seconds of the burn. The PCM remains at its melting
temperature until the last 21.6 seconds, where the temperature decreases to 1683 K. This,
together with the pressure-fed system results, in an almost constant thrust and specific
impulse value of 25.2 N and 264 seconds respectively during the burn.
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Figure 5.28: Component mass breakdown of the preliminary design with respect to a total spacecraft mass of
500 kg.
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Figure 5.29: Temperature profile of the PCM, insulation, working fluid and propellant for one orbit.
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Figure 5.31 highlights the input thermal power from the concentrator and the ther-
mal power absorbed by the working fluid (ORC). The propulsion thermal power load
is approximately 53 kW from the receiver for 620 s. However, propulsion power is not
shown in the figure due to its higher order of magnitude. By changing the concentra-
tor incidence angle, the input power can be controlled such that the temperature of the
working fluid can remain within the decomposition and saturation, as shown in Fig-
ure 5.32.
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Figure 5.31: Receiver thermal input and output power versus orbit.
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Figure 5.32: Working fluid temperature versus time for one orbit. Tlimit = Tdecomposition −20.

Challenges with this design include the integration of the inflatable concentrator
coupled with fibre optic cables and the deployment of this system. An investigation into
the inflatable dynamics with respect to pointing accuracy need to be conducted. How-
ever, the benefit of this optical design is the low pressure required in vacuum to create
the convex shape of the reflector, of a few Pascals (Grossman and Williams, 1990). In
addition, the complexity of placing the propellant channel inside the PCM cavity and
issues with sealing need to be better understood, and tested under vacuum conditions.
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ORC PERFORMANCE

The electrical power output and thermal efficiency of the preliminary design (Index B in
Table 5.15) discussed in this section are compared with the baseline design give in Sec-
tion 4.5 (Index A). The reduction in the electrical power output and thermal efficiency
is due to reduction in turbine efficiency from 65% to 61%, as shown in Table 5.15 when
comparing the baseline design (Index A) with this design (Index B.1). As mentioned pre-
viously the increase in the bi-modal mass fraction (Index A compared to B.1) is mainly
attributed to the reduction in PCM melting temperature which increases the mass of the
propellant, tank, and pressurant.

Table 5.15: Comparison of the performance of the micro-ORC system of the baseline design (Index A) from
Chapter 4 and the current design (Index B) from this section.

Index Regenerator

Turbine
total-to-

static
efficiency

Electrical
power output

[W]

Thermal
efficiency [%]

Bi-modal wet
system mass

fraction†

Section
reference

Comment

A Ideal 65.0 518 18.3 70.6 Section 4.5 Bi-modal wet mass system
fraction = 79.5% (if margin based
on wet propellant mass fraction)

B.1 Ideal 61.4 474 17.1 76.8 This section
B.2 Real 61.4 438 16.1 80.2 This section Reduce ∆V to 1590 m/s to meet

SYS-01 requirement (mass
fraction É 80%.

† Mass of margin is relative to dry system mass.

Although the expected efficiency of the micro-turbine is 61.4%, as presented at the
end of this chapter (Section 5.5.2), the data in Figure 4.7 show that if the turbine total-to-
static efficiency can be improved a significant increase in thermal efficiency and there-
fore electrical power output can be obtained. The turbine efficiency could be improved
by improving micro-manufacturing techniques and tolerances to reduce tip clearances,
surface roughness and stator losses.

The further reduction in electrical output power (Index B.1 versus Index B.2) is due to
the addition of a real regenerator design. This regenerator resulted in the exit fluid on the
hot side of the regenerator having a higher temperature (457 K versus 414 K) and lower
pressure (1.57 bar versus 1.66 bar) than the ideal case. This resulted in a larger condenser,
the mass increased by 2.6 kg, and had a relative pressure drop of 22% which contributed
to the reduction in electrical power. This highlights the need to include more realistic
assumptions when assuming pressure losses if neglecting the design of the regenerator
during the preliminary design phase. Experimental testing of the micro-ORC system is
important to check pressure losses in the system based on manufacturing capabilities at
the time.

Figure 5.32 shows that the operational range of the working fluid’s turbine inlet tem-
perature (TIT) varies between 580 K and 650 K during an orbit. The relative difference
for the electrical power output and thermal efficiency with respect to the results given in
Table 5.15 (Index B.2) reduces by 16% and 12% respectively when reducing the TIT from
653 K to 580 K.
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FIGURE OF MERIT COMPARISON WITH SMART-1 SPACECRAFT

Table 5.16 compares the performance of the preliminary bi-modal design with the per-
formance of the SMART-1 spacecraft such as specific power and average specific im-
pulse. The bi-modal system’s main advantage is an increase of more than five times of
specific energy at the cost of half the specific power.

Table 5.16: Figure-of-merit comparison of bi-modal design and SMART-1

Parameter Unit SMART-1ab Bi-modal design
Spacecraft gross mass kg 367 500
Specific power W/kg 24.6 10.3*
Specific energy Wh/kg 87.1 496
Average thrust N 0.067 25
Average thrust-to-mass N/kg 0.00018 0.05
Average specific impulse s 1540 264
Propellant-to-spacecraft mass % 22.5 47.5
Transfer time: Earth escape days 90 73.5
Payload mass kg 19 25
* Mass of power system taken as condenser, regenerator, generator, pump, and half of margin mass.

aSMART-1, https://directory.eoportal.org/web/eoportal/satellite-missions/s/smart-1 [Ac-
cessed 20 October 2020]

bElectric Propulsion on SMART-1, http://www.esa.int/esapub/bulletin/bulletin129/bul129e_
estublier.pdf [Accessed 20 October 2020]

Next-generation interplanetary missions will benefit from energy storage systems
with higher specific energy (> 250 Wh/kg) as long as other system requirements, such
as radiation tolerance, cycle life and lifetime, are met depending on the selected mis-
sion (Surampudi et al., 2017a). For example, the bi-modal system is suitable for inner
planet orbiter missions as they require more than 250 Wh/kg as long as the energy stor-
age system can survive more than 25,000 cycles15. Near-Earth object flyby missions are
also suitable candidates for the high-temperature latent heat TES system as they require
high specific energy (> 250 Wh/kg), long cycle life (>25,000 cycles) and short lifetime (on
the order of a few years). The near-Earth missions are well suited for the STP system, as
discussed in Chapter 2. However, the inner planet orbit mission is only possible if the
desired ∆V is less than 1600 m/s. Outer planet missions (orbiters, probes or landers) are
not currently plausible due to the long life requirement of more than 15 years. This long
life requirement is a "show-stopper" due to the shorter life expectancy of ORC systems.
Sample return missions can also have higher operational lifetime requirements of more
than 5 years, where the lack of on-orbit maintenance for the ORC system is problematic.
The ORC and TES system (excluding the propulsion system) could also be advantageous
for surface missions such as Mars habitats or rovers as they require energy storage sys-
tems with more than 250 Wh/kg of specific energy, that can survive more than 1,000 cy-
cles, and that comply with planetary protection regulations. The long-life requirement
of more than 5 years for these type of missions is possible as maintenance is plausible.
All missions desire power systems with higher specific power values as it translates to

15Experimental testing is necessary to ensure 25,000 cycles is achievable.

https://directory.eoportal.org/web/eoportal/satellite-missions/s/smart-1
http://www.esa.int/esapub/bulletin/bulletin129/bul129e_estublier.pdf
http://www.esa.int/esapub/bulletin/bulletin129/bul129e_estublier.pdf
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either a reduction in launch cost or an increase in payload mass as the desired power
storage budget of the spacecraft is reached with less mass.

The larger thrust-to-mass ratio allows for a faster transfer time. However, the low spe-
cific impulse of the bi-modal system calls for 47.5% of the system mass to be attributed
to the propellant, which is more than double that needed by the SMART-1 ion propulsion
system.

This section highlights that the proposed bi-modal system can provide an alternative
solution to the next-generation interplanetary missions orbiters for near-Earth or inner
planet orbiter missions. The limitation though is the∆V of 1590 m/s due to 264 s specific
impulse of using water as the propellant. The power subsystem can be a solution for
future Mars habitat and rover power generation and storage.

5.5. DESIGN ELEMENTS OF THE MICRO-TURBINE
Given the high dependence of system performance on turbine efficiency, this compo-
nent’s feasibility was further investigated and the results documented in this section.
The structural integrity and fluid-dynamic performance are examined to ensure that
these ultra-fast turbines are feasible, as depicted in Figure 5.33. The turbine geometry
and operating conditions used in this section are provided in Table 5.17.

Structural

Fluid-dynamic
performance 

Micro-turbine
Investigation

Loss breakdown
(Models - Ch3)

Centrifugal stress

Blade height

Figure 5.33: An overview of the micro-turbine investigations.

5.5.1. STRUCTURAL ANALYSIS
The turbine maximum allowable centrifugal stress (Umax) is defined in Equation 5.20,
where the turbine is assumed to be a solid disc that is symmetrical about its rotating axis
that undergoes elastic deformation (Jovanovic and Others, 2008).

Umax =
√

8

3+ v

σmax

ρ
(5.20)

where v and ρ are the material’s Poisson ratio and density, respectively, and σmax is the
maximum yield strength of the material. Assuming the turbine is manufactured out of
Ti6Al4V (Grade 5) titanium to withstand the high operating temperature of the working
fluid (Tmax = 673 K), the maximum allowable tip speed of the rotor is 690 m/s. The tur-
bine rotor is constrained to subsonic relative Mach numbers of less than 0.85.
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Table 5.17: Final micro-turbine geometry and operating conditions

Parameter Value
Working fluid Toluene
Mass flow rate [g/s] 6.78
Total inlet temperature [K] 653
Total inlet pressure [bar] 26.15
Static exit pressure [bar] 1.7148
Rotational speed [krm] 594.608
Inlet blade height [mm] 0.319
Inlet blade height to diameter ratio 0.027
Reaction degree 0.4
In/out stator diameter ratio 1.3
In/out clearance diameter ratio 1.03
In/out mean rotor diameter ratio 2
Rotor radius [mm] 4.4
Axial rotor length [mm] 3.0

Given this constraint and the parameters provided in Table 5.17, the calculated rotor
tip speed is equal to 274 m/s, and such value is adequately below the structural limit.
Therefore, from a preliminary structural integrity standpoint, a micro-turbine manu-
factured out of titanium is feasible to withstand the mechanical stresses and the high
operating temperatures.

As discussed in Chapter 3, the minimum allowable blade height of the rotor should
be 0.2 mm. This limit is to ensure the radial inflow turbine can be manufactured with
current micro-milling technology. In this design, the rotor blade height is 0.32 mm and
hence should be machinable with current limitations.

5.5.2. TURBINE PERFORMANCE
Based on the loss model developed in Section 3.8.1, the losses attributed to the stator,
rotor and outlet kinetic energy were calculated. For a given tip clearance and surface
roughness of 0.075 mm and 0.05 mm, respectively, the total-to-static efficiency including
stator loss is 61.4% (68.2% excluding stator loss), as depicted in Figure 5.34. The rotor
accounts for 23.8% of the losses. Figure 5.34 also shows that the tip clearance gap is the
main contributor to the loss of a micro-turbine. The ratio of total-to-static efficiency to
tip clearance gap is -133%/mm and to surface roughness is -28%/mm. These ratios show
the reduction in efficiency when increasing the gap between the rotor blade and hub and
the surface roughness. Therefore, highlighting the importance of reducing the relative
tip clearance gap.
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Figure 5.34: Percentage breakdown of turbine losses and total-to-static efficiency of the micro-turbine.

5.6. SUMMARY
This chapter documents the preliminary characterisation of a bi-modal system consist-
ing of an STP and micro-ORC system for a 500 kg gross mass spacecraft. The two systems
are integrated into a single high-temperature PCM configuration. The main results from
this chapter are summarised below:

1. For the dynamic behaviour of the receiver, the relative time difference to heat the
PCM to its melting temperature can increase by 26% when placing the receiver ex-
ternal to the spacecraft. Although, the relative difference in the maximum steady-
state temperature is only -0.04% and -2.2% for the PCM and outer insulation layer,
respectively. The specific heat and thermal conductivity of the container have a
minimal effect on the transient behaviour of the bi-modal system. The thermal
conductivity also has a minimal effect on the maximum steady-state temperature
and phase change timing. This effect is due to the PCM operating predominately
in the two-phase and liquid phase during one orbit period. There is a relatively
small difference in thermal conductivity between room temperature and the PCM
melting temperature. Conversely, the PCM specific heat has a large effect (up to
10%) on the relative time percentage difference to reach the melting temperature,
if a constant PCM specific heat value is assumed. The insulation thermal con-
ductivity and specific heat have a considerable influence on the time to reach the
melting temperature, with relative differences up to 20% and 23%, respectively,
in comparison to the baseline. Additionally, the insulation thermal conductivity
has an 11.4% and 17% effect on the maximum steady-state temperature reached
versus the baseline for the PCM and outer insulation layer position, respectively.
Therefore, the knowledge of temperature-dependent specific heat of the insula-
tion and PCM and thermal conductivity of the insulation is essential for more ac-
curate dynamic modelling of the bi-modal system.

2. The embedding of the working fluid inside the insulation layer of the receiver is
plausible for the considered operating regime of the working fluid. However, a
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concentrator pointing and tracking control system is necessary to control the max-
imum working fluid temperature when the PCM exceeds its melting temperature
to ensure the fluid does not exceed its decomposition limit.

3. The CHF should be examined at an early stage in the design process to identify the
flow conditions of the propellant and improve the heat transfer. This guideline is
due to the high operating temperatures of the receiver. Spiral channel configura-
tions are better suited for the solar thermal propulsion system, due to the higher
dryout incidence quality. The spiral channel results in higher heat transfer coeffi-
cients than the straight channel solutions.

4. Regarding the propellant, the mean radiation percentage contribution can be as
high as 60% over the two-phase flow regime due to the low heat transfer coefficient
experienced during the dispersed flow film boiling regime.

5. The preliminary integrated design is comparable (same order of magnitude) to the
performance characteristics of the SMART-1 satellite in terms of specific power
and achieves a faster orbit transfer time. The main attractive quality is the thermal
energy storage density of the high-temperature PCM. The low specific impulse,
is of course, noticeable in terms of the propellant mass fraction of the system
(47.5%).

6. The aspect ratio of the condenser should be incorporated in the design phase of
this bi-modal system. Also, more efficient condenser designs are needed to meet
the target electrical power output.

7. The estimated turbine’s total-to-static efficiency of the proposed turbine design is
61.4%. High-efficient micro-turbines are imperative to the success of micro-ORC
systems to achieving higher electrical specific power densities.

Although the empirical heat transfer correlations used to determine the CHF and
heat transfer coefficients are in their applicable ranges, they have not been validated for
Toluene. Therefore, experimental testing that investigates the conjugate heat transfer
of high-temperature PCMs and fluids, such as Toluene, is necessary. Depending on the
channel dimensions and placement, the CHF can be problematic. However, more accu-
rate empirical heat transfer coefficient correlations suitable for Toluene should be devel-
oped from experimental tests under realistic operating conditions. From this research,
it has been shown that longer channels can be used to ensure sufficient heating of the
working fluid in the evaporator. Therefore, the system can be designed with longer chan-
nels to account for this uncertainty in CHF and heat transfer coefficient. In addition,
a two-dimensional CFD analysis to provide higher fidelity modelling of the coupling-
convective heat transfer between the propellant and PCM would also contribute to de-
veloping correlations between the design and performance of the system.

In terms of the micro-turbine, if the moment of inertia and centre of mass of the
spacecraft is known and the relative position of the micro-turbine, then the inertial ef-
fects can be determined. This will be of interest to determine if the low-mass and ultra-
fast micro-turbine can be used to counteract external disturbances such as those caused
by solar radiation pressure.
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CONCLUSION AND

RECOMMENDATIONS

It always seems impossible
until it’s done.

Nelson Mandela, Former President of South Africa

The purpose of this thesis is to contribute to the advancement of an innovative solar ther-
mal system capable of efficiently co-generating electric power and propulsion for small
spacecraft. This conclusion chapter commences by summarising the findings of Chapters
2 to 5 to synthesise the answers of the three research questions defined in the first chapter.
Subsequently, the key contributions of this research, in terms of innovation, that enhance
the bi-modal system are presented. Finally, future research areas and recommendations
are suggested, along with an outlook on the societal impact of STP and micro-ORC systems
for space applications.
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6.1. MAIN FINDINGS AND CONCLUSIONS
Improving the propulsion and electrical power systems by sharing on-board resources
of satellites to generate more efficient systems was considered in this thesis. However,
there are significant challenges in achieving such high-performance and efficient sys-
tems. This thesis aimed to recognise and overcome some of these challenges. Therefore,
this section focuses on answering the three Research Questions (RQ) defined in Chap-
ter 1.

RQ 1: WHAT ARE THE ASPECTS THAT BOUND THE PROPOSED BI-MODAL SOLAR THERMAL

POWER AND PROPULSION SYSTEM FOR SMALL SATELLITE APPLICATIONS?
To answer this RQ suitable applications of the proposed system were identified to com-
plement the applications achievable with current state-of-the-art systems. The propul-
sion system predominately constrains the space mission applications as it determines
the manoeuvrability of the satellite.

Chapter 2 elucidates spaceborne applications suitable for STP systems. The method-
ology was based on extending the work of Sellers et al. (1998) on quantitatively compar-
ing high maturity propulsion systems to include STP systems. This comparison identi-
fied cost-effective solutions as a function of various mission scenarios. A total cost indi-
cator was defined, based on costs associated with propellant mass, propellant volume,
transfer time, required electrical power, logistics, integration, safety, and risk as well as
the system price.

The water-based STP system outperformed the Ammonia-based STP system in terms
of the total cost indicator for various scenarios in Chapter 2: 1) small on-orbit manoeu-
vre, 2) LEO station-keeping, and 3) orbital transfer from GTO to a Lunar Insertion Orbit
(LOI). The various scenarios resulted in different orbit(s), which affect the receiver’s ther-
mal cycling frequency and amplitude. The findings of Chapter 2 show that STP systems
are most suited to missions requiring fast orbital transfers of the order of days with a
velocity increment of a few km/s. In addition, the advantages of STP systems are high-
lighted when the peak power budget for the propulsion system is less than 50 W, and
the propellant mass fraction is constrained to less than 50%. These requirements lead
to "niche" applications such as close interplanetary, high-radiation environment, LEO
inspector or space debris removal missions.

Before exploring the combined STP and micro-ORC system design, Chapter 3 inves-
tigated the constraints and technical feasibility of using micro-ORC systems in space.
A small satellite in LEO was selected with low daylight to eclipse ratio to represent a
stringent thermal cycling load on the receiver. Although small-scale micro-ORC sys-
tems down to 200 W of electrical power generation are technically feasible when the
rotor blade height is constrained above the minimum manufacturing limit, they have
low thermal efficiencies of less than 13%. Technical feasibility refers to complying with
the on-board mass and volume constraints as well as manufacturability. When the ro-
tor blade height is not constrained, efficiencies can increase to 21%. These micro-ORC
systems are not attractive for micro- or smaller satellites due to their lower thermal effi-
ciency and higher mass fraction along with their ultra-fast rotating turbine speeds, above
772 krpm compared to static power conversion systems. These fast turbine speeds also
increase the probability of failure versus static power conversion systems.
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After analysing the integrated solar thermal power and propulsion system, in Chap-
ter 4, it was found that the proposed bi-modal system is better suited to the upper bound
(> 300 kg) of mini-satellites than smaller scales due to its lower wet system mass fraction,
larger turbine blades, slower rotational speeds and higher shared specific power. Top
fluid candidates for the bi-modal system are water and Toluene for the propulsion and
power system, respectively. The most favourable qualities of water over other promis-
ing fluids, such as Ammonia, are that it is safer, more abundantly available, has a higher
density impulse, and lower cost, as discussed in Chapter 2. Toluene was found to be the
best candidate for minimising the volume for a given discharge time in Chapter 3 out of
75 organic working fluids considered.

Chapter 2 to 4 highlight the associated challenges associated with STP-systems, micro-
ORC systems and the proposed bi-modal system. The bi-modal system is shown to re-
quire low mass and small concentrators with a good overall optical efficiency of at least
75%, to allow for easier system integration due to smaller concentrator diameters needed
and faster heating times. Efficient large-core fibre optic cables are necessary for suffi-
cient input power. Previous test results show that inflatable optical concentrators have
RMS surface errors of less than 0.1 mm and RMS slope errors below three milliradians
(Grossman and Williams, 1990). These surface qualities led to an average concentration
ratio of 10,000 across the surface of a 9 by 7 m off-axis inflatable concentrator. Another
concern is the deployment and pointing control of inflatable concentrators. A possible
solution to improve the stiffness and therefore the response of the pointing and tracking
of the optical system is to make the inflatable structures rigid after deployment by for
example using UV-hardened resins (Redell et al., 2005).

Critical concerns of using ultra-high latent heat energy storage systems are related
to the development of leakage-free containers using materials that are compatible with
the high-temperature PCMs and the lifetime of PCMs due to the thermal cycling. This
thesis builds on the work of Gilpin (2015) who conducted the first experimental tests
of molten Silicon as a high-temperature PCM receiver for space applications. To min-
imise the heat transfer from the high-temperature PCM to temperature-sensitive on-
board components and minimise losses to the space environment, insulation materials
that have low density and thermal conductivity are desired.

A drawback that cannot be overcome when comparing micro-ORC systems to static
power systems, such as photovoltaic systems, is the lower reliability due to ORC mov-
ing parts. The large tip clearances which are caused by manufacturing limitations are
also a drawback as they result in low turbine efficiencies. The micro-ORC system has
been constrained to current manufacturing limitations which include blade heights of
0.2 mm, surface roughnesses of 50µm and tip clearances of 75µm. Micro-milling was
identified as a suitable micro-manufacturing technique to produce micro-turbines as it
is possible to accurately produce complex features for various materials such as ceram-
ics and metals. Future developments in the micro-milling field include hybrid micro-
milling technologies1 and tool optimisation which is expected to improve aspects such
as tool wear and tool instabilities (e.g. tool deflection and chatter) (Balázs et al., 2020;
O’Toole et al., 2020). Therefore, improved surface roughness and smaller tip clearances

1Hybrid micro-milling technologies involve coupling micro-milling processes with other manufacturing tech-
niques. A promising option to reduce surface roughness is ultrasonic vibration-assisted micro-machining.
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of micro-turbines are possible in the near future as well as the reduction of the minimum
feature size from a few microns down to the submicron level.

The turbine rotor is constrained to subsonic relative Mach numbers (< 0.85) which
limit the tip speed to values less than 690 m/s. This constraint reduces the stresses acting
on the turbine to ensure the turbine is structurally sound. Suitable bearings for the ultra-
fast rotational speeds include foil and hydrostatic (specifically hydroinertia) gas bearings
(Isomura et al., 2006). Using working fluids with high molecular complexity (Chapter 3)
micro-ORC designs with high efficiency are possible. These ORC systems have turbines
that are characterised by high-pressure ratios, low speed of sound, and dry expansion
which generally result in stators with supersonic flow. Therefore, real gas effects must be
taken into account when designing the stator (Uusitalo et al., 2014).

No flight heritage exists of either the STP or the micro-ORC systems. Therefore, there
is high risk associated with using the systems mentioned above in space. However, this
research investigates increasing the maturity of STP systems due to the financial im-
provement possible from reducing the technical risk associated with this technology.
Additional challenges include the two-phase fluid analysis of Toluene and water and the
sloshing concerns associated with these fluids. In addition, low mass, compact heat ex-
changers with high corrosion resistance are also needed.

RQ 2: WHAT GAIN IN PERFORMANCE PARAMETERS SUCH AS EFFICIENCY ARE ACHIEVABLE

WHEN IMPROVING THE BI-MODAL SYSTEM AND WHAT GAIN IS REQUIRED FOR BENEFICIAL

APPLICATION?
The work of both Chapter 4 and 5 handle answering this RQ. A suitable objective func-
tion is necessary to optimise a system. For the design of the bi-modal system, the total
wet system mass is the most suitable function. By minimising the wet system mass, not
only is the system ensured to meet the mass and subsequently the volume constraint
imposed by small spacecraft but, it improves the system performance. For example,
by increasing the specific impulse, less propellant mass (which occupies approximately
50% of the system mass) is needed to achieve the desired velocity increment. This ob-
jective function also reduces the mass of the optical system, which accounts for the next
largest mass fraction (8%). For example, a smaller optical mass is achieved during the
optimisation process by selecting ORC design parameters that result in higher thermal
efficiencies. Cycles with higher thermal efficiency require less input power, and therefore
smaller concentrators are possible.

A single-objective genetic algorithm (GAs) was implemented to solve the wet sys-
tem mass objective function. This selection took advantage of the common use and
robustness of GAs to optimise ORC and heat exchanges. However, the downfall is the
higher computational time compared to alternative optimisation techniques such as di-
rect search and variable metric method.

It should be noted that for the bi-modal system, the stowed volume is also a con-
cern and led to the selection of inflatable technology. Inflatable concentrators operating
in vacuum only require a few Pascals (Grossman and Williams, 1990) as inflating pres-
sure. Therefore, the concentrators could be inflated using pressurant from the propul-
sion system as a minimal amount of pressurant gas mass is required. In addition, it is
also possible to rigidise the concentrators after deployment. Low-power micro-ORC sys-
tems require low concentrator storage volume fractions to ensure the volume occupied
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on-board the spacecraft is acceptable. For example, when changing the concentrator
storage volume from 1 to 5%, the optical system’s stowed volume contribution increases
from 11.5 to 57.5%. Changing the design from an inflatable to a rigid approach increases
the concentrator mass fraction from 13 to 31% when neglecting the pressurising system.

When optimising the proposed system to reduce the wet mass fraction of the bi-
modal system, the design configuration converges to ORC input parameters that result
in higher thermal efficiencies. At small-scales (total spacecraft mass equals 100 kg and
200 kg), the solution results in turbine rotor blade heights less than 0.2 mm and rotation
speeds faster than 1 million rpm. These designs are only possible with future develop-
ments of micro-milling manufacturing technologies as discussed earlier. The minimum
rotor blade height should, therefore, be a constraint when designing micro-ORC sys-
tems. This value should be set based on the minimum feature size of available manufac-
turing capabilities.

The preliminary turbine efficiency was estimated by extending the use of small-scale
loss models, valid for rotor diameters of 30 mm, to those of 7 mm. Micro-turbines result
in low efficiencies mainly due to the large tip clearance of 75µm, with a total-to-static
efficiency of 57% for the 200 W turbine design obtained in Chapter 3. For larger systems,
the 500 W turbine design, this is improved to 61%.

It is essential to minimise the pressure drop across the condenser and investigate
the components structural integrity. The pressure loss in the condenser, together with
the low turbine efficiency of micro-turbines, are the main contributors to the reduction
in electrical power. The thermal efficiency of the ORC system needs to be improved to
increase the specific power. For example, this could be achieved by improving manufac-
turing techniques to minimise tip clearance and surface roughness.

In Chapter 5 the bi-modal system was compared against an existing spacecraft with
conventional propulsion and power systems, e.g. the SMART-1 satellite. The primary
benefit of the bi-modal system is the high specific energy (> 250 Wh/kg) at the cost of
high propellant mass fraction 47.5% and low shared specific power of around 10 W/kg.
The low specific power is an order of magnitude lower than desired for future interplan-
etary missions. However, the bi-modal specific power is only half that of the SMART-
1 satellite. As mentioned in Chapter 5 missions such as inner planet orbiter missions,
near-Earth missions and surface missions can benefit from higher specific power as it
translates to either a reduction in launch cost or an increase in payload mass as the de-
sired power storage budget of the spacecraft is reached with less mass.

RQ 3: HOW CAN WE ACCURATELY MODEL AND CHARACTERISE THE BI-MODAL SYSTEM?
In Chapter 4, thirteen design parameters were identified to determine the preliminary
mass of the system while leaving the material of the PCM as an open variable. Design
parameters relating to the optical system have the most considerable influence on the
mass. The sensitivity of the optical parameters resulted in a maximum variation of the
wet system mass of up to 17.8%. An optimal PCM melting temperature exists for the
system as a trade-off between improvement in specific impulse and an increase in insu-
lation thickness. Low density and thermal conductivity insulation materials are advan-
tageous. Turbine isentropic efficiency and concentrator efficiency have the most sig-
nificant effect on the electrical power output and charging and discharging times. The
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propellant has the largest mass contribution of a mini-satellite for a velocity increment
of 1.6 km/s. The optical system and insulation account up to 8 and 7% of the total mass
of the spacecraft. These high mass fractions show the significance of developing low
mass and efficient concentrators and receivers. The selection of the PCM is also a cru-
cial design choice as the receiver and propellant mass fraction was found to increase by
at least 5% and 6.5% respectively, after selecting Silicon as the phase change material.

Integration difficulty arises when coupling the ORC with the STP system due to their
conflicting operating temperatures. To efficiently and effectively couple these systems,
a novel single receiver design configuration was proposed. From Chapter 5, it is shown
that by including a solar tracking and pointing system the ORC working fluid can be
kept within the acceptable temperature limits (between the decomposition limit and
vaporisation temperature of the working fluid) during the longest eclipse period in a
GTO.

Chapter 3 examined the flow regime of the working fluid inside the evaporator due to
the high temperature of the receiver and analysed existing empirical correlations to de-
termine which provided the most accurate results. The Breen and Westwater and Bishop
correlations yielded the closest results compared to other available empirical correla-
tions (Chapter 3) based on experimental data. These two correlations also exhibited
suitable deviations during the sensitivity analysis. However, the Bromley correlation was
adopted instead of the Breen and Westwater because both correlations provide similar
heat transfer coefficients under the expected operating conditions but the Bromley re-
duces the dependency of film boiling heat transfer coefficient on the surface tension.
The critical heat flux is necessary to determine the flow regime inside the evaporator
when high-temperature phase change materials are used to predict the heat transfer
better. Therefore, accurately determining the length and volume of the evaporator is
crucial. However, the heat transfer coefficient of the evaporator has a negligible effect
on the complete system volume.

Radiative heat transfer has a larger effect on the propellant than the working fluid
due to the higher surface wall temperature of the channel. The radiation heat transfer
coefficient accounted for a maximum of 73% and 6% of the total heat transfer coefficient
for the propellant and working fluid, respectively.

Validating models for novel systems is a challenge in itself. This challenge is tackled
by validating individual component models, for example, the PCM and heat exchangers,
against existing experimental data and numerical results.

6.2. KEY CONTRIBUTIONS OF THESIS
The goal of this thesis is to enhance the propulsion and power capabilities of small satel-
lites by investigating an innovative solar thermal system. The main research innovations
of this thesis to the field of bi-modal systems have been deduced from the above conclu-
sions and are itemised below.

• Comprehensive STP review
An extensive review of previous and existing STP systems was presented in Chapter
2. To the best of the author’s knowledge, no such review exists in a single document
that provides the available performance characteristics and experimental results
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of STP systems. In addition, STP systems are compared to commercially available
propulsion systems in terms of thrust, specific impulse, cost, and application for
small satellites.

• Comparative cost analysis of STP systems
The work of Sellers et al. (1998) was extended in Chapter 2 to include STP systems.
Two low TRL solar thermal propulsion systems were compared to existing propul-
sion systems with higher maturity (TRL > 5) to identify cost-effective solutions for
various manoeuvres. STP was shown to be potentially profitable over current ma-
ture propulsion technologies for orbit transfer missions that require large velocity
increments and short transfer times. The analysis revealed mission requirements
that could lead to the selection of an STP system. These mission requirements
are: electrical peak power requirements less than 50 W, velocity increment re-
quirements for the orbital transfer on the range of 800 m/s to 2.5 km/s, propellant
mass fractions less than 50% and transfer times of the order of days. Furthermore,
trade-off Pugh matrices were proposed for the qualitative cost criteria to minimise
subjectivity. A sensitivity analysis was conducted on the cost criteria weighting
factors to ensure realistic and reliable results. Although water-based STP systems
have been proposed in literature, it is the first time water is shown to be econom-
ically competitive in terms of performance against Ammonia-based STP systems
for small satellites, mainly due to its high velocity increment to propellant volume
ratio.

• Analysis of different working fluids for micro-ORC systems
Chapter 3 conducts the first working fluid analysis to identify organic fluids ac-
ceptable for ORC systems on-board small satellites. Toluene is shown to provide a
good compromise between performance (high thermal efficiency) and manufac-
turability (larger rotor blade heights) as well as provide a micro-ORC system that
is feasible regarding launch vehicle integration. Moreover, this research uniquely
combines an ORC system with an extremely-high heat source; in general, the heat
source of an ORC system is matched to the thermodynamic properties of the fluid.

• Design approach of the proposed novel bi-modal system
An innovative design approach of the proposed STP and micro-ORC system is pre-
sented in Chapter 4. This approach bridges the gap in literature where only solar
thermal propulsion designs coupled to static power conversion systems have been
examined. In addition, a novel single energy storage receiver configuration based
on ultra-high temperature latent heat was presented that directly couples both the
propellant and working fluid.

• Characterisation of the proposed novel bi-modal system
The feasibility of the novel single receiver configuration is analysed in Chapter
5. The conjugate heat transfer analysis illustrates that the system can operate in
the desired temperature range if the optical system includes a solar tracking and
pointing control system. Analytical and empirical relations were also presented
to describe the bi-modal system. The system was evaluated to determine the ef-
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fect the high-temperature PCM has on the fluids in terms of critical heat flux and
radiation.

6.3. FUTURE PERSPECTIVES AND RESEARCH AREAS
This thesis addresses challenges associated with the development of a solar thermal bi-
modal propulsion and power system. It has contributed to the body of knowledge by
providing several novel insights about the design and modelling of these bi-modal sys-
tems. However, many technical challenges are still prevalent regarding the implementa-
tion of these systems. Building from the lessons learned, this section suggests key recom-
mendations that can advance the research in the field of bi-modal solar thermal systems
specifically in the context of solar thermal propulsion and micro-ORC systems for small
spacecraft applications.

In this thesis, an analytical model of the proposed solar thermal bi-modal system was
developed. However, the main source of uncertainty, found in Chapter 4 and 5, is related
to the turbine efficiency. The turbine efficiency relates directly to the electrical power
output of the ORC system as well as the charging and discharging time of the receiver. It
also indirectly affects the mass and volume of the system. Therefore, investigations into
the performance of micro-turbines is imperative to making these small-scale systems
more efficient. This can be achieved with in-depth numerical analysis and experimen-
tal testing activities. Improving the efficiency of the turbine could be done with better
micro-milling manufacturing, as discussed earlier in this chapter.

CFD simulations that assess the accuracy of the STODOLA software (Pini and Van
der Stelt, 2019) and future experimental testing of mini-ORC systems will be performed
using the ORCHID set-up (Head et al., 2016). Mini-ORC systems refer to electrical power
generation between 3 and 50 kW electrical power generation, which are pertinent to de-
centralised power generation and waste heat recovery applications. For instance, these
mini-ORC systems can be used on-board long-haul trucks, aircraft, or ships (Lang et al.,
2013; Mondejar et al., 2017; De Servi et al., 2017). Albeit this experimental work is for
larger power levels than analysed in this work. The experimental results can be used to
calibrate the ORC models used, and this experimental work provides an initial step into
miniaturising ORC technology. In addition, future work could be concentrated on im-
proving the accuracy of the models. This improvement can be achieved by extending
the range of operational parameters, such as extending the ORC model to analyse the
off-design operating conditions.

Although the empirical heat correlations used to determine the critical heat flux (CHF)
and heat transfer coefficients are in their applicable ranges, they have not been validated
with the use of Toluene. Therefore, experimental testing that investigates the conjugate
heat transfer of high-temperature PCMs and fluids, such as Toluene, are necessary. De-
pending on the channel dimensions and placement, the CHF can be problematic. How-
ever, more accurate correlations suitable for Toluene should be developed from experi-
mental testing under proper operating conditions. From this research, Chapter 5 shows
that longer working fluid channel lengths can be used to ensure sufficient heating of the
working fluid is achieved in the evaporator. Therefore, the channel length can be ex-
tended to account for this uncertainty in CHF and heat transfer coefficient. In addition,
a two-dimensional CFD analysis to provide higher fidelity modelling of the coupling-
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convective heat transfer between the propellant and PCM would also contribute to de-
veloping correlations between the design and performance of the system.

Experimental testing is vital to provide insight into the degradation of the ultra-high
temperature energy storage system with respect to the operational lifetime (thermal cy-
cling behaviour). Special attention is needed regarding the coupling of the evaporator
and receiver to improve the prediction of heat transfer and characterise the off-design
and transient effects of the system. This can be done by a combination of experimen-
tal testing and in-depth computational fluid dynamic modelling. Additionally, resolving
sealing and contamination issues is necessary.

Another recommendation, from a modelling approach, is to investigate suitable op-
timisation techniques to obtain an optimal algorithm that is more computationally effi-
cient than GAs.

A design approach and initial design configuration have been proposed in Chapter 4
and 5. Investigations to allow faster start-up times of the ORC system are needed. These
faster start-up times will reduce the satellite’s dependency on batteries that provide the
initial electrical power to subsystems. In particular, primary batteries are needed to pro-
vide electrical power to deploy and position the optical system correctly before the ORC
system can operate.

Faster start-up times could be achieved by including several working fluid bypass
channels located at different radial positions inside the insulation. The working fluid
can, therefore pass through channels positioned closer to the PCM and before the PCM
reaches its melting temperature. Furthermore, this could allow for the propulsion sys-
tem to achieve higher temperatures by increasing the PCM above its melting tempera-
ture if the working fluid flows through a channel further away from the PCM. Alternative
designs could also be explored to improve heat transfer to the fluids, for example, chan-
nel fins and serpentine channel configurations.

Chapter 4 demonstrates that the optical system efficiency has a significant effect, up
to 90%, on the charging time of the bi-modal system. Improvements should focus on
reducing the slope error of the concentrator as well as solar tracking misalignment. One
solution to reduce the dynamic structural response during tracking could be to rigidise
or harden the inflatable components after deployment. This may also reduce the mass
and volume associated with the required pressurising system needed to keep the system
inflated.

A number of concerns associated with using water for the STP systems are present.
For instance, sloshing, potential freezing, and corrosion of the nozzle are some issues
that will need further investigation. Propellant management devices and thermal man-
agement systems, such as baffles and thermal straps, are possible solutions that could
be investigated to address some of these concerns. The validation of the models relating
to the STP system could also be improved by comparing the model results with more
experimental data as this has only been done numerically.

In the framework of the micro-ORC system, this research highlights the benefit of
coupling a micro-ORC system with an STP system on-board small satellites. This benefit
is due to the ability to share resources such as the optical and thermal energy storage
system. At this point, solar thermal bi-modal systems with static energy conversion sys-
tems are a more near-term solution for small satellites than dynamic energy conversion
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systems such as ORC systems. This conclusion is due to the current high-failure risk of
the ultra-fast rotational rotor, low specific power, and low thermal efficiency of micro-
ORC systems. Therefore, the next logical step would be to further develop micro-ORC
concepts for terrestrial applications, for example, electrical power generation in remote
areas. Here, resources can be invested to develop more efficient micro-radial inflow tur-
bines and reduce the number and frequency of maintenance interventions up to a few
years. These developments will then be helpful to obtain suitable designs for in-space
demonstration while contributing to sustainable energy production on Earth. The ultra
high energy storage system can also be tested in this terrestrial application.

This thesis has mainly considered the enhancement of the propulsion and power
capabilities of small spacecraft. It would be interesting to examine additional aspects
where synergy could be portrayed between the bi-modal system and other on-board
components, such as thermal management of temperature-sensitive electronics with
the heat loss from the receiver. For terrestrial applications such as remote off-grid en-
ergy generation, the bi-modal solution could be modified to generate power and provide
thermal management control (no propulsion). This modified design could also benefit
surface missions on other bodies, such as provide power generation and thermal control
to habitats and rovers on Mars.

SOCIETAL IMPACT

There are various attributes to the proposed technology that could be beneficial to tackle
current issues such as the significant increase in space debris2 and greenhouse gas emis-
sions3. For example, Chapter 2 highlights that space debris removal missions are possi-
ble with STP systems which could provide economic advantages over traditional propul-
sion systems. Micro-ORC systems could be used in automotive, robotic, and domestic
building applications to facilitate cleaner energy production alternatives as indicated in
Chapter 3. High-temperature phase change materials are also a potential game-changer
in the renewable energy sector due to their high specific energy storage capabilities which
have been examined in Chapter 4 and 5. Noticeable EU funded projects in this field are
the AMADEUS4 and NATHALIE5 projects. NATHALIE is investigating the potential mar-
ket of ultra-high temperature latent heat energy storage. This project extends the work of
AMADEUS, which concludes that the success and implementation of ultra-high thermal
energy storage systems as early as 2022 is technically feasible but requires financial and
legal support.

Therefore, establishing strong links between the private sector and academia is cru-
cial to effectively tackle these current issues. This link will aid in accelerating the devel-
opment of solutions to extend space system capabilities as well as contribute to sustain-
able energy production.

2ESA, Analysis and prediction, https://www.esa.int/Safety_Security/Space_Debris/Analysis_
and_prediction [Accessed 20 October 2020]

3OECD, Climate change mitigation: We must do more, https://www.oecd.org/environment/
climate-change-mitigation-we-must-do-more.htm [Accessed 20 October 2020]

4CORDIS, Next GenerAtion MateriAls and Solid State DevicEs for Ultra High Temperature Energy Storage and
Conversion, https://cordis.europa.eu/project/id/737054 [Accessed 30 September 2020]

5CORDIS, New markets technological positioning for ultra-high temperature latent heat energy storage,
https://cordis.europa.eu/project/id/945858/es [Accessed 30 September 2020]

https://www.esa.int/Safety_Security/Space_Debris/Analysis_and_prediction
https://www.esa.int/Safety_Security/Space_Debris/Analysis_and_prediction
https://www.oecd.org/environment/climate-change-mitigation-we-must-do-more.htm
https://www.oecd.org/environment/climate-change-mitigation-we-must-do-more.htm
https://cordis.europa.eu/project/id/737054
https://cordis.europa.eu/project/id/945858/es
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A
PROPULSION TECHNOLOGY DATA

Table A.1: Performance data of propulsion systems used in Chapter 2

Reference Propulsion system Manufacturer Model Thrust [N] Isp [s] Power [W] Propellant
Min Max Min Max Min Max

(Leomanni et al., 2017)

Cold Gas

Moog 58x125A 0 0.0044 N/A 65 N/A 10 N2
(Leomanni et al., 2017) Moog 58E143, 58E146 0.016 0.04 60 N/A N/A 10 N2
(Leomanni et al., 2017) Marotta Micro Thruster 0.05 2.36 N/A 65 N/A 1 N2
(Leomanni et al., 2017) Selex ES Micro Thruster 0.0000001 0.0005 60 N/A N/A 1 N2
(Leomanni et al., 2017) N/AoSpace MEMS 0.0001 0.01 N/A 50 N/A 2 N2
(Leomanni et al., 2017) Vacco MiPS 0 0.053 60 N/A N/A 1 Butane
(Lemmer, 2017) SFL N/AOPS 0.035 N/A 46 N/A N/A N/A SF6
(Lemmer, 2017) SFL CNAPS 0.0125 0.05 45 N/A N/A N/A SF6
(Lemmer, 2017) TNO, U. Twente, &

TU Delf
T3-µPS 0.006 N/A 69 N/A N/A N/A N2

(Köhler et al., 2002) Uppsala University Hybrid MEMS
thruster

0 0.002 45 N/A N/A N/A N2, He, Ar, Xe

(Kvell et al., 2014) Tartu Observatory MEMS 0 0.001 68 N/A 2.34 2.35 Butane
(Rangsten et al., 2013) NanoSpace AB MEMS 0 0.00065 60 N/A 2 N/A Butane

(Leomanni et al., 2017)

Monopropellant

Thales RCT-1N 1 220 N/A N/A 15 N2H4
(Leomanni et al., 2017) Airbus DS 1 N 0.32 1.1 200 223 N/A 15 N2H4
(Leomanni et al., 2017) Aerosjet

Rocketdyne
GR-1 0.26 1.42 231 N/A N/A 12 AF-M315E

(Leomanni et al., 2017) ECAPS HPGP 0.25 1 204 235 N/A 10 LMP-103S
(Leomanni et al., 2017) Vacco ADN MiPS 0 0.4 200 N/A N/A 15 LMP-103S, AF-M315E
(Leomanni et al., 2017) Busek BGT-X5 0.05 0.5 220 225 N/A 20 AF-M315E
(Mueller, 1997) Primex MR-103 0 0.9 220 210 N/A N/A N2H4
(Mueller, 1997) Marquardt RKMHS 10 0 0.9 226 N/A N/A N/A N2H4
(Mueller, 1997) Primex MR-111E 0 2.2 224 213 N/A N/A N2H4
(Mueller, 1997) Primex MR-111C 0 4.45 229 226 N/A N/A N2H4
(Mueller, 1997) Marquardt RKMHS 17 0 4.45 230 N/A N/A N/A N2H4
(Mueller, 1997) TRW MRE-1 0 5 220 N/A N/A N/A N2H4
(Mueller, 1997) TRW MRE-4 0 18 230 N/A N/A N/A N2H4
(Moog, 2013) Moog MONARCH-1 0 1 227.5 N/A 18 N/A N2H4
(Moog, 2013) Moog MONARCH-5 0 4.5 226.1 N/A 18 N/A N2H4
(Lemmer, 2017) Busek BGT-1X 0.02 0.18 214 N/A N/A 4.5 AF-M315E
(Lemmer, 2017) Aerojet Rocketdyne MPS-130 0 1 244 N/A N/A N/A HAN-based
(Lemmer, 2017) Aerojet Rocketdyne MPS-120 0 1 225 N/A N/A N/A N2H4
(Lemmer, 2017) ECAPS LMP-103S 0 0.1 200 N/A N/A N/A LMP-103S/AND-based
(Lemmer, 2017) Tethers Unlimited,

Inc
Hydros 0.25 0.6 258 N/A N/A N/A H2O

(Leomanni et al., 2017)

Bipropellant

DASA N/A 0 4 285 N/A N/A N/A MMH/MON-1
(Mueller, 1997) Marquardt R-2/R-2B 0 4.45 280 N/A N/A N/A MMH/NTO
(Mueller, 1997) DASA N/A 0 10 290 N/A N/A N/A MMH/MON-1
(Mueller, 1997) Marquardt R-52 0 10 295 N/A N/A N/A MMH/NTO
(Mueller, 1997) Roayal OrdaN/Ace LTT 0 10 N/A N/A N/A N/A MMH/NTO
(Mueller, 1997) Marquardt R-2C/R-2D 0 22 289 N/A N/A N/A MMH or N2H4/NTO
(Mueller, 1997) Atlantic Research A0809 0 22 290 N/A N/A N/A MMH/NTO
(Mueller, 1997) Aerojet SSD 0 22 280 N/A N/A N/A MMH/NTO
(Mueller, 1997) Aerojet N/A 0 22 313 N/A N/A N/A MMH/NTO
(Mueller, 1997) Roayal OrdaN/Ace Leros 20H 0 22 285 N/A N/A N/A N2H4/MON
(Mueller, 1997) Rockwell N/A 0 30 287 N/A N/A N/A MMH/NTO
(Mueller, 1997) Marquardt Divert 0 156 N/A N/A N/A N/A N2H4/MON
(Moog, 2017a) Moog DST-11H 0 22 310 N/A N/A 41 Hydrazine/MON
(Moog, 2017a) Moog DST-12 0 22 302 N/A N/A 22 MMH/MON
(Moog, 2017a) Moog DST-13 0 22 298 N/A N/A 41 MMH/MON
(Moog, 2017a) Moog 5 lbf 0 22 288 292 N/A 37.6 MMH/MON
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Reference Propulsion system Manufacturer Model Thrust [N] Isp [s] Power [W] Propellant
Min Max Min Max Min Max

(Zondervan et al., 2014)

Solid propellant

Industrial Solid
Propulsion

ISP 30sec motor 0 37 187 N/A N/A N/A N/A

(Grumman, 2008) Northrop
Grumman∗

STAR 4G 0 258 277 N/A N/A N/A TP-H-3399

(Mueller, 1997) Thiokol (now
Northrop
Grumman)

STAR 5A 0 169 250 N/A N/A N/A TP-H-3399

(Mueller, 1997) Thiokol (now
Northrop
Grumman)

STAR 5C 0 1953 266 N/A N/A N/A TP-H-3062

(Mueller, 1997) Thiokol (now
Northrop
Grumman)

STAR 5CB 0 2041 270 N/A N/A N/A TP-H-3237A

(Mueller, 1997) Thiokol (now
Northrop
Grumman)

STAR 6B 0 2513 273 N/A N/A N/A TP-H-3237A

(Mueller, 1997) DSSP CDM-1 0 N/A N/A N/A N/A N/A AP/HTPB
(Mueller, 1997) Atlantic Research 0 222 N/A N/A N/A N/A N/A
(Mueller, 1997) Atlantic Research 0 311 N/A N/A N/A N/A N/A
(Mueller, 1997) Atlantic Research 0 952 N/A N/A N/A N/A N/A
(Schonenborg, 2004) Schonenborg

Space Engineering
BV

Solid Propellant
Autonomous
DE-Orbit System

75 250 294 N/A N/A N/A AP/HTPB

(Briand et al., 2008) EPFL MEMS 0.004 0.01 100 N/A 1.6 N/A N/A
(Lee et al., 2010) Korea Advanced

Institute of Science
& Technology

MEMS 3.62 3.62 62.3 N/A 0.34 N/A N/A

(Zhang et al., 2005) National University
of Singapore†

MEMS 0.05 0.6 28.3 N/A 0.16 N/A HTPB/AP

(Lemmer, 2017)

Resistojets

CU Aerospace/
VACCO

CHIPS 0 0.03 82 N/A 30 N/A R134a

(Lemmer, 2017) Busek Microesistojet 0 0.01 150 N/A 15 N/A NH3
(Lemmer, 2017) CU Aerospace/

VACCO
AFRL PUC 0 0.0054 70 N/A 15 N/A SO2/R134a/R236fa

(Lemmer, 2017) University of
Arkansas

RPS 0 0.5 N/A N/A N/A N/A 134a

(Leomanni et al., 2017) SSTL Low power
resistojet

0.02 0.5 48 90 15 50 Xe, Butane

(Leomanni et al., 2017) SSTL N2O Rjet 0 0.125 127 N/A 100 N/A N2O
(Leomanni et al., 2017) Sitael XR-100 0 0.125 63 N/A 80 N/A Xe
(Leomanni et al., 2017) Mars Space VHTR 0.1 0.2 80 100 100 N/A Xe
(Cen and Xu, 2010) Guangzhou

Institute of Energy
Conversion

VLM 0.002 0.0065 110 N/A N/A N/A H2O

(Cheah, K.H. and Low, 2015) Nanyang
Technological

VLM 0.00025 0.000634 31 N/A 0 5 H2O

University
(Chen et al., 2010) Computational

Application
Division

VLM 0.001 0.006 30.7 N/A N/A N/A H2O

(Kundu et al., 2012) Indian Institute of
Technology

VLM 0.00015 0.00101 50 105 1.6 3.6 H2O

(Kundu et al., 2013) Indian Institute of
Technology

VLM 0.0003 0.00108 80 180 2 2.2 H2O2

(Mihailovic et al., 2011) Delft University of
Technology

VLM 0.00002 0.00096 65.3 N/A N/A N/A N2, H2, H2O

(Mukerjee et al., 2000) University of
California

VLM 0.00031 0.00046 88.5 N/A 7.8 10.8 H2O

(Leomanni et al., 2017)

Ion Engines

Airbus DS RIT microX 0.00001 0.0025 300 3000 0.3 75 Xe
(Leomanni et al., 2017) Busek BIT-3 0.0003 0.0016 1000 3500 12.6 67.2 Xe, I2
(Mueller, 1997) Hughes 0 0.0178 2585 439
(Mueller, 1997) DASA 0.005 0.015 3000 N/A 240 600
(Mueller, 1997) JPL 0.021 0.031 2500 3900 500 900
(Leomanni et al., 2017) Busek BIT-1 0.0001 0.000185 1600 N/A 28 N/A Xe
(Ariane Group, 2018) Ariane Group RIT 10 EVO 0.005 0.025 1900 3200 145 760 Xe
(Agasid et al., 2015) University of Tokyo 1-COUPS 0 0.0003 1000 N/A N/A N/A Xe

(Leomanni et al., 2017)

Pulsed Plasma Thrusters

Mars Space N/Aosat PPT 0 0.00009 640 N/A 4.95 N/A PTFE
(Coletti, 2015) Aerojet EO-1 0 N/A 540 1400 N/A N/A PTFE
(Wright and Ferrer, 2015) Aerojet Dawgstar 0 N/A 625 N/A N/A N/A PTFE
(Reissner et al., 2015) Busek MPACS 0 N/A 830 N/A N/A N/A PTFE
(Lemmer, 2017) Mars Space Ltd PPTCUP 0 0.00004 665 N/A 2 N/A PTFE
(Lemmer, 2017) Busek BmP-220 0 N/A 536 N/A 7.5 N/A PTFE
(Lemmer, 2017) Busek microPPT 0 0.0005 700 N/A 2 N/A PTFE

(Leomanni et al., 2017)

Hall Effect Thrusters

Aerospazio HET-70 0 0.0035 1000 N/A 77 N/A Xe
(Leomanni et al., 2017) Sitael HT-100 0.005 0.018 1000 1600 120 360 Xe
(Busek, 2016a) Busek BHT-200 0 0.013 1375 N/A 200 N/A Xe, I2
(Kim et al., 2003) KIAE SPT-25 0.05 0.01 900 1300 100 200 N/A
(Mueller et al., 2010) MIT MHT-9 0.001 0.01 300 1500 30 200 N/A
(Tummala and Dutta, 2017a) UTIAS SFL CHT 0.003 0.0062 1139 2000 50 200 Xe

(Shea et al., 2014)

Electrospray

EPFL‡ MEMS Prototype 0.0000312 0.0000998 474 5930 0.553 2.5 EMI-BF4
(Courtney et al., 2015a) EPFL MEMS

Demonstrator
0.00002 0.00003 3000 3000 0.65 0.4 EMI-BF4

(Courtney et al., 2015b) EPFL MEMS Prototype 0.00005 0.00005 1500 3260 0.1 0.8 EMI-Tf2 N or EMI-Im
(Shea and Krpoun, 2009) EPFL MEMS Prototype 0.0001 0.0001 2000 4600 N/A N/A EMI-Tf2 N or EMI-Im
∗ Was previously Orbital ATK but was purchased by Northrop Grumman in 2018.
† Collaboration with University of Arkansas.
‡ Collaboration with Queen Mary University of London, University of Freiburg, and the University of Surrey.



B
ASSOCIATED MISSION COST

CRITERIA DEFINITION

This appendix provides more information regarding how the values for the associated
mission costs used in Chapter 2 were determined.

B.1. EQUAL WEIGHTING FACTOR

The associated mission costs used in Chapter 2 assume an equal weighting of the various
criteria. Table B.1 presents the relative qualitative dimensions of associated mission cri-
teria used. These values were determined based off Pugh matrix comparisons for each
criteria (risk, integration, safety, and logistics) as shown in Tables B.2 to B.5.

Table B.1: Associated mission cost criteria and their relative qualitative dimensions

No. Propulsion system Propellant Integration Safety Risk Logistics
1 Cold gas Nitrogen 10 10 10 30
2 Monopropellant Hydrazine 50 100 20 100
3 Monopropellant LMP-103S 60 10 30 30
4 Monopropellant AF-M315 60 10 40 30
5 Bipropellant MMH/NTO 80 100 40 100
6 Solid Star 4G: HTPB + AP 100 80 30 90
7 Resistojet Ammonia 40 50 40 50
8 Resistojet SSTL: Butane 30 60 20 40
9 Ion Engine BIT-1: Xenon 30 10 50 50
10 Ion Engine BIT-3: Xenon 40 10 50 50
11 Pulsed Plasma PPTCUP: PTFE 20 20 40 10
12 Hall thruster BHT-200: Xenon 40 10 40 50
13 STP concept Ammonia 100 50 100 50
14 STP concept Water 100 10 100 10
13a Future STP concept Ammonia 100 50 40 50
14a Future STP concept Water 100 10 40 10
100 = highest cost and 0 = lowest cost
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Table B.2: Technical risk cost: Pugh matrix
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Result 6 5 4 3 3 4 3 5 1 1 3 3 -4 -4

Table B.3: Integration cost: Pugh matrix
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Result 7 2 1 1 -1 -4 3 4 4 3 6 3 -4 -4

Table B.4: Safety cost: Pugh matrix
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Table B.5: Logistic cost: Pugh matrix
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Storage pressure 1 -2 0 0 0 0 -2 1 1 -2 -2 2 -2 1 1

Availability 1 2 -2 0 0 -2 -1 0 2 -1 -1 2 -1 0 2
Result 6 -5 6 6 -5 -4 3 4 3 3 9 3 3 9

Table B.6: Pugh matrix scoring key

Cost Criteria Pugh matrix parameter

Pugh matrix scoring
2 1 0 -1 -2

(low cost) −→ −→ −→ (high cost)

Safety & Logistics

Flammability: NFPA 704 0 1 2 3 4
Health: NFPA 704 0 1 2 3 4
Instability/reactivity: NFPA
704

0 1 2 3 4

Logistics
Physical hazard Inert Solid −→ −→ −→ High pressure gas (> 200 bar)

or highly explosive
Availability Easy −→ −→ −→ Difficult

Technical risk
TRL 9 7-8 5-6 3-4 1-2
Flight Heritage Yes −→ −→ −→ No
Simplicity: Number of
components

Least −→ −→ −→ Most

Integration

Attitude control: Thrust
order of magnitude

10 mN 0.1 N 1 N 10 N 100 N

Thermal control < 25°C 25°C - 500°C 500 - 1000°C 1000 - 2000°C > 2000°C
Effect on Payload operation Least −→ −→ −→ Most
Effect of Failure Least −→ −→ −→ Most
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B.2. WEIGHTING FACTOR SENSITIVITY ANALYSIS
A sensitivity analysis on the weighting factors used to determine the associated mission
cost values is conducted to identify the influence of the weighting factors. Weighting
factors are defined as integer values between 0 (least important) and 5 (most impor-
tant). For this investigation, a random sample of 1000 integers were generated based on
uniform distribution.

The results are shown in Figure B.1. The red lines in the boxplots represents the me-
dian and the upper and lower borders of the box represent the upper and lower quar-
tiles respectively. The whiskers show the maximum and minimum value, and the red
crosses represent the outliers. The dotted line in each plot, represents the case when
equal weightings are used, in this case the average value 2.5 is used.

The results show that the mean values from the 1000 samples have the same trend
as the equal weighting case. This trend is also evident looking at the upper and lower
quartiles (box edges). Therefore, for the purposes of this analysis taking equal weights
is deemed an acceptable approach. However, when comparing the full range of scores
of the weighting factor sensitivity for each propulsion technology, discrepancies are ev-
ident as per Figure B.1. For example, we see that the monoproellant system using hy-
drazine and LMP-103S, bipropellant and Butane resistojet cases in Figure B.1a have a
higher sensitivity to the weighting factors than the other propulsion systems. This is due
to their larger variation in the criteria defined in the Pugh Matrix given in Table B.2. Thus
when a mission has well-defined requirements, the weighting factors can be specified by
the mission designer and the comparison can be adjusted accordingly.
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Figure B.1: Results of the associated mission cost presented as boxplots for (a) technical risk (b) integration, (c)
safety, (d) logistics.





C
ORC SURVEY

C.1. WORKING FLUID DATA
Table C.1 presents all 75 organic working fluids considered for pre-screening in Chapter
3.

C.2. MICRO-GENERATORS
To determine the generator geometry and mass, empirical correlations were linearly de-
rived in terms of net power output, Wnet , based on a small sample set provided in Table
C.2 of existing micro-generators.

C.3. MICRO-PUMPS
A brief survey on commercial micro-pumps that meet the requirements proposed in Ta-
ble C.3 was also conducted. The result of the study show that for low mass flow rates the
volume of the micro-pump remained the same for different differential pressure. For
higher mass flow rates the volume increased. The mass for each pump was similar. For
simplicity the pump volume and mass are equal to the maximum values found from the
survey rounded up to 0.001 m3 and 1.5 kg respectively to be more conservative, refer to
Table C.4.

C.4. PENALTY DEFINITION
This section provides the maximum and minimum values used to normalise the penalty
terms in Equation 3.4 in Chapter 3.
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Table C.1: Working fluid thermodynamic properties

Fluid Name Chemical Formula
P* T*

(bar) (K)

Hydrocarbons

Benzene C6H6 49.1 562
Cyclohexane C6H12 40.8 554
Cyclopropane C3H6 55.8 398
Ethane C2H6 48.7 305
Ethylbenzene C8H10 36.2 617
Isobutane i-C4H10 36.3 408
Isobutene i-C4H8 40.1 418
Isohexane i-C6H14 30.4 498
Isopentane i-C5H12 33.8 460
N-butane C4H10 38.0 425
N-butylbenzene* C10H14 28.9 661
N-decane* C10H22 22.7 594
N-dodecane C12H26 18.2 658
Neopentane neo-C5H12 32.0 434
N-heptane C7H16 27.4 540
N-hexane C6H14 30.3 508
N-nonane* C9H20 25.0 569
N-octane C8H18 25.0 569
N-pentane C5H12 33.7 470
N-propylbenzene* C9H12 32.0 638
Propane C3H8 42.5 370
Propene* C3H6 45.3 364
Propyne C3H4 56.3 402
p-Xylene C8H10 35.3 616
Toluene C7H8 41.3 592

Hydroflurocarbons

1,1,1,2,2,3,3,4-Octafluorobutane* R338mccq 27.2 432
1,1,1,2,3,3,3-Heptafluoropropane R227ea 29.3 375
1,1,1,2,3,3-Hexafluoropropane R236ea 34.2 412
1,1,1,2-Tetrafluoroethane R134a 40.6 374
1,1,1,3,3,3-Hexafluoropropane R236fa 32.0 398
1,1,1,3,3-Pentafluorobutane R365mfc 32.7 460
1,1,1,3,3-Pentafluoropropane R245fa 36.5 427
1,1,1-Trifluoroethane R143a 37.6 346
1,1,2,2,3-Pentafluoropropane R245ca 39.4 448
1,1-Difluoroethane R152a 45.2 386
Difluoromethane R32 57.8 351
Fluoromethane R41 59.0 317
Octafluorocyclobutane RC318 27.8 388
Pentafluoroethane R125 36.2 339
Trifluoromethane R23 48.3 299

Hydrofluoroolefins 2,3,3,3-Tetrafluoropropene* HFO1234yf 33.8 368

Hydrochloroflurocarbons

1,1-Dichloro-1-fluoroethane R141b 42.1 478
1,1-Dichloro-2,2,2-trifluoroethane R123 36.6 457
1-Chloro-1,1-difluoroethane R142b 40.6 410
2-Chloro-1,1,1,2-tetrafluoroethane R124 36.2 395
Chlorodifluoromethane R22 49.9 369
Dichlorofluoromethane R21 51.8 451

Alcohols
Ethanol C2H5OH 62.7 515
Methanol CH4O 82.2 513
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Fluid Name Chemical Formula
P* T*

(bar) (K)

Chlorofluorocarbons

Chloropentafluoroethane R115 31.3 353
Dichlorodifluoromethane R12 41.4 385
Dichlorotetrafluoroethane R114 32.6 419
Trichlorofluoromethane R11 44.1 471
Trichlorotrifluoroethane R113 33.9 487

Fluorinated ethers

2-Difluoromethoxy-1,1,1-trifluoroethane* C3H3F5O 34.2 443
Bis-difluoromethyl-ether* HFE-134 42.3 420
Heptafluoropropyl-methyl-ether* C4H3F7O 24.8 438
Pentafluorodimethylether* C2HF5O 33.6 354
Pentafluoromethoxyethane* HFE245Mc 28.9 407

273

Ethers
Diethyl-ether* R610 36.4 466
Dimethyl-ether* RE170 53.7 400

273

Perfluorocarbons

Carbon-tetrafluoride R14 37.5 228
Decafluorobutane* R3110 23.2 386
Dodecafluoropentane* R4112 20.5 420
Hexafluoroethane R116 30.5 293
Octafluoropropane R218 26.4 345
Perfluoro-N-pentane* PF5050 20.2 422

Linear Siloxanes

hexamethyldisiloxane MM 19.4 519
octamethyltrisiloxane MDM 14.4 565
decamethyltetrasiloxane MD2M 12.3 599
dodecamethylpentasiloxane MD3M 9.5 628
tetradecamethylhexasiloxane MD4M 8.8 653

Cyclic Siloxanes

octamethylcyclotetrasiloxane D4 13.3 586
decamethylcyclopentasiloxane D5 11.6 619
dodecamethylcyclohexasiloxane D6 9.6 646

* Working fluid properties obtained from Bao and Zhao (2013), otherwise from FluidProp (Colonna and der Stelt, 2004).

Table C.2: Available micro-generators for various applications

Name Power level [W] Height Diameter/Width Depth Volume [m3] Mass [kg]
Permanent Magnet Motor Generator Wind Turbine Micro Motora 250 0.100 0.110 0.09 9.900E-04 N/A

Kinetron Rotational Systemsb 0.01 N/A N/A N/A 1.000E-06 N/A
10 N/A N/A N/A 2.000E-05 N/A

RD-775SHc 100 0.098 0.042 N/A 1.358E-04 N/A
Powerful micro motor coreless generatord 50 0.070 0.035 N/A 6.735E-05 N/A

Permanent Magnet Generator for Wind Turbine e
100 N/A N/A N/A N/A 2.5
300 N/A N/A N/A N/A 4
500 0.011 0.170 shaft 3 mm N/A 6

Power-MEMS (Peirs et al., 2005) 16 N/A N/A N/A N/A 0.03
KM6-360 (Walter, 2004) 0.5 0.006 0.006 N/A 1.696E-07 N/A
CN300f 300000 1.100 0.600 0.90 5.940E-01 544.3

aAlexnld.com, Retrieved 20-11-2018, from https://alexnld.com/product/
dc-24v-250w-permanent-magnet-motor-generator-wind-turbine-micro-motor/

bKinetron, Retrieved 20-11-2018, from https://www.kinetron.eu/smart-generators/
#customgenerator

cAlibaba.com, Retrieved 20-11-2018, from https://www.alibaba.com/product-detail/
775-micro-high-speed-rpm-high_60752265712.html

dAlibaba.com, Retrieved 27-09-2018, from https://www.alibaba.com/product-detail/
Powerful-25w-50w-micro-motor-coreless_60738017381.html

eSmall Generator, Retrieved 27-09-2018, from http://small-generator.com/buy/index.php
fConcepts NREC, Retrieved 27-09-2018, from http://www.conceptsnrec.com/blog/
converting-low-temperature-heat-to-electric-power

https://alexnld.com/product/dc-24v-250w-permanent-magnet- motor-generator-wind-turbine-micro-motor/
https://alexnld.com/product/dc-24v-250w-permanent-magnet- motor-generator-wind-turbine-micro-motor/
https://www.kinetron.eu/smart-generators/# customgenerator
https://www.kinetron.eu/smart-generators/# customgenerator
https://www.alibaba.com/product-detail/775-micro-high-speed-rpm-high_60752265712.html
https://www.alibaba.com/product-detail/775-micro-high-speed-rpm-high_60752265712.html
https://www.alibaba.com/product-detail/Powerful-25w-50w-micro-motor-coreless_60738017381.html
https://www.alibaba.com/product-detail/Powerful-25w-50w-micro-motor-coreless_60738017381.html
http://small-generator.com/buy/index.php
http://www.conceptsnrec.com/blog/converting-low-temperature-heat-to-electric-power
http://www.conceptsnrec.com/blog/converting-low-temperature-heat-to-electric-power
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Table C.3: Micro-pump requirements for survey

Pump requirements Comment
Working fluids Organic fluids such as toluene
Mass flow rate On the order of 1 g/s
Operating temperature >100 ◦C
Differential pressure >5 bar

Table C.4: Commercially available micro-pumps with EagleDrive DEMSE

Pump Differential pressure Operating temperature Volume Mass Min. flow rate Max. flow rate Max. pressure
[bar] [◦C] [m3] [kg] [g/s] [g/s] [bar]

GA Seriesg 5.2 -46 to 177 4.28E-04 0.31 to 1.1 0.12 7.32 21
GAF Seriesh 17.2 -46 to 149 4.28E-04 0.34 0.67 7.32 21

GJ Seriesi 5.5 -46 to 121 4.91E-04 0.34 to 1.2 2.28 98.37 21
GB Seriesj 8.6 -46 to 178 9.77E-04 0.32 to 1.1 1.89 92.59 21

gMicropump Series GA, Retrieved 03-04-2018, from http://www.micropump.com/support_documents/GA_
EagleDrive.pdf

hMicropump Series GAF, Retrieved 03-04-2018, from http://www.micropump.com/support_documents/
GAF_EagleDrive.pdf

iMicropump Series GJ, Retrieved 03-04-2018, from http://www.micropump.com/support_documents/GJ_
EagleDrive.pdf

jMicropump Series GB, Retrieved 03-04-2018, from http://www.micropump.com/support_documents/GB_
EagleDrive.pdf

Table C.5: Maximum and minimum values used to normalise the penalty terms in Equation 3.4 in Chapter 3.

Penalty term Units χmin χmax Ref.
Liquid velocity (in all HXs) [m/s] 0.5 5 (Caputo et al., 2011)
Two-phase velocity (in all HXs) [m/s] 1 183ρ−0.5

m (Caputo et al., 2011)
Vapour velocity (in all HXs) [m/s] 1 min

[
60 175ρ−0.43

v

]
(Caputo et al., 2011)

Reduced pressure: Evaporator [-] 0.005 0.69 (Kim and Mudawar, 2013b)
Reduced pressure: Condenser [-] 0.04 0.91 (Kim and Mudawar, 2013a)
Liquid only Reynolds number: Evaporator [-] 57 49,820 (Kim and Mudawar, 2013b)
Liquid only Reynolds number: Condenser [-] 276 89,798 (Kim and Mudawar, 2013a)
Superficial liquid Reynolds number: Evaporator [-] 0 16,020 (Kim and Mudawar, 2013d)
Superficial liquid Reynolds number: Condenser [-] 0 79,202 (Kim and Mudawar, 2013a)
Superficial vapour Reynolds number: Evaporator [-] 0 199,500 (Kim and Mudawar, 2013d)
Superficial vapour Reynolds number: Condenser [-] 0 247,740 (Kim and Mudawar, 2013a)
Mass flux: Evaporator [kg/m2s] 19 1,608 (Kim and Mudawar, 2013b)
Mass flux: Condenser [kg/m2s] 53 1,403 (Kim and Mudawar, 2013a)

http://www.micropump.com/support_documents/GA_EagleDrive.pdf
http://www.micropump.com/support_documents/GA_EagleDrive.pdf
 http://www.micropump.com/support_documents/GAF_EagleDrive.pdf
 http://www.micropump.com/support_documents/GAF_EagleDrive.pdf
http://www.micropump.com/support_documents/GJ_EagleDrive.pdf
http://www.micropump.com/support_documents/GJ_EagleDrive.pdf
http://www.micropump.com/support_documents/GB_EagleDrive.pdf
http://www.micropump.com/support_documents/GB_EagleDrive.pdf


D
EMPIRICAL HEAT TRANSFER

CORRELATIONS

Tables D.1, D.2 and D.4 provide the equations used to determine the heat transfer coef-
ficient, h and the pressure drop d p/d z in the condenser for single and two-phase flow.
Two-phase flow variables are indicated with the subscript, tp.

Table D.1: Fanning friction factors used in the condenser and evaporator model for single phase flow

Flow regime Equations Condition

Laminar
fk = 16

Rek
Rek < 2000

Nuk = 4.364

Turbulent

fk = 0.079
Re0.25

k
2000 ≤ Rek < 20,000

fk = 0.046
Rek

0.2 Rek ≥ 20,000

Nuk =
(

fk
2

)
(Rek−1000)Prk

1+
[

12.7
(

fk
2

)0.5
(
Prk

2
3 −1

)] 0.5 ≤ Prk ≤ 2000,2300 ≤ Rek ≤ 5×106

where the subscript k stands for either liquid, f , or vapour, g .
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Table D.2: Heat transfer correlations for condensing flow in mini channels

Two-phase flow regime
Annular flow (smooth-annular, wavy-annular, transition), where We∗ > 7X 0.2

t t

ht p = k f

Dhyd
0.048Re0.69

f Pr0.34
f

φg

X

Slug and bubbly flow, where We∗ < 7X 0.2
t t

ht p = k f

Dhyd

[(
0.048Re0.69

f Pr0.34
f

φg

X

)2 +
(
3.2×10−7Re−0.38

f Su1.39
g o

)2
]0.5

The modified Weber number We∗ is defined by Soliman (1986) as

We∗ = 2.45
Re0.64

g

Su0.3
g o (1+1.09X 0.039

t t )0.4 , for Re f ≤ 1250

We∗ = 0.85
Re0.79

g X 0.157
t t

Su0.3
g o (1+1.09X 0.039

t t )0.4

[(
µg

µ f

)2 (
vg

v f

)]0.084

, for Re f > 1250

Additionally the superficial liquid Reynolds number, Re f , and
the Lockhart-Martinelli parameter, X t t , are defined as

Re f = G(1−x)Dhyd

µ f
.

X t t =
(
µ f

µg

)0.5( 1−x
x

)0.5
(
ρg

ρ f

)0.5
,

where,
φ2

g = 1+C X1 +X1
2, refer to Table D.3 for the determining constant, C ,

X1 = (d p/d z) f

(d p/d z)g
,

−(
d p

/
d z

)
f =

2 f f G2(1−x)2

Dhydρ f
,

−(
d p

/
d z

)
g = 2 f f G2x2

Dhydρg
.

Table D.3: Constant correlations used to determine the Lockhart-Martinelli two-phase pressure drop multi-
plier, φ

Liquid Vapour Constant C Reynolds Number

Turbulent Turbulent C = 0.39Re0.03
f o Su0.10

g o

(
ρ f

ρg

)0.35
Re f ≥ 2000,Reg ≥ 2000

Turbulent Laminar C = 8.7×10−4Re0.17
f o Su0.50

g o

(
ρ f

ρg

)0.14
Re f ≥ 2000,Reg < 2000

Laminar Turbulent C = 0.0015Re0.59
f o Su0.19

g o

(
ρ f

ρg

)0.36
Re f < 2000,Reg ≥ 2000

Laminar Laminar C = 3.5×10−5Re0.44
f o Su0.50

g o

(
ρ f

ρg

)0.48
Re f < 2000,Reg < 2000
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Table D.4: Two-phase flow pressure drop equations

Pressure drop type
Acclerational pressure drop

−
(

d p
d z

)
A
=G2 d

d z

[
x2

αρg
+ (1−x)2

(1−α)ρ f

]
α=

[
1+ ( 1−x

x

)(ρg
ρ f

)2/3
]−1

Zivi (1964)

Frictional pressure drop(
d p
d z

)
F
=

(
d p
d z

)
f
φ2

f =
(

d p
d z

)
g
φ2

g





E
INFLOW RADIAL TURBINE THEORY

The methodology discussed in Chapter 3 requires the working fluid and turbine con-
figuration (axial, radial inflow or radial outflow) as an input. Generally, for low power
capacity volumetric expanders are preferred; however, volumetric expanders are limited
by low expansion ratios. This limitation makes them incompatible with working fluids
that have a high molecular complexity (Quoilin, 2011).

The 90° radial inflow turbine (RIT) has been found to be the most promising for low
power applications (Bahamonde et al., 2017) as it can accommodate larger volumetric
flow ratios with smaller losses caused from rotor tip leakage when compared to axial
and radial outflow turbines. This advantage allows for compact and high power density
designs which are crucial for its feasibility on-board small satellites. The reader should
refer to Hall and Dixon (2013) for more information regarding the thermodynamic anal-
ysis and design of radial inflow turbines. However, for completeness a short overview is
provided.

In general, a 90° RIT is made up of a scroll, stator/nozzle, rotor, and diffuser as shown
in Figure E.1. The adiabatic expansion for this layout neglecting the diffuser is shown
in Figure E.2. This figure highlights the irreversibilities (increase in entropy) that occur
during the expansion prociess of a turbine due to frictional processes.

Nominal design point is defined when the absolute velocity at the exit of the rotor is
axial (v3 = vx3) and the relative velocity at the rotor inlet is zero (i.e w2 = vr 2).

The stagnation enthalpy is assumed constant over the scroll and nozzle blades h01 =
h02. Thus, the change in static enthalpy h is defined as

h1 −h2 = 0.5
(
v2

2 − v2
1

)
(E.1)

which translates to the reduction in static pressure from P1 to P2. The ideal enthalpy
drop h1 −h2s assumes a constant entropy but occurs for the same change in pressure
P1 to P2. Hall and Dixon (2013) shows that for rotating components the rothalpy1 is
constant (I2 = I3) assuming an adiabatic irreversible flow process.

1Rothalpy is defined as I2 = h02,r el −0.5u2
2
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Figure E.1: Schematic and velocity diagram for a 90° radial inflow turbine at the nominal design point (Hall
and Dixon, 2013). Absolute, relative, and circumferential velocity defined as v , w , and u respectively and Ω is
the rotational speed of the rotor.
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Figure E.2: Enthalpy-entropy diagram (or h-s diagram) of a radial inflow turbine at the nominal design point.
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h02,r el −0.5u2
2 = h03,r el −0.5u2

3 (E.2)

Therefore, as h = h0,r el −0.5w2 the enthalpy drop over the rotor inlet and outlet is

h2 −h3 = 0.5
[(

u2
2 −u2

3

)− (
w2

2 −w2
3

)]
(E.3)

The change of specific work, ∆W , across the turbine is defined as

∆W = h01 −h03 = u2vθ2 −u3vθ3 (E.4)

This equation can also be written as followed noting that the stagnation enthalpy
across the nozzle is constant (h01 = h02) and by substituting in Equation E.3

∆W = h02 −h03 = h2 −h3 +0.5
(
v2

2 − v2
3

)= 0.5
[(

u2
2 −u2

3

)− (
w2

2 −w2
3

)+ (
v2

2 − v2
3

)]
. (E.5)

The rotor blade tip speed is defined as u2 =Ωr2. This means that the friction losses
that occur in scroll, nozzle and the space between the nozzle outlet and rotor inlet are
lumped together.





F
COMBINED RADIATION AND

CONVECTION HEAT TRANSFER

COEFFICIENT

This appendix presents the heat transfer models and additional results for the interested
reader of the combined radiation and convection heat transfer in high-temperature re-
ceiver designs.

F.1. RADIATION MODEL
Empirical correlations used to model the radiation for the various flow regimes are pro-
vided below.

F.1.1. SATURATED TWO-PHASE BOILING
For saturated boiling the convective heat transfer is defined by Kim and Mudawar (2013c)
and the radiative heat transfer coefficient is defined as

hr ad = σ(T 4
w−T 4

s )(
1
εw

+ 1
εl (1−α)−1

)
∆Ts

(F.1)

F.1.2. IAFB REGIME
Chapter 3 highlights the use of the Bromely correlation (Hewitt et al., 2013) for the IAFB
which states that the combined convective (film boiling), hF B , and radiative heat trans-
fer, hr ad ,is

h = hF B + 3
4 hr ad . (F.2)

hF B = 0.62

[
k3

v gρv (ρl−ρv )h
′
f g

Dµv∆Ts

]0.25

(F.3)
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hr ad = σ(T 4
w−T 4

s )(
1
εw

+ 1
εl

−1
)
∆Ts

(F.4)

h
′
f g = h f g

(
1+ 0.4cp∆Ts

h f g

)2
(F.5)

where, k, µ, ρ, ε, and cp are the fluid’s thermal conductivity, viscosity, density, emis-
sivity, and specific heat at constant pressure. σ is the Stefan–Boltzmann constant, D is
the channel diameter and∆Ts id the difference between the wall and saturation temper-
ature. Subscripts v and l correspond to the vapour and liquid fluid properties respec-
tively and f g refers to the difference between the saturated liquid and saturated vapour.

F.1.3. DFFB REGIME
The DFFB radiative heat transfer model used is based on the network model, presented
in Figure F.1 proposed by Sun et al. (1976). This model was originally developed to model
the water-steam mixture under emergency cooling conditions in Boiling Water Reactors.
The main assumption of the model is to assume the vapour and the liquid to be opti-
cally thin, which results in the vapour and liquid to be represented by single nodes. This
assumption is only valid for very high void fractions (α > 0.99) and low pressures (ap-
prox. 1 bar) (Andreani and Yadigaroglu, 1989). Although, the expected operating cham-
ber pressure is higher (5 bar), it is on the same order of magnitude. However, caution
must be noted and experimental results should be conducted to confirm the applicabil-
ity of the proposed method.

The model assumes the control volume is filled with a gas that radiates to a disper-
sion of liquid droplets. Additionally, the geometric view factors are equal to unity and a
gray wall is assumed, which is accounted for in the network by an extra resistance at the
top of Figure F.1. From these assumptions the gray body factors, F , are

Fwd = 1

Rw +Rd + Rw Rd
Rv

Fw v = 1

Rw +Rv + Rw Rv
Rd

Fvd = 1

Rv +Rd + Rv Rd
Rw

(F.6)

where,

Rv = 1−εv

εv (1−εvεd )

Rd = 1−εd

εd (1−εvεd )

Rw = 1

1−εvεd
+ 1−εw

εw

(F.7)

The emissivity, ε, of the droplet and vapour are defined as (Allison et al., 1989)

εv = 1.8×10−4P

(
555.56

Tv

)2 (
1−0.054

(
555.56

Tv

)2)
εd = 1.11(1−α)/dd

(F.8)
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The emissivity of the wall is assumed constant and taken as 0.8. The droplet diameter
is difficult to determine analytically in the DFFB region (Andreani and Yadigaroglu, 1992)
and therefore a sensitivity analysis on expected droplet size is performed in the next
section.

The radiative heat flux for the wall-droplet and wall-vapour are

qwd =σFwd
(
T 4

w −T 4
d

)
qw v =σFw v

(
T 4

w −T 4
v

) (F.9)

Finally, the total two-phase heat transfer coefficient for the DFFB is ht p = hconv +
hr ad , where the radiative heat transfer coefficient is

hr ad =
(
qwd +qwl

)
(Tw −Tsat )

(F.10)

Wall

VapourLiquid
droplets

Figure F.1: Radiative heat transfer network model.

F.2. EFFECT OF DROPLET SIZE ON PROPELLANT HEAT TRANS-
FER

To determine the droplet size is a complex issue. Therefore, a sensitivity analysis is con-
ducted in which the droplet size is varied, based on an expected range, between 0.01 mm
and 1 mm (Bernardin and Mudawar, 1997; Meholic, 2011) to determine the influence on
the design such that the effect of radiation on the propellent can be determined.

Figure F.2a shows that by decreasing the droplet diameter the exit propellant tem-
perature decreases due to the reduction in radiation heat transfer. The lower propellant
then results in a smaller pressure drop. However, the results show a small change in
the output temperature and pressure. For this research a droplet size of 0.1 mm was
selected. This study does however illustrate that the droplet size effects the longitudi-
nal temperature and pressure along the channel. Experimental testing to evaluate the
heat transfer coefficient of the propellant with hot wall temperatures to better predict
the system under these conditions would benefit the complete characterisation of the
propulsion system.
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Figure F.2: (a) Propellant temperature versus channel length (a) Pressure drop versus channel length for various
mean droplet size.



G
EARTH ESCAPE TRAJECTORY

ANALYSIS

G.1. TRAJECTORY DEFINITIONS AND ASSUMPTIONS
A trajectory analysis is conducted to determine the duration of flight to complete the
Earth escape phase1 along with the number of burns required and overall ∆V needed
for various thruster burn times and spacecraft thrust-to-mass ratios. This analysis is
computed by integrating the equations of motion, Equations G.2 to G.4, assuming a
2-body problem and neglecting perturbations. The initial perigee for GTO is approxi-
mately 250 km2, therefore the assumption of neglecting drag needs to be justified. It was
found that the change in velocity due to the drag (Equation G.1) accounts 0.8% of the∆V
required for the Earth escape manoeuvre. Therefore, this assumption is acceptable as it
falls within the 10% margin.

∆V =
∫ t f

t0

aD d t ≈ aD∆t = 1

2

CD A

ms/c
ρV 2∆t (G.1)

where ρ is the density of the atmosphere, v is the velocity of the spacecraft, and CD A
m is

referred to as the ballistic coefficient. The ballistic coefficient is made of a drag coeffi-
cient CD , cross-sectional area A and mass of the spacecraft ms/c . The time spent in the
perigee passage is defined as ∆t (Figure G.1).

In this analysis the inputs are the mass of the spacecraft, the vacuum specific im-
pulse, and the initial orbit. During the powered flight of the trajectory the thrust is ap-
plied about the perigee with the middle of the burn occurring at perigee. For the coast
phase the thrust is set to zero. The equations of motion are

r̈ + µ

r 3 r = T

m
(G.2)

1The transfer time to perform the escape phase is taken from the start of the first burn to the time to complete
the last burn, to perform all the trajectory profiles indicated in Figure G.4.

2GTO based on using the Ariane 5 launch vehicle refer to Table 4.1.
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45°∆𝑡

Figure G.1: Perigee passage approximation to determine the influence of drag on the ∆V budget. Note: the
figure is not to scale (ellipse represents the orbit trajectory and the circle represents Earth).

ṁ =− |T|
Isp g0

(G.3)

T = uTmax
v

||v|| (G.4)

where r is the distance of the satellite from the Earth, µ is the gravitational coefficient
of the Earth, m is the mass of the satellite, ṁ is the mass flow rate of the propellant,
and Isp is the specific impulse. T, Tmax , u, and v are the thrust vector, maximum thrust
magnitude, throttling factor and velocity vector.

The starting point to determine thrust and burn time combinations come from lit-
erature. Thrust-to-mass ratio targets defined in Kennedy et al. (2004) for STP systems
that are used for lunar capture or near-Earth escape manoeuvres are between 0.05 and
0.22 N/kg. The upper value is reduced to allow the use of low-mass commercially avail-
able reaction wheels such as Newspace systems NRWA-T103, that have a maximum torque
capability of 210 mNm. The maximum thrust is limited to reduce the magnitude of
torque disturbances T̄ due to thruster misalignment,

T̄ = s̄ × F̄ (G.5)

where s̄ is the distance from the center of mass (cm) to the thrust position and F̄ is the
thrust. All variables are vectors and × represents the cross product of the vectors. The
thrust is assumed to be axial with a maximum misalignment of 5 mm4 perpendicular
to the center of mass. Based on this overall misalignment and the maximum torque
(210 mNm) a suitable commercial reaction wheel can provide the maximum thrust level
of the thruster is limited to 42 N. Therefore the thrust-to-mass ratio of the propulsion
system is reduced to 0.084 N/kg. This limit comes from the assumption of a maximum
gross spacecraft mass of 500 kg. Values up to 0.3 N/kg are shown in the next section’s

3NRWA-T10, https://satsearch.co/products/new-space-systems-nrwa-t10 [Accessed 24 Novem-
ber 2020].

4A worst-case total misalignment of 5 mm is assumed based on the maximum allowable thrust vector mis-
alignment (±1.5 mm), thruster position inaccuracy (±1 mm), and inaccuracy in determining the position of
the center of mass (±2.5 mm) (Sandau et al., 2014).

https://satsearch.co/products/new-space-systems-nrwa-t10
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Figure G.2: Vacuum specific impulse versus maximum propellant temperature for various propellants. Propel-
lant properties are evaluated with Gasmix fluid model and assume that no dissociation occurs.

figures to provide the reader with an overview of the effect of higher thrust-to-mass ratios
on the transfer time.

Kennedy et al. (2004) also defines a burn time of 540 s for GTO to lunar or Earth
escape manoeuvres to limit the ∆V penalty to less than 10%. This burn time value is
therefore set as the lower limit per manoeuvre for this analysis. The upper value is also
defined in the work of Kennedy et al. (2004) as 20 minutes.

G.2. TRAJECTORY RESULTS
An ideal vacuum specific impulse of 300 s with water as the propellant and a maximum
propellant temperature of 1600 K, refer to Figure G.2, was used in this analysis. Sec-
tion 4.2.1 provides the propellant selection process where water is selected due to its
safety attributes, moderate performance, and high propellant storage density. Figure G.3
shows that the shortest burn time to meet the Earth escape time requirement (STP-04)
for the lowest thrust to mass ratio is 620 s. For this thrust and burn time combination the
resulting total time for the Earth escape manoeuvre is 73.5 days with a ∆V of 775.9 m/s
and 22 burns. Therefore the spacecraft passes the Van Allen Belts 25 times. The ∆V ob-
tained is about 4 m/s more than the ideal ∆V for the Earth Escape manoeuvre which
corresponds to an increase of less than 1% in ∆V due to the effect of gravity and falls
within the assumed 10% margin. Figure G.4 shows an example of the trajectory flight
profile of the spacecraft around the Earth.
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(a) (b)

(c)

Figure G.3: (a) Total transfer time from GTO to Earth escape for various thrust-to-mass ratios and burn time
combinations (b) Zoomed in portion of Figure G.3a. (c) Corresponding number of burns.

(a) (b)

Figure G.4: (a) Example of spacecraft trajectory starting from general Ariane 5 GTO. The blue circle represents
Earth. (b) Zoomed in schematic showing perigee.
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accompanying the dissertation

BI-MODAL SOLAR THERMAL PROPULSION AND POWER SYSTEM
MODELLING AND OPTIMISATION FOR THE NEXT-GENERATION OF SMALL SATELLITES

by

Fiona Kay LEVERONE

1. The use of solar thermal propulsion systems is the most cost-effective solution for
small satellites that need to perform large orbital transfers within a short time-
frame. (This thesis)

2. Toluene is the best working fluid for micro-organic Rankine cycle (ORC) systems
on-board small satellites. (This thesis)

3. The performance of micro-organic Rankine cycles cannot compete against con-
ventional photovoltaic-battery systems for space-based power generation. (This
thesis)

4. The successful operation of a micro-ORC system coupled to a high-temperature
receiver is directly correlated with the controllability of the optical system. (This
thesis)

5. The use of high-temperature phase change materials will be an integral part of the
next-generation energy storage systems in the coming decades.

6. The scientific community would suffer if all conferences shifted to online plat-
forms.

7. Standardization of teaching and research evaluation metrics, across all disciplines,
is damaging for career and technological advancements in engineering fields.

8. Equality will only be achievable with the extinction of stereotypes.

9. For environmental sustainability to thrive, the method to reduce our carbon foot-
print must follow the path of least resistance.

10. Pandemics are enemies to society but allies to nature.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotor Prof.dr. E.K.A Gill.
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BI-MODAL SOLAR THERMAL PROPULSION AND POWER SYSTEM
MODELLING AND OPTIMISATION FOR THE NEXT-GENERATION OF SMALL SATELLITES

door

Fiona Kay LEVERONE

1. Het gebruik van zonthermisch voorstuwingssystemen is de meest kostenbespa-
rende oplossing voor kleine satellieten die grote baanveranderingen moeten uit-
voeren binnen een korte tijdsbestek. (Dit proefschrift)

2. Tolueen is de beste werkvloeistof voor micro-organische rankinecyclus systemen
aan boord van kleine satellieten. (Dit proefschrift)

3. De prestatie van micro-organische rankinecycli voor het genereren van elektrisch
vermogen in de ruimte kan de prestatie van fotovoltaïsche accusystemen niet eve-
naren. (Dit proefschrift)

4. De succesvolle werking van een micro-organisch rankinecyclus systeem die ge-
koppeld is aan een hoog temperatuur ontvanger is direct gecorreleerd aan de re-
gelbaarheid van het optisch systeem. (Dit proefschrift)

5. Het gebruik van hoog temperatuur faseovergangsmaterialen zal een integraal on-
derdeel vormen van de next-generation energieopslagsystemen in de komende
decenia.

6. Het wetenschapplijke gemeenschap zou lijden als alle congressen over zouden
stappen naar online platforms.

7. Standaardiseren van onderwijs- en onderzoeks-evaluatie maatstaven over alle dis-
ciplines is schadelijk voor loopbaanontwikkeling en technologische vooruitgang
in de engineering werkvelden.

8. Gelijkheid is uitsluitend haalbaar als stereotypen afsterven.

9. Om duurzaamheid ten aanzien van het milieu te laten bloeien moet de manier
waarop we onze carbon footprint reduceren het pad van minste weerstand volgen.

10. Pendemiën zijn vijanden van de samenleving maar bondgenoten van de natuur.

Deze stellingen worden opponeerbaar en verdedigbaar geacht en zijn als zodanig
goedgekeurd door de promotor Prof.dr. E.K.A Gill.
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