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Abstract

FE2 multiscale simulations of history-dependent materials are accelerated by means of a recurrent
neural network (RNN) surrogate for the history-dependent micro level response. We propose a simple
strategy to efficiently collect stress-strain data from the micro model, and we modify the RNN model such
that it resembles a nonlinear finite element analysis procedure during training. We then implement the
trained RNN model in the FE2 scheme and employ automatic differentiation to compute the consistent
tangent. The exceptional performance of the proposed model is demonstrated through a number of
academic examples using strain-softening Perzyna viscoplasticity as the nonlinear material model at the
micro level.

KEY WORDS: Machine learning, Recurrent neural network, Deep learning, Multiscale modeling,
Viscoplasticity

1 Introduction
Direct numerical simulations of heterogeneous media are often computationally intractable. To enable the
simulation of these media, one can employ a computational multiscale homogenization scheme such as the
multilevel finite element method (FE2) [10]. In spite of constant advances in theoretical development and
computing power, concurrent multiscale schemes are in most cases computationally too expensive to be
employed in many-query applications. The main computational bottleneck in concurrent multiscale schemes
is the evaluation of the micro model at each integration point in the macro model. To tackle this bottleneck,
we propose an efficient surrogate model for the micro model.

Since we are primarily interested in history-dependent material models for quasi-brittle failure analysis,
such as Perzyna’s strain-softening viscoplasticity, we choose a recurrent neural network (RNN) [19, 24, 36] as
its surrogate at the micro level. An RNN model is simply a function that maps the given input sequence to the
desired output sequence. To do so, it utilizes a set of history parameters. Therefore, it is inherently capable
of handling history dependency. Although demonstrated on a series of academic examples in Section 8, this
surrogate is capable of dramatically accelerating any FE2 scheme.

To the best of our knowledge, very few surrogate models have been proposed for history-dependent
constitutive laws. Among those, we refer to the work by Hambli et al. [15] who develop a feed-forward
neural network as a surrogate to the damage model introduced by Chaboche [6]. Similarly, Lu et al. [26]
introduce a feed-forward neural network as a surrogate for a nonlinear effective electric constitutive law [25].
A feed-forward neural network however is not capable of capturing history dependency in data.
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Other than employing a surrogate model, there have been several attempts [4, 11, 32, 38] to alleviate
the aforementioned bottleneck by using dimensionality reduction modeling techniques. These contributions
employ a combination of proper orthogonal decomposition (to reduce the size of the stiffness matrix) and a
hyper-reduction technique (to speed up evaluation of the stiffness matrix and the internal force vector). If
a model’s capacity is defined as its degree of capability to learn patterns in data, the higher the capacity,
the more complex patterns the model can learn. In general, the capacity of these reduced order modeling
techniques is limited because they learn a linear subspace representation from high-dimensional training
data.

There have been several proposals to construct data-driven frameworks for material analysis. For instance,
Wang et al. [37] proposed a data-driven framework to link information between multiple scales in a recursive
homogenization scheme. Bessa et al. [3] developed a self-consistent clustering analysis method to avoid the
curse of dimensionality. These frameworks however cannot be implemented into an existing computer code
without major intrusion.

In contrast to the previously mentioned contributions, we are interested in developing a surrogate model
that has high capacity, is capable of capturing history dependency in data, and can be implemented into
an existing FE2 multiscale computer program with minimal intrusion. These objectives have been achieved
thanks to the novel developments listed next. Since naively sampling the standalone micro model is com-
putationally intractable, we propose an effective and efficient sampling strategy in Section 3.1. We then
modify an RNN [21] model in Section 3.2 in such a way that it resembles a classical nonlinear finite element
(FE) analysis procedure during training. In this manner the RNN model learns how to distinguish between
converged and not converged data in a Newton-Raphson solution scheme. To use the RNN model in a
multiscale scheme, one needs to compute the consistent tangent. This is achieved by employing automatic
differentiation [2] as quickly described in Section 6.1—the consistent tangent is exact up to the machine
precision and, using a deep learning library such as Tensorflow [1], its implementation takes exactly one line
of code. And finally, we propose using the RNN in place of the history- and rate-dependent micro model
to speed up the FE2 scheme in Section 8. Importantly, we discuss how to boost the accuracy of the model
through retraining.

2 Problem statement
2.1 Multiscale Finite Element Analysis
To begin with, let us consider an FE2 scheme. An FE2 scheme consists of two models: (1) macro model
in which the medium is modeled as a homogeneous material, and (2) micro model in which the medium’s
heterogeneity is incorporated.

2.1.1 Macro model

The deformation of the macro model is governed by the equilibrium equation

∇ ·σM = 0 in ΩM, (1)

where ∇ is the differential operator, σM is the macro stress tensor, and ΩM is the volume of the macro
model. For the sake of simplicity and without loss of generality we set the body force vector to zero. The
volume ΩM is bounded by the surface ΓM = Γu

M ∪Γt
M on which Dirichlet (on Γu

M) and Neumann (on Γt
M)

boundary conditions are applied.
The relation between the macro stress σM and the macro strain εM tensors,

(σM , ĥM ) = M (εM , ε̇M , hM ), (2)

is determined through the micro model M discussed in the next section. In the equation above, hM is a set
of history parameters for the macro model and ĥM is their updated values.

Standard nonlinear finite element analysis procedures yield the weak form statement of Equation 1.
The weak form is then discretized in time using a standard time stepping scheme. At each time step, the
discretized weak form is solved using the Newton-Raphson method

KM daM = fext
M − f int

M , aM← aM + daM. (3)
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In the equation above, KM =
∫

ΩM
BT

M DM BM dv is the macro stiffness matrix, aM is the total displacement
vector of the macro model with daM its incremental value, f int

M =
∫

ΩM
BT

M σM dv is the macro internal force
vector, fext

M =
∫

Γt
M
NT

M tM ds is the macro external force vector, NM is the macro model’s shape function
matrix, BM is its spatial derivative, and DM is the macro model’s consistent tangent.

2.1.2 Micro model

The deformation of the micro model is also governed by the equilibrium equation

∇ ·σm = 0 in Ωm, (4)

where σm is the micro stress tensor, and Ωm is the volume of the micro model. The volume Ωm is bounded
by the surface Γm on which a specific set of Dirichlet boundary conditions are applied. We specify these
boundary conditions in the next section.

As an archetype of a class of history-dependent material models, we choose a Perzyna viscoplasticity
similar to the one employed in Reference [13]. The stress is related to the strain through the constitutive
relation expressed in rate form

σ̇m = De ( ε̇m − ε̇vp
m ), (5)

where #̇ is time derivative of #, De is the elastic modulus tensor, εm is the total micro strain tensor, and
εvp

m is the micro viscoplastic strain tensor.
The micro viscoplastic strain grows at the rate of

ε̇vp
m = λ̇

∂θ

∂σm
(6)

where λ̇ =η < φ >β is the rate of plastic multiplier, <> is the Macaulay bracket, η is the viscosity parameter,
β is a model parameter, φ = θ

σY
is the overstress function, θ = σvm−σY is the yield function, σvm is the

von Mises stress, and σY is the current yield stress.
To introduce a strain softening response we decrease the yield stress as the accumulated plastic strain κ

increases through
σY = σY0((1+a)e−bκ − ae−2bκ ) (7)

where a and b are model parameters, σY0 is the initial yield stress, and the accumulated plastic strain κ = λ .
Standard nonlinear finite element analysis procedures yield the weak form of Equation 4. At each time

step and Newton-Raphson iteration for the macro model, and in each integration point of the macro model,
the weak form of Equation 4 is solved using the Newton-Raphson method

Km dam = −f int
m , am← am + dam. (8)

In the equation above Km =
∫

Ωm BT
mDmBm dv is the micro stiffness matrix, am is the micro total displace-

ment vector and dam is its incremental value, f int
m =

∫
Ωm BT

mσm dv is the micro internal force vector, Nm
is the micro shape function matrix, Bm is its spatial derivative, and Dm is the micro model’s consistent
tangent.

2.2 Micro to macro
At each integration point in the macro model, a strain tensor is passed to the micro model. Considering first-
order homogenization, the principle of separation of scales, and the zero boundary fluctuations model [31],
the macroscopic strain is imposed on the boundary Γm of the micro model via

am = εM ∆x, (9)

where ∆x is the relative position vector on the micro model. The micro model is then solved as a boundary
value problem.
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To compute the macro stress tensor σM, the Hill-Mandel principle is used. As a consequence of this
principle, the macro stress tensor becomes the volumetric average of the work done on the surface boundary
of the micro model:

σM =
1

Ωm

n

∑
i=1

f i
m ⊗ ui

m, (10)

where the sum is over the n boundary nodes of the micro model. The vectors f i
m and ui

m are, respectively,
the nodal internal force and displacement vectors of the micro model’s boundary node i.

The macro-scale consistent tangent DM = ∂σM
∂εM

is computed using the probing method. Details of the
algorithm can be found in Reference [28, Box 2].

2.3 Computational bottleneck
The computational bottleneck in a multiscale scheme is due to the evaluation of the micro model for each
integration point of the macro model: specifically, the solution of the system of equations (8), and the
evaluation of the stiffness matrix Km and the internal force vector f int

m .
In principle, there are two possible approaches to overcome this bottleneck: (1) a reduction of the

computational cost related to the solution of (8) and the evaluation of Km and f int
m , and (2) a complete

replacement of the micro model with a computationally efficient surrogate. In this paper we consider the
latter approach.

The rest of the paper is dedicated to the development of a surrogate model that serves as a computa-
tionally efficient surrogate for the micro model.

3 Surrogate for the history-dependent micro model
Before going any further, let us define the notation used in this work. First of all, for the sake of readability,
we refer to the macro strain and stress tensors as simply strain and stress tensors. We also drop the subscript
M from the symbols of such quantities. We then indicate the i-th sequence by superscript (i), the s-th step
in a sequence by superscript [s]. For example, we refer to the strain tensor at step s as ε[s], a strain tensor
sequence as E = (ε[1], ...,ε[s]...,ε[S]), the i-th strain tensor sequence sample as E(i), and the i-th strain tensor
sequence sample and its corresponding stress tensor sequence as {E,Σ}(i).

In a nonlinear FEM scheme, the micro model from Section 2.1.2 maps a sequence of strain tensors
E = (ε[1], ...,ε[S]) to a sequence of stress tensors Σ= (σ[1], ...,σ[S]):

M : E→Σ. (11)

Index s is the accumulated Newton-Raphson iteration number—s = 1 corresponds to the first time step and
the first Newton-Raphson iteration, while s = S corresponds to the last Newton-Raphson iteration of the last
time step.

The aforementioned mapping is the computational bottleneck. To tackle this bottleneck, we introduce a
surrogate

D : E→ Σ̂ (12)
for the micro model M where Σ̂ is the output of the surrogate model and essentially an approximation of
Σ.

The surrogate model D contains a number of parameters W . These parameters need to be tuned such
that the predictions of the surrogate become accurate. Concretely, the parameters W are tuned such that
the discrepancy

e = ‖Σ̂−Σ‖2 (13)
between the predictions of the surrogate Σ̂ and the micro model outputs Σ is small. This process, discussed
in Section 4, is referred to as training.

To train the surrogate, (13) clearly tells us that we not only require a strain tensor sequence E to compute
the surrogate’s prediction Σ̂, but we also require the corresponding stress tensor sequence Σ from the micro
model. The collection of these data is referred to as sampling. We further discuss our sampling strategy in
the next section.
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3.1 Sampling
To train the surrogate, one needs to collect a set of strain tensor sequences and their corresponding stress
tensor sequences from the micro model.

Naively, as depicted in Figure 1, one could apply several different strain sequences E(n) to the standalone
micro model, compute the corresponding stress sequences Σ(n), and then collect the data {E,Σ}(n), where
n = 1, ...,N and N is the total number of samples. In practice however this exercise is not technically viable.
The space of all possible strain sequences is extremely large and sampling is therefore computationally
intractable.

ε(n)[s] σ(n)[s]

Figure 1: Collecting strain sequence E(n) and its corresponding strain sequence Σ(n) from the standalone
micro model. This is a computationally intractable task. The space of all possible strain sequences is
extremely large and sampling is computationally intractable.

Due to the problem stated above, we employ a different strategy to collect the strain-stress data. We
essentially consider only a subspace of all possible strain sequences. Specifically, in contrast with the naive
approach, we assume that the data is generated from a set of macro models (the strategy is detailed in the next
paragraph). In this manner, we only sample a small part of the space of all possible strain sequences. Hence,
the sampling procedure becomes computationally tractable. The downside, however, is that the surrogate
model that is trained on these data can only perform accurately in the macro models that generated the
data.

Let us concretely define our sampling strategy: we consider a set of macro models with a set of configu-
rations (boundary conditions, geometrical features, ...); we run the FEM simulation, and at each integration
point in the macro model we impose the macro strain ε[s] on the micro model and compute the macro stress
σ[s]; at the end of the simulation we stack the macro strain tensors to form E(n) and the macro stress tensors
to form Σ(n) and collect {E,Σ}(n). This procedure is repeated for several sets of macro model’s configu-
rations. Note that n unequivocally identifies a certain macro model, a certain configuration, and a certain
integration point of the macro model.

The sampling strategy is depicted in Figure 2 and the data structure is depicted in Table 1.

ε(n)[s] σ(n)[s]

Figure 2: Collecting strain sequence E(n) and its corresponding strain sequence Σ(n). In contrast to the
strategy depicted in Figure 1, here we collect these samples at integration points of an assumed macro
model. This is a computationally tractable task. However, the surrogate that is trained on this data set
only performs accurately when used in the assumed macro model.

The data that we collect from the macro model, at each step s, could correspond to a converged or a not
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In nonlinear FE analysis

time step: 1
Newton-Raphson iteration: 1 s=1
Newton-Raphson iteration: 2 s=2
Newton-Raphson iteration: 3 s=3

time step: 2
Newton-Raphson iteration: 1 s=4

time step: 3
Newton-Raphson iteration: 1 s=5
Newton-Raphson iteration: 2 s=6

Sample data from an integration point

E(n) = (ε(n)[1],ε(n)[2],ε(n)[3],ε(n)[4],ε(n)[5],ε(n)[6])

Σ(n) = (σ(n)[1],σ(n)[2],σ(n)[3],σ(n)[4],σ(n)[5],σ(n)[6])

b(n) = (b(n)[1],b(n)[2],b(n)[3],b(n)[4],b(n)[5],b(n)[6])

Table 1: Data collection method: data is collected at each Newton-Raphson iteration.

converged Newton-Raphson iteration. We keep track of converged Newton-Raphson iteration through the
scalar b[s] and refer to it as the convergence indicator. We set b[s] to one if the data at index s is converged or
otherwise set it to zero. We then collect these scalars in the convergence indicator sequence b= (b[1], ...,b[S]).
Later, in Section 3.2, b is used to treat converged and not converged data differently.

It is important that the data are collected from all Newton-Raphson iterations, converged and not
converged. To illustrate this matter, consider a scenario in which we train the surrogate only on the converged
data. As a result, the surrogate would perform poorly at the intermediate Newton-Raphson iterations. As
an illustrative example, consider the Newton-Raphson iterations in Table 2. Let us consider the scenario

iterations previous solution current solution

1 at−1 a1
2 a1 a2
3 a2 a3

Table 2: Newton-Raphson iterations of time step t.

in which the surrogate model is only trained on the data from the converged Newton-Raphson iterations.
At time step t, the Newton-Raphson scheme uses the converged solution at time step t−1 to compute the
solution of the first iteration a1, but it does so inaccurately. Then it uses the solution of the first Newton-
Raphson iteration a1 to compute that of the second a2. The solution of the first Newton-Raphson iteration
was already erroneous, therefore the solution of the second iteration can only be worse. In this fashion, the
error accumulates in the following Newton-Raphson iterations. Training the surrogate on both converged and
not converged steps circumvents this issue. When dealing with a nonlinear problem, it is common practice
to train the model on both converged and not converged data as done for instance in Refereces [5, 8]. In
practice, we observe that the models that were trained on converged and not converged data are often
numerically more stable than those that are only trained on converged data.

To summarize, using the sampling strategy depicted in Figure 2, we collect samples {E,Σ,b}(n), where
n = 1, ...,N and N is the total number of sequences.

3.2 Recurrent neural network
We employ a recurrent neural network (RNN), which is a class of deep learning models, to map the
strain sequence E = (ε[1], ...,ε[S]) and convegence indicator sequence b = (b[1], ...,b[S]) to stress sequence
Σ = (σ[1], ...,σ[S]). Different types of RNN models are discussed in Reference [21]. Here, we propose the
RNN model in Figure 3, which essentially is a computational graph. It consists of several nodes (mLSTM,
dropout, and dense cells) that represent operations and a number of edges that represent operands (ε[s], h[s],
z[s], ẑ[s], σ[s]).
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Let us break down the RNN graph in Figure 3 by walking through it. The graph takes vectorized versions
of strain ε and stress σ tensors. Then, at each step s, the modified Long-Short Term Memory (mLSTM)
cell, further elaborated in Section 3.2.1, maps the strain vector ε[s], the convergence indicator b[s], and the
history vector h[s−1] to the vector z[s] and the updated set of history vectors h[s]. Note that z[s] depends
not only on ε[s] but also on (ε[1], ...,ε[s−1]) through the set of history vectors h[s−1]. This attribute resembles
a history-dependent constitutive model. The output of the mLSTM cell z[s] is then passed through the
dropout cell [35]. The dropout cell sets some of z[s] entries to zero and outputs z̃[s]. How dropout works and
its merits are further discussed in Section 3.2.2. Finally, the dense cell, which is described in Section 3.2.3,
maps z̃[s] to the output stress vector σ̂[s].

In the following sections we elaborate on the mLSTM cell, discuss dropout and its merits, and define the
mapping from z[s] to σ̂[s] in the dense cell.

mLSTM

ε[1] b[1]

h[0] h[1]

dropout

z[1]

dense

z̃[1]

σ̂[1]

... mLSTM

ε[s] b[s]

h[s−1] h[s]

dropout

z[s]

dense

z̃[s]

σ̂[s]

... mLSTM

ε[S] b[S]

h[S−1]

dropout

z[S]

dense

z̃[S]

σ̂[S]

Figure 3: Recurrent neural network computational graph. It consists of several nodes (mLSTM, dropout,
and dense cells) that represent operations and a number of edges that represent operands (the strain vector
ε[s], a set of history vectors h[s], the output of the mLSTM cell z[s], the output of the dropout cell ẑ[s], and
the output stress vector σ[s])

3.2.1 Modified long-short term memory which resemble a nonlinear finite element analysis

Recurrent neural networks are known to suffer from vanishing gradients. The vanishing gradient problem
manifests itself while training RNN models with gradient-based optimizers (refer to Hochreiter et al. [16, 18]
for a detailed description). The consequence of vanishing gradients is that the training takes too much time.
To overcome this problem, Hochreiter and Schmidhuber [17] suggest employing a specific cell called Long-
Short Term Memory (LSTM). A clear explanation of the LSTM cell is given by Olah [29]; here, for the sake
of completeness, we explain its algorithm. Note that, except for our modification, we follow the standard
formulation of the LSTM cell. Furthermore, it should be noted that one should avoid endowing operands or
operations in the LSTM cell with any physical semantics as they are replaceable with other operands and
operations, as done for instance by Cho et al. [7].

A typical LSTM cell accepts an input vector ε[s] and a set of history vectors h[s−1] = {d[s−1],c[s−1]}. The
history vectors are commonly referred to as hidden state d[s−1] ∈Rk and cell state c[s−1] ∈Rk, where k is the
size of the LSTM cell. After processing the input and history vectors, the LSTM cell produces the output
z[s] and updates the history vectors h[s].
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We modify a typical LSTM cell such that it resembles the stress update procedure in a typical nonlinear
FE analysis with a history-dependent constitutive model. We refer to the modified LSTM cell as mLSTM.
In such FE analysis, only the history parameters of the converged Newton-Raphson step is passed to the
next time step. In the mLSTM cell, we enforce such behavior by only allowing the history vectors of the
converged steps to pass on. To this end, we modify the history vectors h[s] emission mechanism. We pass in
an additional input b[s] to the LSTM cell. If the value of b[s] is equal to one, we emit the updated history
vectors h[s]. Otherwise, we reset the history vectors to that of the previous steps and emit them. In this
manner, we only pass the history vectors of the converged Newton-Raphson steps to the next step. Next,
we describe the overall mechanism of an mLSTM cell.

The mLSTM cell starts with updating the cell state

c[s] = f [s]�c[s−1]+ i[s]� ĉ[s], (14)

then it updates the hidden state
d[s] = o[s]� tanh(c[s]), (15)

and finally it computes the output vector

z[s] = o[s]� tanh(c[s]). (16)

The modification that we introduce is that we only update the history vectors h[s] = {d[s],c[s]} if the value
of b[s] is one. If b is equal zero, we keep using the previous history vectors h[s−1].

In the equations above, � is the element-wise product operation, vectors

i[s] = sigmoid(W i
eε

[s]+W i
dd

[s−1]+bi), (17)

f [s] = sigmoid(W f
e ε

[s]+W f
d d

[s−1]+b f ), (18)

o[s] = sigmoid(W o
e ε

[s]+W o
d d

[s−1]+bo), (19)

are the input, the forget, and the output gates, respectively, vector c[s−1] is the previous step’s cell state,
and vector

ĉ[s] = tanh(W c
e ε

[s]+W c
dd

[s−1]+bc), (20)

is the candidate for the updated cell state. The tanh and sigmoid functions are meant to work element-wise
across a vector.

In the mLSTM cell, there are in total four sets of trainable weight matrices W #
e ∈Rk×l , W #

d ∈Rk×k, and
bias vectors b# ∈Rk, where # ∈ {i,o,c, f}, k is the size of the mLSTM cell, and l is the size of the strain and
stress vectors. We discuss how to tune these trainable parameters in Section 4.

The gates take values between zero and one and therefore they serve as filters. At one extreme, if the
input gate is zero and the forget gate is one, the model completely ignores the history. And at another
extreme, if the input gate is one and the forget gate is zero, the model only uses the history and ignores the
current step’s computations. This attribute endows the model with the capability of capturing very long
term dependencies and simultaneously the ability of completely ignoring even very short term dependencies.

3.2.2 Regularization via dropout

We expect an RNN model not only to fit to the data that it is trained on, but also to learn patterns in
the data and therefore become capable of making accurate predictions on the new data. This is however
challenging. By simply increasing the size of the mLSTM cell, the model overfits to the training data and
fails to generalize. The standard way to mitigate overfitting is to regularize the model. In this section we
introduce an effective regularization technique called dropout [35].

During training, the dropout cell takes the output of the mLSTM cell z[s] and randomly zeros some of
its entries through

ẑ[s] =
1
p
r�z[s], (21)

8



where r is a vector of Bernoulli random numbers with probability p ∈ (0,1] where p is the probability that
each entry of z[s] is kept. In other words, p tunes the level of reguralization—the lower the value of p, the
higher the effect of reguralization. After training is over, and when the model is used, the value of p is set
to one, and the whole network is used for prediction. Since p is less than one during training, it is possible
to to show that the average value of ẑ[s] becomes larger than z[s] [35]. To remedy this issue, the right-hand
side of (21) is multiplied by 1/p [9].

Training is an iterative procedure and is discussed further in Section 4. At each training step, the dropout
makes a part of the network inactive. In other words, it is as if a smaller network is being trained at each
training step. This can be regarded as ensemble learning [35], an approach that regularizes the model and
increase its generalization capabilities.

3.2.3 Computing the prediction of the model

At the very top of the RNN model, in the dense cell, we map the output of the dropout ẑ[s] to the model’s
prediction of the stress vector according to

σ̂[s] =Wz̃[s]+b, (22)

where the weight matrix W ∈Rl×k and the bias vector b ∈Rl contain trainable parameters, the size of the
stress vector is l, and the size of the dense layer k is equal to the size of the output of the mLSTM cell.

The sole purpose of the linear transformation is to map the output of the dropout cell from the space of
ẑ[s] to the space of σ̂[s].

4 Training
Before training, the model predictions are erroneous. We employ a loss function to measure the error e
between the predicted stress vector sequence Σ̂ and the sampled stress vector sequence Σ. We further
discuss the loss function in Section 4.1.

In Sections 3.2.1 and 3.2.3 we indicated the trainable parameters. The training consists in the optimiza-
tion of these parameters such that the aforementioned error becomes sufficiently small. The optimization
technique that we employed is introduced in Section 4.2. The training graph of the RNN model is depicted
in Figure 4. The graph in Figure 4 is essentially the graph in Figure 3 plus the additional node on top,
which we refer to as the loss cell. The loss cell takes the output stress vector σ̂ together with the target
stress vector σ and computes the error e using the loss function (23).
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mLSTM

ε[1] b[1]

h[0] h[1]

dropout

z[1]

dense

z̃[1]

σ̂[1]

loss

σ[1]

e[1]

... mLSTM

ε[s] b[s]

h[s−1] h[s]

dropout

z[s]

dense

z̃[s]

σ̂[s]

loss

σ[s]

e[s]

... mLSTM

ε[S] b[S]

h[S−1]

dropout

z[S]
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z̃[S]

σ̂[S]

loss

σ[S]

e[S]

Figure 4: The training graph of the RNN model. The graph in Figure 4 is essentially the graph in Figure 3
plus the additional node on top, which we refer to as loss cell. The loss cell takes the output stress vector σ̂
together with the target stress vector σ and computes the error e using the loss function (23).

4.1 Loss function
We measure the difference between the output of the RNN model and the target output by computing the
mean squared error

e =
1
N

N

∑
n=1

E(n) with E(n) =
1

S(n)

S(n)

∑
s=1

e[s] and e[s] = ‖σ[s]− σ̂[s]‖2
2, (23)

where N is the total number of training data sets and S(n) is the length of the n-th sequence. It is important
to normalize the error with N and S(n) because one can then compare the magnitude of error across several
models with different number of training data and sequence lengths.

4.2 Optimization of trainable parameters
Trainable parameters in a deep learning model are commonly optimized using a gradient-based optimizer.
These parameters are initially set to random numbers and then are iteratively tuned until the value of
the error (23) becomes small. To this end, we use a specific gradient-based optimizer called Adam [23].
For further reference, Goh [14] explains how optimizers that include momentum, such as Adam, should be
understood in an amusingly interactive manner.
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5 Hyperparameters
There are several parameters in the RNN model that we cannot train using a gradient-based optimizer. These
are commonly referred to as hyperparameters. These parameters, however, have impact on the training
process and performance of the trained model and therefore we need to tune them. The hyperparameters
that we tune are the size of the mLSTM cell k and the dropout probability p. We consider typical values for
the rest of the hyperparameters. For instance, we accept the additional training cost and do not truncate
the input-output sequences, and we employ the recommendation of Kingma et al. [23] for the parameters of
the Adam optimizer.

Tuning these hyperparameters is essentially a trial-and-error exercise. We utilize a mixture of manual
trial-and-error attempts and Bayesian optimization method [33] to tune them.

Due to the bias and variance trade-off [12], one should not expect the generalization capability of the
RNN model to monotonically increase by, for instance, increasing the mLSTM cell size k. This is in contrast
to a finite element analysis in which, for instance, by increasing the resolution of the mesh the quality of the
solution monotonically increases.

6 Surrogate injection into the macro model
Up to this point the RNN model that is meant to serve as a surrogate for the micro model is fully discussed.
In this section, we discuss the injection of this surrogate into the macro model.

Let us first consider the stress update procedure in the macro model. Figure 5 depicts this procedure.
In each integration point, at each time step t, and Newton-Raphson iteration i, we pass a strain tensor ε[t,i]

and a strain increment ∆ε[t,i] = ε[t,i]−ε[t,i−1] to the micro model. We apply strain tensors to the micro model
as a set of Dirichlet boundary conditions, as defined in Section 8. We then evaluate the micro model and
compute the stress σ[t,i] and a set of history parameters. Should the Newton-Raphson scheme converge, we
update the history parameters h

[t]
m.

micro

ε[t,i] ∆ε[t,i]

h
[t−1]
m

σ[t,i]

h
[t,i]
m converged? h

[t]
m← h

[t,i]
m

yes

Figure 5: Stress update procedure at each integration point in a macro model. The history parameters set
hm contains accumulated plastic strain κ and stress tensor σ of each integration point of the micro model.

Let us inject the RNN model in the aforementioned stress update procedure. The stress update procedure
with the RNN model in place of the micro model is depicted in Figure 6. There are a number of differences
between the computational graph in Figures 5 and 6. First, the RNN model does not need the incremental
macro strain to predict the stress. Then, the hm set of history parameters of the micro model, which consists
of the accumulated plastic strain κ and the stress vector σ of each integration point of the micro model,
is changed to the history vectors of the RNN model h. Finally, since the control over updating history
parameters is delegated to the macro model, we trivially set the input b[t,i] to one. With b[t,i] being one, the
mLSTM cell always emits the updated value of history parameters.

From the implementation point of view, these changes can be incorporated into a parent multiscale code
with minimal intrusion.
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RNN

ε[t,i] b[t,i] = 1

h[t−1]

σ̂[t,i]

h[t,i]
converged? h[t]← h[t,i]

yes

Figure 6: Stress update procedure at each integration point in a macro model when using the RNN model
as a surrogate for the micro model. The history parameters are that of the RNN model which are defined in
Section 3.2.1. We take the task of updating the history parameters to the macro model from the mLSTM
cell by setting b = 1 and delegate it to the macro model.

6.1 Computing the consistent tangent using automatic differentiation
Automatic differentiation is basically the application of chain rule to compute derivatives of numerical
functions in a computer program [2]. Unlike numerical differentiation, it is exact up to the machine precision.
And it differs from analytical differentiation by not requiring a closed form derivative expression.

Any deep learning library, such Tensorflow [1] and Pytorch [30], contains an automatic differentiation
functionality that can be leveraged to compute the consistent tangent

D[t,i] =
∂σ[t,i]

∂ε[t,i]
. (24)

Using a deep learning library’s automatic differentiation functionality, the consistent tangent can be com-
puted in exactly one line of code.

6.2 Technologies used for implementation
The entire framework is implemented in Python. In the implementation of the multiscale model we make
use of the SciPy ecosystem [? ]. We implement the RNN model using the Tensorflow library [1].

In the Python environment, interfacing Tensorflow library and SciPy ecosystem is readily possible. The
output of the RNN model, the strain vector, in Tensorflow is a SciPy object, and therefore this output can
immediately be used in the macro model, which is implemented using the SciPy ecosystem.

7 Discussion on computational cost
The computational cost of the RNN model is directly related to the size of the mLSTM cell k. The larger
the value k, the larger the computational cost becomes.

Objectively comparing the computational cost of a standard FE-based micro model and that of an RNN
model is very difficult. Nevertheless, based on the following remarks, we deduce that the RNN model is to
be preferred:

(1) the computational complexity of the RNN model is independent of the resolution of the micro model’s
mesh—one may liberally increase the FE mesh resolution and sample more accurate data, but train
the same RNN model that was used for the data from the coarse mesh;

(2) the computational complexity of the RNN model is independent of that of the constitutive model of
the micro model—one may enrich the constitutive model of the micro model, on the condition that
patterns in the data do not completely change, and collect more accurate data, but train the same
RNN model as the surrogate;
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(3) among matrix operations, matrix inversion has the largest contribution to the computational cost in a
micro model–luckily, there is no matrix inversion in an RNN model; and

(4) the evaluation of the constitutive model of the micro model also has a major contribution to the
computational cost—the computational complexity of the RNN model is independent of that of the
constitutive model and is also independent of the number of times the constitutive model has to be
evaluated, i.e. the number of integration points in the micro model.

In Section 8, we cautiously report the computational speed up. At the same time, we acknowledge that
the numbers that we report could vary significantly with different implementations.

8 Application
The specimen depicted in Figure 7a is a bar with a rectangular cross-section. The bar contains cylindrical
inclusions along its length. We pull the bar by imposing a uniform displacement at its ends. The material
parameters are: Young’s modulus E = 1000 MPa; Poisson’s ratio ν = 0.25; yield stress σY = 1 MPa; viscosity
parameter η = 10−5 s−1. Other model parameters are taken as β = 1, a =−1, and b = 100. The use of these
parameters is discussed in Section 2.

We assume that the length of the bar is considerably larger than its width and height. Hence, we model
it as a one-dimensional object. To incorporate the cylindrical inclusions we employ a multiscale scheme. We
consider a one-dimensional homogeneous bar as the macro model and, due to symmetry, a two-dimensional
plate with half a circle cut out of its bottom edge as the micro model. The macro and micro models are
depicted in Figures 7b and 7c, respectively.

(a) specimen

r

2L

h

b

uu

x
L

u

(b) macro model

lm

hr

1 2

34

(c) micro model

Figure 7: The length of the specimen (a) is assumed to be significantly larger than its height and width,
therefore we model it as a one-dimensional macro model (b) and to incorporate the inclusions we consider
the micro model (c).
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At each integration point in the macro model, we impose the macro strain on the micro model as a set
of Dirichlet boundary conditions. Since the macro strain is uniaxial, the micro model deforms uniaxially as
well. To this end, we impose the following sets of boundary conditions on the micro model in Figure 7c:

uright
x = uleft

x +ε lm

ubottom
x = 0

u1
y = u1

x = u4
x = 0

u2
x = u3

x = ε lm

(25)

Note that the micro model in Figure 7c does not statistically represent the heterogeneity of the object in
Figure 7a. To truly construct a representative volume element (RVE), one needs to study the impact of con-
sidering more inclusions into the micro model. The performance of our RNN model however is independent
from the statistical qualities of the micro model. We therefore employ the micro model in Figure 7c to prove
the concept.

In the following sections we reduce the computational cost of the multiscale model by replacing the micro
model with an RNN model.

8.1 Using an RNN model as a surrogate for the micro model
In this section we show that, in principle, the RNN model from Section 4 can be trained to serve as an
efficient surrogate for the micro model.

We first conduct a mesh refinement study to identify a reasonable micro model discretization. For this
example we consider the following measurements: length of the bar l = 10 mm; width of the bar b = 0.8 mm;
height of the bar h = 1 mm; radius of inclusion r = 0.5 mm; length of the micro model lm = 2 mm. We pull
one end of the bar at a displacement rate u̇ of 1.33×10−5 mm/s until it is pulled 2 mm. We clamp the other
end.

We discretize the macro model using five one-dimensional linear elements. For the micro model, we
employ three finite element models with increasing number of elements. In Figure 8a the reaction force at
the left end of the macro model is plotted against the imposed displacement at its right end. Given the
closeness of the results, we select the micro model with 192 linear triangular elements as the converged
solution. To illustrate the failure mode of the specimen, we plot the accumulated plastic strain of all micro
models in Figure 8b.
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(a) Reaction force f at left boundary of the macro
model in Figure 7b against the imposed displacement
u at the right boundary.

(b1) 57 elements

(b2) 192 elements

(b3) 656 elements

(b) Accumulated plastic strain at the end of simula-
tions: (b1) blue curve, (b2) red curve, and (b3) black
curve in Figure 8a.

Figure 8: A uniform mesh refinement study for the micro model. The micro model with 192 triangular
elements is selected for the study.

With the micro model chosen, as a sanity check, we reproduce the results of the micro model with the
RNN model. To this end, we sample data using the strategy set forth in Section 3.1. In each integration point,
at each time step and Newton-Raphson iteration, we collect the strain and the corresponding stress tensors.
In this manner, as discussed in Section 3.1, we collect samples from both converged and not converged
Newton-Raphson iterations. We then train an RNN model on these data. Through procedures explained in
Section 5, we consider the size of the mLSTM cell k = 200 and the dropout probability p = 0.5.

We inject the trained RNN model in place of the micro model in the multiscale scheme. The force-
displacement curves of the macro model with RNN are compared against that obtained with the micro
model in Figure 9. The RNN is not only accurate, but is also considerably faster than the micro model.
Based on our implementation, we gain two orders of magnitude speed up. Nevertheless, we acknowledge
that this speed up could significantly vary with a different implementation or a different micro model.

In this example we trained the RNN model on a set of stress-strain data collected from the macro model.
We then used the RNN model to predict exactly the same data. This is a trivial exercise which serves as a
sanity check. In practice we are interested in an RNN model that can predict and not merely reproduce the
data it was trained on. In the next section we show that our RNN is capable of predicting data it did not
previously observe.

8.2 The RNN model for a range of parameters
Let us consider the macro model is Figure 7 again. We increase the imposed displacement u linearly until it
reaches a maximum value of umax and then reverse the impose displacement until the imposed displacement
goes back to zero. For this example we consider the following: length of the bar l = 100 mm; width of the
bar b = 0.8 mm; height of the bar h = 1 mm; radius of inclusion r = 0.5 mm; length of the micro model
lm = 2 mm. The macro model is discretized with 50 linear elements and the micro model with 192 linear
triangular elements.

The goal is to build a multiscale scheme that runs fast and is accurate in the following range of parameters:
umax ∈ [0.5,1.0] mm, u̇ ∈ [1.33,6.67]×10−4 mm/s. We follow the sampling strategy explained in Section 3.1.
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Figure 9: A sanity check: we train an RNN model on data generated from one configuration of macro
model and plot the reaction force f at left boundary of the macro model in Figure 7b against the imposed
displacement u at the right boundary.

For the sake of simplicity, we uniformly sampled the parameters umax and u̇ in the aforementioned ranges.
Specifically, we sample stress-strain data from the macro model with all possible permutations of the following
set of parameters: umax ∈ {0.5,0.75,1.0} mm, u̇∈ {1.33,4,6.67}×10−4 mm/s. We then train the RNN model
in Section 4 with the following set of hyperparameters: the size of the mLSTM cell k = 200, and the dropout
rate p = 0.5. Again, these hyperparameters are chosen through a trial-and-error procedure as explained in
Section 5. To test the performance of the RNN model, Figure 10 shows the force-displacement curves of the
macro model with four sets of parameters {umax, u̇} that were not observed during training.

16



0 0.2 0.4 0.6 0.8

−0.5

0

0.5

1

f
(N

)
u̇ = 2.67×10−4 mm/s

micro
RNN

(a)
0 0.2 0.4 0.6 0.8

−0.5

0

0.5

1

u̇ = 5.33×10−4 mm/s

micro
RNN

(b)

0 0.2 0.4 0.6 0.8

−0.5

0

0.5

1

u (mm)

f
(N

)

u̇ = 2.67×10−4 mm/s

micro
RNN

(c)

0 0.2 0.4 0.6 0.8

−0.5

0

0.5

1

u (mm)

u̇ = 5.33×10−4 mm/s

micro
RNN

(d)

Figure 10: A comparison between accuracy of the micro model and that of the RNN model: we plot the
reaction force f at left boundary of the macro model in Figure 7b against the imposed displacement u at the
right boundary. None of these four cases was used in the training process.

Figure 10 shows that the RNN model performs accurately as long as the parameters umax and u̇ are in
the range of data that the RNN model is trained on. The speed up for our implementation is three orders
of magnitude. However, as soon as the parameters leave this range, the RNN model loses its accuracy.
For instance in Figures 11, the value of umax is outside of this range. Basically, an RNN model learns the
underlying patterns of the training samples. We collect training samples from a certain part of the parameter
space related to umax and u̇. Consequently, the RNN model only learns patterns which are specific to that
part of the parameter space. As a result, extrapolation is often inaccurate. Interestingly, in this specific
case, the RNN model can still follow the trend.

In such scenarios, where we are interested in increasing the range of parameters that the RNN can perform
accurately on, the RNN model should be retrained. We do so in the next section.
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Figure 11: The RNN model loses accuracy when the imposed displacement rate u̇ is out of the range of data
the RNN model is trained on, i.e. u̇ 6∈ [1.33,6.67]×10−4 mm/s. We show this by plotting the reaction force f
at left boundary of the macro model in Figure 7b against the imposed displacement u at the right boundary

8.3 Retraining the recurrent neural network with new train data
In the previous application we showed that the RNN model is accurate when interpolating between training
data but fails when extrapolating.

The straightforward solution to boost the accuracy of the RNN model is to retrain it. To this end, we
collect new data in proximity of the parameters that the model performs poorly at, i.e. u̇= 10.67×10−4 mm/s.
Specifically, we extend the umax set to u̇∈ {1.33,4,6.67,13.33}×10−4 mm/s. We intentionally make sure that
u̇ = 10.67×10−4 mm/s is not included during the training process to illustrate the predictive capability of
the RNN model. Unlike the procedure discussed in Section 4.2, where we initialized the trainable parameters
to random numbers, here we initialize them to their previously optimized values.

To show the enhanced performance of the retrained model, we plot the force-displacement curves of the
same cases as in previous example. Figures 13 show that the RNN-based multiscale model still performs
accurately in all previous scenarios. And thanks to retraining, it is also accurate when u̇= 10.67×10−4 mm/s
as shown in Figure 12.

In practice, it has been observed that the performance, in terms of accuracy, of a neural network increases
by enriching the data set and the size of the neural network [27]. Objectively comparing the impact of the
size of the train set on the performance of a neural network is however not a trivial task. One of the rare
instances of such study can be found in Reference [34].
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Figure 12: Comparing this figure with Figure 11, it is clear that considering an enriched set of data, i.e.
u̇ ∈ {1.33,4,6.67,13.33}×10−4 mm/s, boosts the accuracy of the RNN model.
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Figure 13: The RNN model trained on the enriched set of data performs as accurately as it used to do in
Figure 10.
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Until this point the macro model exhibited a constant strain field. Therefore, the prediction of the RNN
model was the same at all integration points in the macro model. In the next section we consider an FE
model in which the strain field localizes.

8.4 Strain localization in a one-dimensional bar
To simulate strain localization, we introduce an imperfection at the center of the bar in Figure 14. The
width of the imperfection zone is 0.9 times the area of the rest of the bar and its length is one tenth of the
length of the bar. The other measurements are the same as in the previous example. We pull one end of
the bar at the rate of u̇ until it is pulled by 2 mm; the other end is clamped. The bar is discretized with 50
linear finite elements elements, five of which are in the weak zone.

x
L

L̄

u

Figure 14: An imperfection of length L̄ = 0.9L is introduced at the center of the macro model in Figure 7b.

We acknowledge that the response of the macro model, due to strain softening and localization, is mesh
dependent. Removing such pathological mesh dependence in a multiscale method, to the extend of our
knowledge, remains an open question if continuum models are employed at both scales. In this example our
goal is to build a multiscale scheme that runs fast and is accurate for the previously specified parameters
and all values of the imposed displacement rate u̇ in the range [1.33,6.67]×10−4 mm/s.

Following the strategy set forth in Section 3.1, we collect data from the macro model with u̇∈{1.33,4,6.67}×
10−4 mm/s. Then we train the RNN model with size of the mLSTM cell k = 200 and rate of dropout p = 0.5.
Coincidentally, this RNN model is identical to that of the preivous example. We reached these hyperparam-
eters through hyperparameter tuning strategies mentioned in Section 5.

We test the accuracy of the model by testing it with imposed displacement rates that were not observed
during training, u̇ ∈ {2.67,5.33}× 10−4 mm/s. The force-displacement curves are depicted in Figure 15.
It appears that the RNN model performs accurately as the micro model surrogate in terms of structural
response of the macro model. We further zoom into strain fields and stress-strain response of the macro
model to study its response at the element level.
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Figure 15: The reaction force f at left boundary of the macro model in Figure 7b against the imposed
displacement u at the right boundary. The average response of the macro model in Figure 14 appears to be
accurate when using the RNN in place of the micro model.

The strain fields in the macro model, depicted in Figures 16, show strain localization at the center of
the bar. We observe that the strain field localizes more when u̇ = 2.67×10−4 mm/s (Figure 16a) than when
u̇ = 5.33×10−4 mm/s (Figure 16b). We also observe that as the strain field localizes further, the discrepancy
between the RNN-based multiscale model and the classical one becomes greater. This discrepancy can be
resolved by retraining the RNN model in fashion similar to that discussed in Section 8.3. We do so in the
next section.
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Figure 16: Evolution of the axial strain field. From Figure 16a it is apparent that the accuracy of predicted
strain field diminishes when the rate of imposed displacement u̇ = 2.67× 10−4 mm/s. In Section 8.4 we
remedy this issue by retraining the RNN model on an enriched training set.

Let us now study the stress-strain curves, Figures 17a and 17b, of an element inside the localization
region, and another one outside it. We observe that when the strain rate is smaller and strain localization is
greater, the discrepancy between RNN and micro model predictions become larger. In the next section we
show that by retraining the RNN model on an enriched set of samples this discrepancy disappears.
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Figure 17: Strain-strain response of an element in the middle of the macro model, depicted in Figure 14,
and the element adjacent to the clamped boundary.

8.5 Strain localization in a one-dimensional bar: Retraining
In the previous example we observed that the RNN model is less accurate when the strain rate is smaller.
The straightforward way to increase the accuracy is to retrain the RNN model with an enriched set of
samples. Specifically, we expand the data set by collecting data from the macro model with strain rates
u̇ ∈ {1.33,2,3.33,4,6.67}× 10−4 mm/s. Note that we deliberately kept u̇ ∈ {2.67,5.33}× 10−4 mm/s out of
the data set that we use for training to assess the predictive capability of the RNN model.

From Figure 18, we observe that the force-displacement curves are still accurate. We observe a sig-
nificant boost in the accuracy of the strain field when the strain rate is 2.67× 10−4 mm/s by comparing
Figure 19a and 16a. The accuracy of the stress-strain curve in Figure 20a is slightly improved when com-
paring it with that of in Figure 17a.

Let us consider a classical constitutive model to create an analogy for retraining. One tunes a constitutive
model based on a set of experimental samples. The more experimental samples one acquires, the more
accurate the constitutive model becomes. The computational complexity of evaluating a constitutive model
is however independent of the amount of experimental samples. A similar procedure is in order here. The
more samples we train the RNN model on, the more accurate the RNN model becomes. The computational
cost of training the RNN model inevitably becomes larger. The computational complexity of evaluating it
however remains the same.
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Figure 18: Reaction force f at left boundary of the macro model in Figure 14 against the imposed displace-
ment u at the right boundary. Comparing this figure with Figure 15, it appears that the average response
of the system remains accurate when the RNN model is trained on an enriched set of data.
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Figure 19: Evolution of the axial strain field. Comparing this figure with Figure 16 it is clear that, by
training the RNN model on an enriched set of data, the accuracy of the predicted strain field increases.
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Figure 20: Stress-strain response of an element in the middle of the macro model depicted in Figure 14 and
the element adjacent to the clamped boundary. Comparing Figure 17a with Figure 20a, it appears that the
accuracy of the stress-strain curve of the middle element (dashed black curve) is slightly increased. This is
due to the fact that the RNN model is trained on an enriched set of data.

Up until this point we trained two RNN models. One which only works for the macro model with no
imperfection and the other for the macro model which exhibits strain localization. In the next section we
train one RNN model that works for both these macro models at the same time.

9 A recurrent neural network that works for a set of macro models
The samples that we collected from the two macro models in the previous sections are generated from
an identical constitutive model, namely the micro model with Perzyna viscoplasticity. The RNN model
is essentially a surrogate for this constitutive model. Therefore, it is reasonable to expect that one RNN
model can be trained on both sets of data simultaneously. In this section we put this hypothesis to a test.
Specifically, we collect the samples from Section 8.3 and 8.5 in one data set. We train the RNN model with
the same hyperparameters as in previous examples on this set.

We execute the simulations from Figures 13a, 13b, 13c, 13d, 12, 15a, and 15b with the newly trained
RNN model. We depict the result of these simulations in Figures 21a, 21b, 21c, 21d, 21e, 22a, and 22b,
respectively. It is evident that the RNN model, which is trained on the data from both macro models in the
previous sections, performs accurately.

The sampling strategy put forth in Section 3.1, on the one hand, sacrifices the versatility of the RNN
model. For instance, in this example, the RNN model can only reliably be used in the macro models depicted
in Figures 7b and 14. On the other hand however, it dramatically simplifies the previously very difficult task
of sampling. And hence, it makes the application of the RNN model viable.
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Figure 21: Reaction force f at left boundary of the macro model in Figure 7b against the imposed displace-
ment u at the right boundary. The RNN model still performs very accurately when trained on a set of data
from both macro models shown in Figures 7b and 14.
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Figure 22: Reaction force f at left boundary of the macro model in Figure 14 against the imposed displace-
ment u at the right boundary. The RNN model still performs very accurately when trained on a set of data
from both macro models show in Figures 7b and 14.

10 Conclusions
In this contribution we introduced an RNN model that serves as an efficient surrogate for the micro model in
a multiscale finite element analysis. We trained the RNN model on a set of data generated by a micro model.
The data in the set are collected using an efficient sampling technique that we proposed. We also discussed
how to implement the RNN model in a multiscale scheme and how to compute the consistent tangent using
automatic differentiation. Finally, we assess the performance of the RNN model through a series of academic
tests, and we observe that its accuracy can be boosted through retraining on an enriched data set.

In our experiments, the RNN model is remarkably faster than the FE-based micro model (note that this
is not a universal fact as one can easily construct an RNN model that is computationally more expensive than
a finite element model). Despite the runtime speed improvements compared to classical FEM simulations,
the training time of the RNN model is considerable. A reasonable question is whether this efficient RNN
model is worth the time spent on its training. To answer this question one needs to consider the application
at hand. Assume for instance that the runtime of a multiscale model is 10 hours, and it takes 1000 hours
to train an RNN model. The runtime of the RNN-enhanced multiscale model is only 1 hour. Then, the
tenfold speed up becomes only useful if we are interested in running more than 112 simulations (runtime of
the multiscale model for 112 simulations: 112×10 = 1,120 hours; runtime of the RNN-enhanced multiscale
model 1,000+112×1 = 1,112 hours).

In our experiments, the RNN model appears to be very accurate (it is to be noted however that there exist
no guarantee that this accuracy can always be achieved) and, if needed, we have the means (by retraining)
to boost its accuracy. However, the parameters of the RNN model are non-physical. The question that
arises here is whether a non-physical and completely data-driven model is reliable. The RNN model that
is developed in this work is physically-reliable as long as it is accurate. The RNN model is essentially a
surrogate for a physics-based micro model. As a result, this model approximates the response of the physics-
based micro model. Hence, it approximately satisfies its physical features. The more accurate the RNN
model, the more accurately the physical features of the micro model are reproduced. In any case, it is also
possible to measure the degree of reliability of the RNN prediction by developing a prediction interval [22]
(a prediction interval is an estimate of an interval in which the predictions of the RNN model will fall, with
a certain probability).

A trained RNN model is at best capable of interpolating between the training data. So, if the RNN
model is trained on data from an uniaxial loading condition, it cannot accurately predict bending. However,
one may train the RNN model on data from both uniaxial and bending conditions. The RNN model trained
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in this way will be accurate for both uniaxial and bending loading conditions.
An interesting characteristic of an RNN model is that by training it on more data (for instance, data from

different loading conditions) and at the same time increasing the size of the RNN (either size of each layer, or
number of layers) its accuracy increases. This characteristic suggests a fundamental trade-off between range
of patterns the model can learn and its computationally complexity. The more variety of loading conditions
the RNN model is trained on, the larger the RNN needs to be to maintain an acceptable level of accuracy.
However, the larger the RNN, the more computationally expensive it becomes. Ultimately, it is possible to
construct an RNN model that, in spite of being accurate, is much more computationally demanding than a
corresponding FEM model.

Can we construct an RNN model on a set of data collected from lab experiments? In our opinion, such
experimentally-trained RNN model would not perform well. One reason is that the trained RNN model can
only map a set of observable variables to another observable variable and it neglects other dependencies. For
instance, if the experiments measure uniaxial stress against the applied uniaxial strain, the RNN model only
learns how to map the uniaxial strain to the uniaxial stress, and it completely ignores the dependency of
the stress on other strain components. This implies that one would need a very large experimental data set,
with results related to all possible stress-strain combinations. The other reason is that since there exist noise
in experimental data, the trained RNN model would most probably learn some patterns in the noise and
therefore fail to satisfy some physical laws. This is in contrast with what has been done in this contribution
where the data collected from a physical model are noiseless. As a consequence of failing to satisfy some
physical laws, even if the model performs accurately, serious concerns arise regarding its reliability and
generality.
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