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1 . I n t r o d u c t i o n 

Ai^ to the M.Sc. thesis 'Reconstruction of Three-

This report fornrs the ^ P ^ - * ' ^ ' " ^ ' ^ ^ „ „ . n , , ^ , , , , ^ , , 3DXRD Microscopy 

Diruansional Microstructures horn N „j , »mputa t ,ona l 

Me».ure„reuts.- That thes.s dcscr.be. tlr J microstructures 

.uethodology desrgned for tire recoustructron of tlr tee d ^ ^^^^ .̂̂ ^^^ 

f „ m three-drnrensiorral x-ray diffr-acfon ^ ^ ^ ^ ^ . „ a 

basic description of the layout and worion s of tl -

p „ s e n t s the results of ^ ^ r J : : ; ^ r s o r w a r e package to arry other 

However, in case one would hke app y understanding of the 

datasets in the future, it i . imperative the ^ , , , „ e d out by each 

— of the package - ^ ^ ^ ^ ^ J ^ ^ Z ^ , , author believes tire 

iudividual subroutine. For such a detailed ^^^^^ ^^^^^^ ^^^^^^^ . j , 

description of the package contameQ 
I t contains two main 

supplement arm, at providing the necessary eve ol^m g ^ ^^^^^ 

chapters: chapter 2 describes the software ^ ^ ^ ^ '^^^^^ ^„, , , ,dual routines 

reader is referred to tire mam report. ^̂ ^̂  

Chapter 2 starts off P - ^ ' ^ ^ ^ ^ ^ / ^ : ; ; met.cnloue manner. 

subsequently, the mdividual ^^^^^^^ZZo...^ dfficultres associated 
Whereas the thesis report only mentions the mam th ^^^^^ 

„ H h each computational step, this ^ ^ ^ ^ 1 way hr which certain 
i .ues have been solved m t . ^ o c -n , s j e U ^^^^^ ^^^^ ^^^^ ^^^^^^^ , 

: : : : : t a p : L r c i r with the software description provided m 



Chapter 1: Introduction 

ZZZ^.^. . . c . -;;-:tr—- ̂̂^̂̂̂̂  
1 for fhP developed software package. References oacK 

„ 3 — . e ^ . ĉ ^̂ ^̂ ^̂  r:. — -

p,oject. The code is given m M A T L A B aescriptions of the individual 

be retrieved f rom chapter 3. 
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2. Software package 

™ , c a p . . . . - a e p « i — °;r:!:i::"e:: 

—-—tir—̂^̂^̂^̂^ 
The rest of the chapter provides detailed drscuss.ons o ,̂  

^̂ ^̂ ^̂  

^ ^ ^ ^ ^ ^ ^ 

2.1. Global architecture 

This sectiorr e.pla„rs the hasic otrtli.re of the rrewly wrrtte.r software package. It is 

terms Veflectiop', 'spot' arrd 'peak'- ^ ' - " ^ ^ :n ,o„s determined hy 
a specific grain within the sample; the locations of these ^̂ ^̂  

crystallographic orientation of the ^ ^ ^ ^ ^ ^ ^ J ^ 
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e „ t . e gram but inete,. "^^--^^^1 I t ^ , , , , intensity objects visible 
ditfraetiou events ate termed spots, tlrey a,e the ^^^ .̂̂ ^^^ 
„Ithin the ditfraetiou images. In other words, a ^ ^ ^ ^ ^ 

MATrix LABoratory. is a popular software ^^^Z; ^ ^ „ ^ p,. ^he 

computations. It is produced by The « * " ° * - ; ; . „ " „ t e u r o l i e e ŵ ^̂ ^ twofold, 

.easous for M A T L A B being the programming ° 

First of all. the recorded diffraction patterns a.e , , , , ,hat 

iu M A T L A B . ^^jl^^^.^ p^l^^g, , , , , t ed for the 

Figme 2.1 repeats the flow chart t ^̂ ^̂  

three-dimeusioual microstructure reconstruction. » «̂P̂ ^̂ ^̂ ^̂ ^̂ ^̂ ^ 

„ f a large amount Of d i f f » c „ ^ ^ ^ ^̂ .̂  ,^ 

the original microstructure. Fast ot all, ^̂ ^̂ ^̂  ^^^^ ,^ 

scanned for peaks in intensity. ^'^^2; :^^i:^,,^^ exact pixel. This 

of in Which : : e a r p e a k its exact dimensions are 

list is then carried over to tlie next step, . 
determined. Now that for each peak its dimensions ai d Inmce 

, . w n , the resultant hst can be seen . «r eniin.r ^ ^^ali P 

analysed diffraction patterns. Subsequently = ^ f t , , , i„ce the 

— r r : : : r T::::z:t:zconceivable that a 

r e t t i : rs'peciflc gram wh. m fact s l . w up t . i l t i p l e s u . e r . e „ t ^ 

pcsitions. When this - ^ ^ ^ ^ J ^ : ^ Z j m : ^ ^ ^^^^ ^^-^^^ 

;r Z t : : : t TtereUns .1 nave associated center of 

mass locations, to ta l integrated intensities etc. 



Start 

^ ~ 1 Pre-analysis 

i f f ract ion images 

Peak detection 

Peaks 

Spot characterization 

Grain characterization 

Grains 

Finish 

2.1: « o w c„.rt for ...» pact . . . ol MATLAB routines written for- th. . h r e . - d — „ 1 

l ™ e . . o „ of a p o l „ . . . U „ , . . . . C o . . d.t.. T h . . ^ . c t . . „ p . « . ™ 

„ e tr„.for».d In . stepwi.. U.to • r . P - a n c « o n o, the orl,i.,.l by . . . 

various operations listed on the right. 

The fital step is the couplirrg ot the hrdividual reflectiorrs to real grairrs. This is 

dorre hy the nratchhrg of differerrt refleetiorrs that onginate from the same gra.m Or. 

the has s of the crystal symmetry of the phase under corrsiderat.on (m the case of th 

data investigated iu this thesis: austcute). given a certam r * c t . o n . cue car. p r . d . t 

where (in a^space) the other refleetiorrs originathrg from the same gram should he. 

; stop is performed hy GrainSpotter ,31. This is a p.ece of software wh.ch was 

created at the Riso N a t . c a l Laboratory in Dcmrark and was based on a.r earhe 

tware package called G R A I N D E X ,4,. GrainSpotter. output is ^ > - " 

refleetiorrs, with each group correspo,.di„g to a real gra,n. By co,nbrmng the centers 

: ::!:s o; the hrdlvdual reflect,o,rs, the ce.rter of mass of the eorrespond.ng gram 

can then be computed. 
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Now that the global atchiteetate of the software package has been outlhred, 

the f o l " e c t J w l l l present In-depth ^ ^ ^ ^ 

Xlds IS dorre on the bas.s of differences e . s t 

attention. 

2.2. Pre-analysis 

The pre-analys. par. of the reconstruction serves to ^ " ' i Z 

; r - : : r i : : : — ^ ^ ^ ^ ^ 

iructed I n fact this section of tlie appendix describes only two of the pie to be constmcted. I n fact, ^^^^^ ^^^^^ ^^^^.^^ ^̂ ^̂  

analysis processes mto more detail, t i ie otnei available 

re,: n " h I L e t l o r r •mage are outlined. The secorrd subsect.n deserrbes the 

routine written for the determination of the location of the beam center, 

2.2.1. Spatial distortion recoiistruction - SDCorrection.m 

. — r : t r ™ t : — t . : ^ ^ : : " e t ^ z 

— g om, a umited .mmber of rmages '-^^J-^^Z 
i.p.aeticab,e when the munber ̂  ̂ ^Z^^^J^JZl^^.. on the 

was therefore translated mto s e v ^ l ™ ; ; .̂ ^̂ .̂̂ .̂ ^ ^ , i „ 

distortion correction withm F I T 2 D , the leadei is 
. n -.1 P I T 9 n uses two bivariate sphnes ol the tniro aegiee :ri:: -—̂^̂̂ ^̂  — - - - -

surface. 
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Chapter 2: Software package 

Star t 

Spatial d i s to r t ion 

reconstruct ion 

D a r k current 

character izat ion 

B e a m center 

de te rmina t ion 

Detector tilt 
deteriXLiiiation 

Sample-detector 

distance 

de te rmina t ion 

F i n i s h 

Pigux-e 2.2: Flow chax-t of the pre-analysis part of the nücrostructnx-e reconstruction procedure. The 

results h-on. the var-ious processes listed in the chart ar-e required for the subsequent analyse of the 

diffraction patterns. 

2.2.1.1. Translation process 

Upon inquiry, the F I T 2 D routine turrred ont to be written in a programnring 

language called Python. The Python program, in turn, rrrainly acted as a harrdle tor 

some routines trom the Fortran package F I T P A C K , a h.ely ' ^ ^ ^ ' ^ ^ ' ^ ^ ^ ^ ^ ^ 

specfrcally written tor the calculation ot srrroothing sphnes (also called D E R C K X ^ 

after its author) 16]. It was decided to translate this Fortran code rrrto M A T L A B 

routines, arrd write a M A T L A B handle for these routines on the basrs of the or.gnral 

r r t h e Fortrarr-to-MATLAB conversion the package f2matlab (version 1.90) 

was used, which is a package of M A T L A B routines that translates Fortran90 

subroutines or functions irrto M A T L A B m-files [7]. The Fortran code used for 

F I T P A C K , however, was FortranTT, and conld not be used directly as rnput to 

f2„ratlab. It was therefore first translated into FortrarrSO using the freely avadable 

7 



Chapter 2: Software package 

converter by Alan Miller, to f90 U After a few nranaal alterat.orrs (rrrahrly reqnired 

: : : : to';f9o c o n . ,rana,e ^^^^^^ 

SDCorrection.m is given in tlae appendix and starts on page 61. 

2.2.1.2. Spline reconstruction 

The inpnt to SDCorrect.rn consists of the fall location of the splinefile (the file 

Z J n , aU the splrne coeffreients as explairred in the prev.otrs ^ 

• A • v.... 98 of the M A T L A B code to open the corresponding the. i^mes 

: l l : y de^ees ot the sphnes in hoth drreetion. Tlrese 

es l hard-coded, and rreed to rrratch the degrees of the ^ P « - ^ -

originally constrneted wlren the spatial distortion character.a ron of the d tec • 

T n p was performed. In this case, the sphnes were of the thnd degree rn both 

splirrefile that is opened .„ Ihre 28 has a very specific f o n - . T — 

: hne, . 1 mre is analysed farther because this line is -

some nnportarrt parameters. Indeed, by using the str2n„m — ^ ^ ^ j ^ ' ' 

values are read and subsequerrtly assigned to the appropr.at ™ - " - «^""^ 

L o u g h « ) ; in this case, they define the area for which tire splme ,s vahd m other 

I T t h e L of the detector. Comparable operations are performe up td hne , 

defining grid spacing (the distance in real space between the hole m the mask), th 

p l s L s of the detector (these follow from combining the ^ . d spacmg wrth th 

average number of pixels between two hole projections on the nnage), and the 

Z Z krrots (in both dhrrens.ons) of the spline describing 

direction After the amount of knots has been declared wrthm the splnreHe, t t a 

• This is done in a block of Ihres with each hne contammg a 
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entire sequence is repeated for tlxe splme to the y 

through 116). writ ten into the two matrices cl 

Now that the ephne ooefheieat, have ^ .^^ ^^^^ 1 3 , 

and the otigina, sphnes ean he — n o t e d . Tins d ^̂ ^̂  
Each of these hnes calls the snbtontme b.spev.nt. Tins t o * n e • 

h.spev.f tontine from F I T P A C K 16, Its » ; ; ^ ,be 

page The t o n - Is ^ " ^^^^^^^ " J , , . .efficients ( c , , the 
knots in both dmiensions {txl, tx2), ^^^.^^^ 

V thn- hii^ and two matrices defining tne cuect, 
degrees of the splme {kx, ky) and corresponding to the two 

T latter are designated x and y, coiiesponuiuë, 
compute the splme. The lattei aie cl g ^^^^ 

directions defined earlier. The combination of the two defm ^ 

. teres t . Since m this case the s p . i a l ^ ^ ^ ^ ^ ^ , , , , 

and y are both set to a; = ?/ = [1 2 .. ^U4^ /u^öj 

X r h : : l t r r t r sotne « . . f a c t s Itotn the otlgmal Eotttan c o a , 

, . , . e d ~ o the allocation of the wo.hspaces and 

Xhese have been left nt since they talte ^ ' Z : ^ ' ^ ^ ^ ^ Is also a 

of btspev ts to caU another snbton tne ( > - _ ^^^^ 

translation of a ̂ --^^^^^ZH^ Zoonrpntes the desired sphne by 
fpbisp is given on pages 68 and bJ. subsequently meshing 
l ecntmg two calls to yet another snhronUne fp spU^^^^^^ u ^e, ^ ^^^^^ 

the resnlts of the two together. The fpbspl ^ ^ ^ ^ ^ ^ 

.Igorltlrm cornpntlng a sphrre on a shrgle irrterval ^ ; - : ,n perform the 

of Cox arrd De Boor (10, 111 Together brspev.m, - ^ J J 

mam tasks of the spatial d.stortion ^ ' ^ ^ ^ ^ - " ^ f ^ 
the compntation of the distortion in both dnectrons for all p.xels 

2.2.1.3. Distortion correction 

Ketnrrrmg to SDCorrection.m, lirres 130 and 131 P^od^^e^he - matrices ^ 

which corrtam the distortion of ^^^^^^^^^'^^l.. and the (U)-

,espectively. Note the correlafon between ^ ^ 2 0 , (x,y) ^ 

directiorrs m the matrix representation of a d,ffrs.t.on - J ' J ^ ' ^^^^.^ 

dhection as lymg along the ho„ .onta l and y along the 
f « .diffraction image the i dhection corresponds to representation of a d f f iac t ion im g ^^^^^^.^ ^^^^^^^^^ 

Uidex, and 3 to the slow — ; f ; X ; , , , „ , , 130) is called de.a, and 
line 130 wi th the knots lymg along FIT2D s x dnecu v 

not deltai, and vice versa. 



Subsecuenüy, the dietott.ot. metriee, ate feed to eotopute the e » eoted 

difftaotton intages (Haes 135 thtough 158). This is done by eonsttuehug a (2048 ,6)-

si.ed matrix termed SDMatr..^fuU. whieh eoatains tot eaeh pixel ds oeat.ou a 

..ecorded (oolumus 1 and 2), its distortion m both direetions ( ^^f ' ^ ^ ^ ^ 

undistorted location (5 and (5). The matrix is stored as a tab-dehm,ted A S C I I trie. 

The routirre fiuislres by trimming SDMatr,.Jnll to get r,d of entnes tha wr 1 not be 

used because they he beyond the rectangle enclosing the outermost ting of nrterest. In 

this way, the size of the correction matrb. is reduced significantly, speedmg up the 

analysis. Lines 169 through 172 describe the perimeter of this rectangle. They corrtam 

the row and column rrrdices of the outermost rows/columns that are of mterest to the 

analysis. Lines 176 through 187 subsequently get rid of the unnecessary errtrres. See 

also section 2.5, page 23 for more on this reduction of the peal, search area. The 

resulting matrix, SDUatrtx, is written to disk. 

SDCorrection.m therefore produces two matrices which are both saved on d.sk 

a matrix S D M a « . fuU corrtaining the spatial distorfon arrd the undrstorted 

coordinates of ah the pixels on the detectot. arrd matrix SDmir,. wh.ch orfy 

corrtahrs the errtries of the pixels of interest. The former could be useful when one 

would hke to check whether the spatial distortion computation has been performed 

correctly, by comparing a plot of the corrected pixels and their inte,rs,t.es aga..rst a 

corrected .rnage from F I T 2 D . The latter .s more suitable for the actual on-h.re 

analysis, since the reduced size of this file offers s.gmficarrt speed-up m computat.onal 

time. 

2.2.2. Beam center determination - DetermineBC.m 

As described in the corresponding section of the .aa,n report, the location of the 

beam ce,rter .s determhred by establishing the weighted average beam eerier 

coordinates on the basis of the direct beam mark. The routine written to tins e,rd .s 

called DetermineBC.m. Its code starts on page 71. 

The input to Deter.m,reBC .s called 'image' and should represent the locat.on 

of the L a B . diffraction pattern. Lhres 22 through 25 of the routine's code defi.re the 

estimated location of the dhect beam mard. a,.d the si.e of 

weighted average will be computed. The values ai-e given m F I T 2 D X a..d V 

I l l s . T h ! first estimate of the beam center, ( . e . , , es . ) ^ (981,1011) , is fallen 

as the pixel within the direct beam .nark with the highest inte.rs.ty. The s . e of th 

box 1 taken large cough to certain all of the beam mark ...tcrs.ty, but s...al 

enough to he enthely .n the th.rd quadrant of the detector surface, so that 

(.nnror) effect of the differe.rce in backgrou,.d ...tensity between the d.fferen 

quadra..ts of the detector did rrot play a role (for more on this, see subsection 5.2.2 

10 
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the main report). Lines 27 through 32 convert the FIT2D coordinates to matrix 

indices m and n. 

The next step is the computation of the darlc current intensity. The darlc 

current is a near-constant electronic background to the diffraction images, present 

even when no sample is mounted and when the beam' shutters are closed, which 

should be subtracted f rom the intensities. The dark current intensities are determined 

by averaging 22 dark current measurements. The corresponding files are read (line 

39) using a small MATLAB-rou t ine called readfrelon2k.m that was aheady wri t ten in 

an earlier project (the code of which is also included in chapter 3), These 22 specific 

measurements (file-numbers 26, through 47) have been used because they were 

recorded using the same exposure time as the d dataset; one second. For the e 

dataset, the exposure time was only half a second; in this case, dark current images 

wi th half a second of exposure time were used. Each of the 22 images was recorded at 

a specific a>setting; however, since no sample was présent the value for to should not 

have had any influence on the intensity. To subtract the dark current intensities as 

accurately as possible, the pixels in the LaB« image are corrected pixel for pixel by 

subtracting the average dark current intensity found for that specific pixel (line 48). 

This also corrects for a phenomenon known as 'hot pixels': faulty pixels which register 

a constantly elevated value for the intensity. Since this defect is independent of 

whether or not a sample has been mounted, the dark current intensity of such a pixel 

w i l l show the same increase in intensity, and therefore on subtraction of the dark 

current intensity the hot pixel w i l l be neutralized. 

Af ter the LaB, image is corrected for the dark current intensities, the refining 

of the location of the beam center commences. The beam center is determined by 

computing a weighted average of the row and column indices of the pixels wi th in the 

box defined at the start of the routine, using the intensities as weights. The final 

beam center location, {mBCnBO), is returned as the routine's output. This value can 

be used in the rest of the analysis as the definitive (albeit st i l l uncorrected for spatial 

distortion) beam center location. Furthermore two vectors rowprof and colprof are 

created, which contain the average intensity per pixel for each row and column, 

respectively. These can be plotted to obtain an idea of the variation of the intensity 

w i t h horizontal and vertical position. 

2.3. Diffraction image visualization - FIT2D 

The aheady mentioned FIT2D is a piece of software available f rom the website of the 

ESRF [5]. Mult iple versions of the program can be downloaded there; the version 

used in this project is vl2.077. FIT2D can be used for various tasks; its main use in 

the current project was the visuahzing of the diffraction images. The data collected 

11 
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by the Frelon2K camera were stored as .edf-files, a file-type used only by the ESRF. 

FIT2D is able to translate these files into images, plot t ing the intensities against their 

horizontal and vertical positions and thus creating a reconstruction of the diffraction 

patterns. Figure 2.3 shows an example of such a reconstructed diffraction pattern. 

This specific pattern was recorded at stripe 0, layer 0, a ;=-17° , w i t h beam 

dimensions of 15x100 \im^ (dataset d). The grayscale of the picture has been inverted 

to allow for easier spot identification. Spots now appear as dark marks on a lighter 

background. 

The diffraction pattern of Figure 2.3 shows some interesting characteristics. 

First of all, the spots can be seen to lie on circles that center near the middle of the 

detector, as follows f rom the application of Bragg's law to the experimental situation 

at hand. Furthermore, the regions of the diffraction image where no peaks are found 

obviously display some considerable background intensity. Clearly, this background 

needs to be taken into account when performing a search for peaks. The background 

intensity does not appear to be constant over the entire detector; for instance. Figure 

2.3 shows a difference between the background intensity on the left-hand side and on 

the right-hand side of the detector. Though this difference is quite pronounced in the 

Figure 2.3; Example of a diOraction pattern reconstructed using FIT2D. Tliis pattern corresponds to 

stripe 0, layer 0, a) = -17°. For easier spot recognition, the grayscale has been inverted. Notice the 

diffi-action spots lie on circles approximately ai-oimd the center of the detector. The difference in 

color between the left-hand side and right-hand side of the image is indicative of a small difference 

in backgromid intensity between the two. This is caused by a software anomaly. 

12 
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aue .0 the . . . . . s » U . . . * e e«ect . o n . ^ ' ^ 
f n 1 % of the average background intensity, i t is piooaoiy 

i „« .eo . -do . . of 0 1 J . p.eae..ce of th. . non-

software anomaly ot the J^ieion^i ,^„;,.pH to be able to correct 

eonstant background, the newly writ ten software was lequued 

the diffraction images for this effect. 

2.4. Calling program - Analyze_4d.m 

f flnP aualvsis of the (i-dataset, called 

T h . sectton P..«e. . t , / - j t / i : t iTa^ =haptot 3 ( .attlng on P . e 

A..aly^e^4d.m. The code of An»lyze^4d .e, P subtoutinee in 

74). Analy.e_4d 1. ..othing .note than a — ^ ' ^ ^ ^ '^^^^ 

, , e eotteot otdet. The ind.,.dna, j ; 4 ! ^ teiat.veiy htief. 
4-- c Tlnpvpfnre the following treatment ot A n a l y z e w u 

sections, iheietoie, rne luxi & . c acjnpcts of the analysis as r r̂ Tr;;.: ::i:t:r: i : : AX_4d i . the deteet.on 

depicted m Figure 2.1. l h e tnst pioc ^^^.^^^ 

nearest neighbors. Ideally, each spot ^ user-defined 

- - r t h e dat^ onttent - - ^ ^ - ^ i i : ! : 
containing the teqnhed spatial distott.on ,^ p „ „ , e the 
heenpe .dbtn .ed , the to t ,«ne n.oveso.. to he t̂^̂^̂^̂^̂^ ^̂ ^̂  ^̂ ^̂ ^̂ ^̂  

""''rtl^trllXtt ^ditectlon and the overlap of st.hse,ne..t slit 

; r : i : : r e T : f t " ^ — - - — — ^ - " ' ^ 

e c l a t e d total .ntensities center ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ , o . n the 

13 
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software ealled GrairrSpotter. A dese.ption hereof i . irreladed hr this elrapter. Finally, 

the software related to the grain eharaeterization is presented, 

2.5. Peak detection - FindPeal«_4d.m, AiialyzeLayer_4d.m 

The Frelo,r2K C C D eamera used for eoUection of the data of the diffraction patterns 

stotes these patterrrs as two-dhrrensional nratriees, eaeh entry beirrg the nurnher o 

counts of the correspondirrg pixel. A diffraction peak wrl reveal rtse f as a 

signtficantly higher number of counts on a specfic pixel. Therefore the first step o 

the analys' is to scan the dtffraction patterrrs for local rrraxima rn the rrumber^ o 

coturts recorded by the earrrera's pixels. This is dorre by the combrrrafon of the two 

routines FiirdPealts^4d.m and AnalyzeLayer_4d.m. 

FindPeaks 4d rs a srrrall routine that repeatedly calls AnalyzeLayer_4d, 

latter is responsible for the actual deteet.on ot the .rraxima This ccrstrtrntion was 

chosen so as not be restricted to havirrg to analyse the etrtire é dataset at orrce by 

havhrg the actual analysis do.re on a single layer, and conthrue perforrmng ths 

a.raly .s on subse,ue.rt layers mrtil the entire set was analyzed t re possr .hty 

r e m l e d to ccrsider only a subset of the data. This conld be u s * l for .nsUnce 

„ h e n one would hke to carry out a quick check of the data or of the softwar , O 

when orre is interested only in a specific part of the gauge volume. The code 

FmdPeaks_4d is given on page 76; AnalyzeLayer_4d starts on page 77. 

2.5.1. Global outline 

As merrtioned above, Fi..dPeaks^4d is orrly a shell that repeatedly calls the actt,al 

analysis routi..e. The amou..t of code, therefore, .s hmited. The .x,ut.,re starts by 

computing the dark current inte..sit.es in the same way as .s done " 

by averaging the intensit.es from 22 separate dark current .mages The code con d 

have been wr.tten so as to carry over the dsxk current ..rtens.t.es computed ,„ 

Analyze 4d into Fi.rdPeak^4d, removing the need for recomputmg them there. 

Howeve.: by having them recomp.,ted the possibihty remai..s to oper. e 

FindPeaks 4d as a stand-alo.re ronthre, w.thot.t having to call Analyze^4d. Th.s .s 

useful for n.sta.rce when o.re is only interested m a first estmra.e ^ ^ ^ J ^ ^ 
peaks. The datk cnrrerrt computation is eo.rtai.red in hnes 19 through 2^ After 

dark current has been co.rrputed, the actual peak search ,s in.t.ated. Ftrst of aU t « 

matrrx Peats is hutiahzed, winch will evctually co..tain the outpu of the pro .arm 

Then a double loop is started over all three stripes (..mnbered 0 through 2 a..d all 

layers (60 per stripe, numbered 0 through 49). For each eombinat.on ' ^ ^ ^ ^ ^ ^ 

layer, line 35 calls AnalyzeLayer^d a..d collects its output as a .natrrx „. Tins 
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matrix is then appended to Peaks, wlaich in tliis manner is filled stepwise w i t h the 

output of all the different calls of AnalyzeLayer_4d. Finally, line 42 writes Peaks 

away into a tab-delimited text file at the specified location, 

AnalyzeLayer_4d performs most of the work in the peak search part of the 

analysis. I t is partly based on routines wri t ten at an earlier stage by dr. Enrique 

Jimenez-Melero of the Reactor Institute Delft . Figme 2.4 shows a flow chart of the 

routine. After commencing by declaring some settings, masks are created that cancel 

all data that are not of interest to the current analysis. A loop is then started over all 

images corresponding to the layer under investigation. Each image is read, after 

which the peak search is executed in two steps - one for each diffraction ring. The 

results of the search are appended to the hst of peaks identified earher, thus creating 

a single list containing all peaks for this layer. 

The following subsections provide in-depth treatments of the various processes 

identified in Figure 2.4. The input variables to the routine are the stripe number and 

layer number, which together define the slit setting of interest. Furthermore, the 

matrix of dark current values is carried over f rom FindPeaks_4d.m. For 

AnalyzeLayer_4d to be used as a stand-alone program, one would only have to 

perform a simple cut-and-paste operation of hnes 19 through 25 of FindPeaks_4d, i n 

Start 

Parameter settings 

Mask creation 

Loop over (x^settings 

Read and mask files 

Loop over rings 

T 

Peak search 

Append results 

J: 
Finish 

Figure 2.4: Plow cliai-t of tlie pealc detection process. The routine seaixhes for difïi-action pealcs within 

the images recorded for a specific slit setting. This is done by looping over and over the diffraction 

rings, and then performing a pealc search for each iteration. 
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combination with eotae tmnot adin.tment, in tho tont.ne. code, to tnciude the dath 

current computation in tlie routine itself. 

2.5.2. Diffraction ring definition 

The touttne e o n _ wtth a qtnck ehech ot the input values fot the sttipe and 

I ' e t n - t * e i (lines 15 thtough 23). If these ate not within the expected t a n g e . ^ 

: message is displayed and couttol is passed bach to the calhng ptogtam^ Afte 

•s sotue patametet settings ate declated. These valttes teqmte ehaugmg when a 

d L i r m l l a l Ol- dataset is analyzed. Hnes 28 thtough — 

and maximum difftaction angles fot difftactions ftom 

The theotetical difftaction angles follow ftom the Btagg ctitetion. Poi the st el tmdei 

r i L t i o n in this thesis pto)ect, at a tenipetatute of 12.3 K , ^ 

parameter and the diffraction arrgles are „ , = 3.6579 A , 2t/,„ * 

2 = 6 9 - . respectively. Based on visual inspection of the diffraction rings (usi 

FX), a hand around these angles was defined to allow for small 

theorettai angle. Effects contributing to the formation of ^ ^ ^ ^ J ^ ^ ^ 
diffraction angles for a specific {W}-family include the incoming beam not bemg 

monochromatic, the beam being shglrtly divetgent, and the oecmreiice of local 

deviations in lattice parameter. intrinsic 

Figure 2.5 iUusttates the influence of yet another effe t the intiins 

assumption of a point-sized sample. It displays a top view (simphfied and no to 

Z f the diffraction process. Note that strictly speahing the front and back side of 

h e i n p l e were slightly curved, since the sample was cylindrical, but thrs curvattue 

or! ted m the illustration. Using a single value fot the sample-detector distance L 

r d T h e location of the beam center . .c . effectively introduces the assumption of a 

Toint Led diffraction source, since it fixes the origin of the diffracted beams to a 

(the centet of the ilhunmated volume, as shown in the figtite) n reality^ 

the diffracting grain can be located aiiywhete withm the lUummated 

« m " l ^ ha,f the length/helght/wldth of the volume in 

h of'the corresponding dimensions. Figure 2.6 depicts (albeit two dimensionally) 

he si lation for which the error is largest, when in reality the difftactiiig gram Ires m 

c er of the illuminated s.ea instead of in the middle. The diffraction spot is an 

ex ra L « I r e r away from the beam center, and therefore when the diffractie 

i t calculated this leads to a higher value of 2 . instead of 2« An estimation of 

this error can be made in the foUowing manner. 
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w beam 
AR 

AR 

Figure 2.5: Outline of how the assumption of a point-sized difh-action source leads to errors in the 

diffi-action ai.gle. The assumption is introduced impUcitly hy taking a single value for the sample-

detector distance L , , and the beam center location b.c. If a grain is not located iir the center of the 

illuminated volume but in one of the corners, this leads to an increase in the distaiice from the beam 

center of AR, translating into a deviation ofthe measm-ed diffi-action angle of A(20)=20'-20. 

The vahie of AR can be seen to equah 

AR _ 1 + i D t a n ( 2 ö ) (2.1) 

m which w,^^„, represents the width of the beam, and D represents the diameter of the 

sample. The expression for the observed diffraction angle 20' is: 

U„{29') = ^ = ta . (2ö) + M (2.2) 

For smaU angles, a straightforward Taylor expansion shows that the tangent of an 

angle is approximately equal to the angle itself (this requhes the angle to be 

expressed in radians instead of in degrees). For instance, for an angle « = 1 0 ° , we 

have: 

tan a [°] = tan a X rad 
180 

= tan(0.175 [rad])=0.176 « a [rad] (2.3) 
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Given tlie fact that the derivative of tan(a), [ t an (a ) ] '= 1 + tan'(a') , increases 

continuously f rom 1 to approximately 1.03 over the interval 0° < a < 10° , i t follows 

that the assumption of tan (a) = o; is a valid one on this interval. 

Using this assumption, the difference between the computed diffraction angle 

and the theoretical diffraction angle, A(2é) , can be expressed as: 

A(2«) = 2« ' -2» = M = 3 « . ± ^ ^ ? 5 M (2,4) 

The amount of deviation therefore depends on the ring of interest (reflected through 

the tan(26')-term), the dimensions of the beam and sample, and the sample-detector 

distance. For the experimental settings of the e-series (cylindrical sample wi th 

diameter 1 mm., beam wid th 300 (xm.), the {220} diffraction ring (which is associated 

wi th a 26i-angle of 6.9° or 0.12 rad), and a sample-detector distance of 241 mm. (for 

the exact derivation of this value, see the main report), equation (2.4) predicts a 

systematic error in the observed diffraction angle of about 0.87 mrad or 0.05°. So, for 

these experimental settings the implicit assumption of a point-sized diffracting 

vohrme introduces a total bandwidth of 0.1°. Add to this the influence of the other 

broadening effects mentioned above, and i t becomes clear that the visually 

determined bandwidth of a few tenths of a degree in either dhection can well be 

explained on a physical basis. Note that this analysis also holds for the f^series, in 

which case Figure 2.5 represents a side view instead of a top view. 

2.5.3. Intensity threshold 

Line 57 of AnalyzeLayer_4d lays down the intensity threshold for this particular 

dataset. That is, the intensity f rom a pixel is required to be larger than this threshold 

value in order for the pixel to be considered a peak. In this case, this threshold equals 

twice the square root of the average dark current intensity: 

in which Ij^ a represents the dark current intensity. The average of this intensity is 

calculated over all pixels in the DarkCurrent matrix. 

The justification of the criterion described by equation (2.5) is as follows. A 

criterion of the fo rm used in this routine is usually built around an expression of the 

form 

/ M „ , = na,, (2.6) 
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in wli icl i Ĵ ,-,, represents the threshold and a^^j the standard deviation in the 

background intensity. Generally, the arrival of background counts is modeled using a 

Poisson distribution [12]. When the average value of such a Poisson distribution is 

high enough (say, larger than 10), this distribution can be approximated using a 

normal distribution wi th mean and variance equal to the average of the Poisson 

distribution [13]. This implies that equation (2.6) can be rewritten as 

wi th <IBG> representing the average background intensity. A value for n of 2, for 

instance, implies that about 2.3% of the pixels w i l l have a background intensity 

higher than the threshold value [12]. For a value of 3, this fraction drops to only 

The average background intensity is computed by defining two background 

rings. I n this manner, i f a dependence of the background intensity on the distance 

f rom the beam center exists this should be visible f rom the data, The first and second 

background ring are located between the austenite's {200}- and {220}-, and {220}-

and {311}-ving, respectively, implying that no diffraction spots are expected wi th in 

these rings. Therefore, by determining the average intensities of these rings the 

average background intensity of the dataset can be determined, and hence the 

threshold criterion of the form of equation (2.7) can be constructed. The value of n is 

determined by a trial-and-error type process, in which 2 is taken as the starting value 

(a value commonly used for these types of criteria) which can subsequently be refined 

based on the amount of pixels incorrectly identified as peaks. 

Note that equation (2.5) implies that the only contribution to the background 

intensity comes f rom the dark current. In general, there w i l l also exist a non­

electronic background contribution. This contribution comes f rom effects like thermal 

scattering of the x-rays, and is expected to be dependent on such parameters as beam 

dimensions, beam current wi thin the synchrotron storage ring, and temperature. For 

the d dataset, however, this contribution turned out to be negligible. The background 

intensities for the diffraction images of the d dataset were computed by defining two 

background rings per image (defined using minimum and maximum 2va lues : 

5.5 <29 < 6.5 and 7,5 <29 < 7.8 for background rings 1 and 2, respectively). Since 

these rings lie well outside of the range of the austenite diffraction rings as given by 

the Bragg criterion and listed at the start of the routine, the only intensity expected 

wi th in these rings is background intensity. Computation of the average background 

intensity wi th in such rings constantly produced values wi th in one or two counts of 

the dark current intensities. Table 2.1 lists the average intensities of the two rings. 

(2.7) 

0.1% 
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<IBGI> and <IBG2>^ for the diffraction images f rom tlie d dataset, together w i t h the 

average dark current intensitj ' <Ina>> averaged over aU pixels f rom all the 22 dark 

current images wi th an exposure time of 1 second. I t can be seen that the average 

values of the intensities for the fi-series background rings are wi thin only a single 

count of the average dark current intensity per pixel, Therefore, the threshold 

intensity for a peak in the d measurement as described by equation (2,5) can be 

based solely on the average dark current intensity. 

Table 2.1: Average intensities for the background rings in the two datasets, <JBGI> and <IBG2>J 

compared to the average intensity of the dark cm-rent images used for correction of the respective 

dataset, < I D C > . Whereas the values for the ct-series ai-e neai-ly equal, the e-series appears to contain 

a significant contribution from the non-electronic background. 

<IB.G.I> ( # counts) <IB.G.2> ( # counts) <Io.a> ( # counts) 

d-series 1001,0 1001.1 1000.3 

e-series 1019.3 1020.7 1000.4 

Table 2.1 also lists the average background intensities for the e-series diffraction 

images together w i th the average dark current intensity, the latter being computed 

using ah dark current files w i th an exposure time of 0.5 second. In contrast to the d 

measurement, for the e-series the values do differ significantly, so there is a clear 

contribution of the non-electronic background to the total average background 

intensity. This difference between d and e could be caused by the fact that the 

illuminated area for the e-series is three times as high as for the (i-series, leading to 

increased scattering and conseciuently a higher background level. Note that the 

average background intensity of the inner background ring, </eGi>, is somewhat 

smaUer than the average intensity of the outer background ring, <IBGI>- I n other 

words, the thermal scattering of the x-rays appears to increase shglitly w i th 

increasing radial distance f rom the beam center. This phenomenon can be understood 

in hght of the increased thermal scattering wi th increasing diffraction angle, visible 

also in the sin(6)-term in the expression for M in the Debye-Waller factor [14] (see 

subsection 3.1.3 of the main report), 

Due to the non-electronic background contribution, the threshold criterion as 

used for the analysis of the drsexies (whether i t be wi th n = 2 , like in equation (2,5), 

or w i th another value for n) no longer suffices, A different criterion is required, which 

compensates directly for the higher background intensity. This criterion eventually 

became: 
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W = 3 ^ / Ï Ö 2 0 + ( l 0 2 0 - ( / ^ , ) ) (2.8) 

This equation can be seen as an adaptation of the / j , , ; , , , = na mentioned earher, 

liowever in tins case n = 3 and an offset of (1020-</£,o>) is included. The value of cr is 

changed f rom <IDG> to 1020: the value of the average background intensity in the e-

series diffraction images, Taking a single value for o", independent of pixel location, 

ignores the structural increase in the background intensity wi th increasing distance 

f rom the center, but this is justified since this error is only a small effect, reduced 

even further by the square root operation. The offset in equation (2.8) is required as 

a consequence of the way in which the background correction is carried out. Before 

the scanning for peaks is started, the diffraction image is first corrected for the dark 

current intensities by subtracting f rom each pixel in the image the average intensity 

of the corresponding pixel in the dark current images (see for instance line 134 of the 

AnalyzeLayer_4d code), The correction for the non-electronic background, however, 

is postponed to a later stage. The main reason for this is that the background 

intensity of pixels wi th in a diffraction ring, but not belonging to a peak, might be 

higher than the background intensity of a pixel wi th in a background ring. This 

implies an extra radial dependence of the background intensity, requiring a more 

complex correction scheme and prohibiting this f rom being carried out before peak 

scanning. This does mean, though, that at the moment of peak scanning aU pixel 

intensities stih contain a contribution f rom the non-electronic background. Since this 

contribution should be ignored when scanning for peaks, an offset of (1020-<IDO>) is 

included. One could also deal wi th this problem by subtracting a value of 1020 

instead of <ID,G.> from all pixels. I n that case, however, element-wise correction 

would no longer be possible, and the problem of hot pixels as described in subsection 

2,2.2 would reappear. Therefore the choice for the solution presented here was made. 

The final deviation of equation (2.8) f rom equation (2.5) encompasses the 

choice for n = 3 instead of n = 2 . As mentioned, 2 is a common starting value for n, 

but this value can be refined by a trial-and-error type of process. After ini t ia l ly 

running the peak search wi th n = 2 , the results showed a large amotmt of pixels that 

were identified as peaks but, as turned out f rom visual inspection of the data, should 

have been discarded. Most notably the list of peaks contained many pixels that were 

situated near the edges of real spots, and were in fact a part of those spots, but that 

were mistakenly identified as separate peaks due to small perturbations i n the 

intensities in the vicini ty of these pixels, By increasing the value of n to 3, many of 

these pixels did not reappear in the hst of peaks, Note that this increase of n could 

theoretically also lead to the discarding of small but real peaks. However, this is 

expected to only be a minor effect for dataset e since the average grain size is 
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expected to be relatively large due to the austenitizing treatment of 1 hour prior to 

measuring. 

2.5.4. Mask computation 

Equation (2.5) describes the criterion that any pixel in a ci-series diffract ion image 

must f u l f i l l before i t can even be considered as a peak (or, equivalently, equation 

(2.8) for dataset e). This criterion is formulated in the code in line 57. The following 

step is the computation of the masks of the diffraction rings using the routine 

GreateMask2DTilt.m. Each ring has its own mask, Mask_A200 and Mask_A220 ior 

the austenite {200}- and {220}-xmg respectively. These masks are matrices of the 

same size as the diffraction images, which contain only I's and O's: a 1 for each pixel 

that lies wi th in the diffraction ring, and a 0 for any pixel outside of this ring. I n this 

way, when the diffraction image is multiplied hy a mask in an element-wise manner, 

all pixels w i l l be set to 0 except those wi th in the diffraction ring of interest. This 

effectively masks off the part of the detector not of interest to the analysis; hence the 

terminology. 

Figure 2.6; Schematic representation of the characterization of the degree of detector misalignment. 

When tlie detector screen is not placed perpendicular to the incoming beam (striking the screen at the 

beam center b.c), the detector plane changes from the ideal plane A to A'. The degree of 

misalignment is completely characterized by two angles; 77j,, the angle between the vertical k and the 

rotation axis /, and ip, the angle between A and A' (known as the tilt angle). 
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The routine CreateMasl<2DTilt.in had already been writ ten prior to the start 

of this project. I t was wri t ten by dr.ir. Niels van D i j k of the Reactor Institute Delft ; 

the code of the routine is included in the appendix (page 85). The required input 

data are the sample-detector distance and pixel size, the characteristics of the 

detector misalignment, the location of the beam center, and the minimum and 

maximum scattering angles of the ring of interest. The detector misalignment is 

entered using the two angles cp and ?/y as defined in Figure 2.6. This amount of 

misalignment is required because this determines the degree to which the diffraction 

rings have been distorted into ellipses. The routine compensates for this by giving the 

masks an ellipsoidal shape ecpal to that of the distorted rings, so no data are lost 

when the masks are applied. The location of the beam center follows f rom the 

computation of the weighted average beam center location around the direct beam 

mark performed by DetermineBC.m (see subsection 2,2.2), 

After the mask creation, some 35 hnes follow that determine the outermost 

pixels of each mask. I n this way, the rectangle inscribed by the masks can be 

reconstructed, so that the actual peak scanning can be restricted to this area and 

does not include all of the pixels in the outer regions of the detector. This principle is 

illustrated in Figure 2.7. Note that all of the pixels on the detector area have already 

been set to zero by the masking operations, except for the pixels that lie between the 
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Figure 2,7: Schematic representation of the reduction in peak scanning area after the application of 

a mask. The masking sets all pixels to zero except those that lie in the ring of interest (dark shades). 

By subsequently reducing the scanning area to the rectangle enclosing the diffraction ring (dashed 

line), the majority ofthe detector area can be ignored (light shades). The remaining pixels (wliite) 

have been set to zero by the masking and therefore will not yield a peak. 
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two ellipses (this area is highlighted by the dark shades). By refining the scanning 

area to the rectangle enclosing the outer ellipse, all pixels further away f rom the 

beam center are ignored (the light sliades in Figure 2.7). This greatly reduces the 

amount of pixels to be scanned, especially since the two rings of interest in this 

project ('}^200 and '}^220) are located close to the beam center. The scanning area stil l 

contains a relatively large amount of pixels outside of the area of interest (these form 

the white area in the illustration), but since these have been set to zero by the 

masking none of these pixels wi l l show up in the resultant list of peaks. 

2.5.5. File read-in 

Now that the starting parameters have been set and the masks have been 

constructed, the actual image anal3'-sis can commence. Remember that this routine 

analyzes a single layer per call, and that each layer of the sample was scanned over 

an arrange of 92° in 92 steps of Aaj= 1° (for more on the experimental approach, see 

subsection 3.1.2 of the thesis report). Therefore the image analysis begins by looping 

over these different o^values. For the analysis of a diffraction pattern, however, the 

neighboring files in o^space on either side are also required (as w i l l be explained later 

on). Since these are unavailable for the files corresponding to the two outermost oj-

settings ( a ;= -30° and a ; = + 6 1 ° ) , these two are not included in the loop. So, line 112 

of the code shows the loop running f rom -29° to +60° . Given the small rotation of 

Auj= 1° applied at each a>setting, this corresponds to an angular scanning region of 

90°. 

I f LÜ equals -29°, three different diffraction images are read, First of all, the 

diffraction image corresponding to ^ = - 2 9 ° is read. Line 118 computes the associated 

file number, after which line 133 reads the file using readfrelon2k,m, the small routine 

that was already mentioned earlier. The image is subsequently corrected for the dark 

current intensities (line 134), and the masks for the two rings of interest are applied, 

creating two new matrices which wi l l be used later on for the actual peak scanning 

(lines 135 and 136). After this main diffraction image has been retrieved, the two 

neighboring files in O A s p a c e are also read and manipulated in the same manner. As 

mentioned above, these files are needed for the actual peak scanning process. So, 

although the files corresponding to an to of -30° are not scanned for peaks themselves, 

they are used in the scanning process of the neighboring files. The same goes for the 

files w i th UJ= +61° , 

I f LU is unequal to -29°, then the process of file read-in can be simplified, 

because two of the three files used in the peak scanning at the previous Ci^setting can 

be reused for the current operations; they just need to be renamed. This renaming is 
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coded in lines 255 through 258. The only new file that needs to be read f rom disk is 

the file corresponding to the subsequent (^setting; lines 259 through 276. 

Lines 178 through 251 contain code that deals w i th some specific anomalies of 

the d dataset. First of all, during the analysis of the d dataset i t turned out that one 

of the files (file number 0038, corresponding to stripe 0, layer 0, a ; = + 8 ° ) was 

missing. I t appears something went wrong here during the data collection. The 

implication hereof is not only that this specific file cannot be analyzed, but that the 

same goes for files 0037 and 0039, the two neighboring files in o^space. Hence these 

three files are skipped, using the continue statement to move on to the next iteration 

of the loop. Due to the skipping of these three files, when file 0040 is analyzed all 

three required images need to be renewed. So, lines 189 through 214 repeat the file 

read-in that is normally carried out when a ;=-29° . Lines 216 through 251, finally, 

deal wi th another abnormality in the dataset, namely that file 3141 represents a 

matrix of dimensions 2047x2048 instead of 2048x2048. For some reason the 

recording of the data was not performed correctly, and one row of values was lost, 

Inspection of the image suggested that this was probably the bottom row of the 

detector. The routine readfrelon2k.m works by first going to the end of the file, then 

counting backwards 2x2048^ bytes (each pixel is represented by two bytes), and then 

reconstructing the diffraction image f rom that point on. Therefore, the top row as i t 

is constructed during file read-in is discarded (this row contains corrupted data in the 

form of numerical representations of ASCII characters f rom the file's header), and an 

extra row of pixels w i th intensity 1000 (the approximate dark current intensity) is 

added at the bottom. From here on, the analysis can continue as usual. 

2.5.6. Pealc detection criteria 

Now that the recjuired files have been read and masked, a new loop is started, this 

time over the two rings of interest (line 280). The current ring is identified by the 

counting variable ring, which is then used in a switch/case-construction to pick out 

the correct masked images and scan area borders (lines 282 t i l l 301). The correct 

masked image is now available together w i th its neighbors in c<>space, and the actual 

peak searching can commence. This process starts f rom line 305 downwards. A double 

loop is started over the row and column indices of all pixels in the area of interest. 

The intensity of each pixel is first checked against the threshold intensity as given by 

ecjuation (2.5). The major i ty of the pixels w i l l not pass this criterion, either because 

their intensity has been set to zero by the masking procedure or simply because they 

do not belong to a spot. 

Those pixels that do have a high enough intensity are then subjected to 

another criterion: their intensity is required to be higher than (or equal to) the 
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intensities of all its neighbors. This criterion is formulated in lines 308-312. Figure 2.8 

presents a schematic representation of how this validation works. The pixel's 

intensity is first checked against that of its 8 neighbors wi th in the same image. In 

this way, when a pixel belongs to a spot but does not constitute that spot's center, i t 

w i l l generally not be regarded as a peak on its own because its neighbor in the 

direction of the spot center w i l l usually have a higher intensity, I f the pixel does pass 

this test, i t is subsec|uently compared to its 9 neighbors in both the preceding and 

succeeding file in t<>space. This ensures that the pixel is not part of the tale of 

another spot at a neighboring a>setting. This is relatively unlikely, though, since 

lattice strains should be small due to the austenitizing treatment and since the 

sample wasn't deformed prior to the measurements. Therefore, the spread in lattice 

orientation within a single grain is expected to be small and hence the chance of a 

single grain producing intensity at multiple values for to is also minimal. 

When a pixel has an intensity higher than the threshold, and its intensity is 

also the highest one wi th in the 3 x 3 x 3 box in {x,y,uj)-spsice, then that pixel is 

identified as a peak. Several characteristics of the peak are now calculated. These 

include its distance f rom the beam center R, its exact diffraction angle 20, and its 

azimuthal angle rj. Furthermore, a first indication of the size of the peak is calculated 

Figure 2.8; Schematic representation of the second part of tlie peak scanning process. The pixel 

indicated with a cross has an intensity higher than the tlireshold intensity. It is then checked against 

the intensities of its 26 neighbors in tln-ee-dimensional (a:,y,a')-space. When the intensity of the pixel 

in question is larger than or equal to the intensities of all of its neighbors, it is identified as a pealc. 
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by determining tlie half-width half-maximum ( H W H M ) locations of the peak. For 

each of the six directions (x, -x, y, -y, cu, -uS) the distance to the pixel at which the 

intensity has dropped to half the intensity of the peak's maximum (or less) is 

determined. For each of the three dimensions, the average of the two corresponding 

values (rounded up) is then taken as the H W H M value, providing a first estimate of 

the peak size. Note that the H W H M value in the o) direction can never be more than 

2 pixels. As mentioned earlier, a H W H M value of 2 is already quite unlikely; the 

possibility of a higher value is neglected. This also prevents the additional problem of 

having to read in extra files in order to check the pixel's intensity beyond its nearest 

neighbors in o^space. 

A l l of the peaks' characteristics are wri t ten into column matrices. As soon as 

the loop over all pixels in the area of interest is finished, the length k of these column 

matrices represents the number of peaks found in the diffraction r ing under 

consideration. These matrices are then concatenated, and subseciuently appended to 

the matrix u, which contains the results of the previous scans. The matrices are 

cleared again, and the process is repeated for the second ring. After this task has 

been performed, the next iteration of the loop over LO is started. I n this way, at the 

end of all the loops (line 422), matrix u contains the characteristics of all the peaks 

found for the slit settings defined by the input parameters stripe and layer. This 

matrix is returned to the calhng program as the f inal output of the routine. I n the 

case of the current project the calling program was FindPeaks_4d.m, which 

appended the output u to the larger matrix Peaks, which eventually became a list of 

all the peaks found in the 4^d diffraction images. This hst was carried forward to the 

next part of Analyze_4d,m; the characterization of the corresponding spots, 

2.6. Spot characterization - ShellCheck 4d.m 

FindPeaks_4d,m has created a list of all the pixels i n the 4d diffraction images that 

have been identified as a peak. This imphes the intensities of these pixels are 

significantly higher than the background, and they are higher than (or equal to) the 

intensities of their 26 neighbors in {x,y,Lo)-s^ace. The hst contains various attributes 

of these pixels, such as their location on the detector, their diffraction angle, their 

intensity etc. Furthermore, for each pixel the list contains an estimate of the size of 

the corresponding spot in the form of three half-width half-maximum ( H W H M ) 

values, one for each dimension. 

Clearly, though, the spot size as follows f rom the H W H M values w i l l not 

always be acceptable for use in further calculations. Especially for larger spots the 

amount of intensity in the tails of the peaks can be considerable, and a large amount 

of this intensity would be lost i f one were to use the H W H M values for the f inal spot 
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dimensions. Tlierefore, a refinement of tlie spot size is required; the H W H M values 

can then serve as a first spot size approximation to the routine. SliellCheck_4d.m 

was writ ten wi th this purpose. 

2.6.1. Global outline 

This subsection presents the global structure of ShellCheck_4d,m. After this 

subsection, the individual processes carried out in this routine wi l l be treated in more 

detail. 

Figure 2.9 shows a flow chart of the entire routine, which analyzes a single 

peak per call. When the routine has been called, first some parameter settings are 

declared. When this has finished, a loop is started to determine the exact size of the 

diffraction spot in question. This is done on the basis of three objects: a peak box 

(representing the current assumed spot size) and two surrounding shells - for a 

detailed explanation of this procedure, see subsection 2.6.2. First of all, the peak box 

BoxO and the surrounding shells ShelU and Shell2 are created. This is done using the 

H W H M values associated wi th the peak under consideration, which were determined 

Start 

Parameter settings 

B o x and shell creat ion 

Background 

in tens i ty compu ta t i on 

Cr i t e r ion evaluat ion 

Spot character izat ion 

Spatial d i s to r t ion 

correct ion 

F in i sh 

Figure 2.9: Plow chart of the spot characterization process. The routine determines the dimensions of 

diffi-action spots represented by previously detected peaks, and characterizes them in terms of total 

corrected intensity and center of gravity detector coordinates. These coordinates are subsequently 

corrected for the spatial distortion of the image introduced by the setup's optics. 
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during t l i e peak search performed by FindPeaks_4d.in. For each of the two shehs, 

the average background intensity per pixel is determined as a function of the pixel's 

distance to the beam center. The outcomes are subsequently compared on the basis of 

a criterion determining whether or not the two are approximately equal. I f the 

criterion is satisfied, the spot dimensions are accepted and carried on to the next part 

of the routine. I f the criterion is A u o l a t e d , the peak box and shells are redefined and 

the analysis is repeated; this is done un t i l the spot dimensions are adequate. 

When the routine has arrived at the correct spot dimensions, the analysis 

continues by characterizing the entire spot in terms of its total corrected intensity 

(corrected, in this case, meaning that both the electronic and non-electronic 

background contributions have been filtered out) and of its center of gravity detector 

coordinates, Finally, these coordinates are corrected for the spatial distortion that 

was introduced by the optics system during data collection (see subsection 2,2.1), 

This yields the corrected center of gravitj^ coordinates and total intensity of the spot, 

which are then presented as output to the calling program. 

The exact M A T L A B code of the routine is given in the appendix and starts on 

page 87. As mentioned above, the routine analyzes a single peak per call. The 

required input are the peak's characteristics as provided by the peak list created at 

an earlier stage by FindPeaks_4d.ni. This includes the file in which the peak was 

found (in terms of stripe, layer and LU), the location of the peak within the diffraction 

image (ringnumber, row, column) a n d t h e H W H M estimates of i t s dimensions 

(deltarow, deltacolumn, deltaomega). Furthermore, t h e dark current intensities 

(DarkCurrent) a n d t h e matrix containing t h e spatial distortion corrections 

(SDMatrix) a r e carried over f rom t h e calling program. This prevents having to 

recompute these matrices each time SliellCheck_4d is called, 

2.6.2. Non-electronic backgromid correction 

The essence of deciding i f t h e spot dimensions have b e e n s e t correctly, is determining 

whether or n o t t h e peak b o x contains all pixels t h a t show an increase in intensity as 

a result of t h e diffraction spot. Hence, some criterion is required to determine 

whether or n o t t h e pixels bordering t h e peak b o x have an intensity t h a t is higher 

than expected f o r pixels t h a t do n o t belong to a spot, in other words an intensity 

higher than c a n reasonably be attributed to t h e background. The average background 

intensity w i l l generally show a dependence on t h e distance f rom t h e beam center R, 

as visible f o r dataset e in Table 2,1, As explained in subsection 2,5.3, this is mainly 

caused by t h e increased thermal scattering at higher values f o r R. 

So, ShellCheck_4d,ni needs some w a y of determining whether t h e intensity of 

pixels bordering t h e peak b o x could reasonably be attributed to t h e background or 
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not; however, the average background intensity is not something that can be 

determined simply by averaging a few pixel readings at some distance f rom the beam 

center at which no peaks are expected. Determination of the average background 

intensity wi thin a diffraction ring is a complicated procedure, as computing this 

would require knowledge of which pixels wi th in such a ring are part of a spot and 

which are not, since pixels belonging to a spot should not be included in this 

averaging procedme. This, in case, would requhe prior knowledge of the threshold 

intensity, which depends on the average background intensity; and this is exactly 

what we are t rying to determine. The only way to directly determine the average 

background intensity would therefore be some kind of iterative procedure where one 

would start w i th a certain value for the average background intensity (for instance 

the average of all pixels in the diffraction ring, so including those belonging to a 

peak), determine which pixels belong to peaks and which don't, and use this 

knowledge to recompute the average background intensity. This new value can then 

be used for the subsequent iteration. This could be repeated un t i l the computed 

intensity no longer shows any significant changes. The resulting routine, however, 

would be complicated and time-consuming. 

Therefore, a different approach to this problem was designed. This was mostly 

done by dr. Enrique Jimenez-Melero of the Reactor Institute Delft . The approach is 

based on the definition of two shehs: Shelll, which strictly envelops the peak box 

(designated as BoxO) in aU three dimensions, and SheU2, which strictly envelops 

Shehl. The situation is visualized in Figure 2.10, This figure depicts a pixel which 

has been identified as a peak, at a distance R^, f rom the beam center. This pixel also 

has H W H M values associated with i t . These values are used to construct a box 

around the peak which serves as a first approximation to the actual spot dimensions. 

Around this box (BoxO) the two shells are defined. Note that, although the figure 

only displays a single diffraction pattern and hence only visualizes the procedure in 

the two-dimensional (a;,y)-space, the peak box and surrounding shehs also extend into 

a>-space. 

As mentioned above, the main diff icul ty surrounding the determination of the 

f inal peak dimensions is the dependence of the non-electronic background intensity on 

the distance f rom the beam center R. Since the pixels wi th in BoxO - the pixels that 

together form the entire spot - as weh as the pixels in Shehl do not have a constant 

distance to the beam center, the non-electronic background correction they require is 

not constant either. For each distance to the beam center, a separate average non­

electronic background intensity value should be computed, so that each of the peak's 

pixels can be corrected wi th the appropriate value. 
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ae or .he e„„eet . .e of the pe.. „ o . „o„„d . pe. . a. . d..a„ce B . o . he W 

, ShelU is . .hell ot a angle pixel ia . Idth a.o„„d tho peal box Bo.O. wherees SHeUO. also 

: : : p , : , : i : e l o p . . . . . . « 0 1 » . . . . . . . . . ^ .he „ . „ e o . , . . . . . d e t , o t o , . , » d , 

d„ec«o„ , the poaU box .nd the two enveloping .hell, al.o extend into a..p.c.. 

This 1. done in the followtng ntannet. Pot aU of the ptxels in BoxO Shelll and 

SheU2 the distanee to the beant eetttet (in ttnits of ptxels) ,s eotnpnted. These 

" „•ces ate tonnded to integet nttntbets so that a d,sctete < > > - * " 7 ^ ° ~ 

aronnd . „ is fotnted. Bependin, on «te - ' ^ ^ ^ ^ 

tn 10 pixels H W H M in either dnection), SheU2 for mstance w m y i ' 

x is r̂ h tadtal dlstattcee varying between (i.,-10) and ( K , « 0 ) . Snbse,nently. ot 

both shells, the httensities of pixels that have the sante dtstance to tIte bea.n cen^ 

a avetag d. In this ntantret, a hst ts created fot each sheh wh.ch eontarns the 

I t i r o f the pixels within that slreU to the heanr centet and theh cortespon .ng 

" .rfensity The foUow.ng teasoning is ..ow applied. If Shelll does not contatn 

a i ; n ens.ty ft nr the spot .n BoxO, a..d She,12 does not contatn a,.y .ntens.ty ftom 

Iny Trerghb ring spot, then both shells o..ly co.rta,n background .nte..s. y and 

i r the a v l a e backgror..rd intenstty of pixels in Shell! at a ^ ^ ^ ^ 

trcn the bea.n center should be approximately e,r.al to that of ptxels ,n Shell2 at the 

.startce. So, the avetage ...te..sity of p,xe,s w.th.n SheUl as a fane .o ^ 

, (m> is compared to the average mtensity ot pixels 

distance to beam center, <Js;,il^J->' cumpax i r n 

distance vo , ^ r (R)> U these are approximately equal for ah 

wi th in Shell2 at the same distance, <Is,a{R)>' ^ , , , P „ t e d as the 

values of R that fah wi th in Shehl, then the peak box dimensions aie accepted 

31 



Chapter 2: Software package 

« . . . a . . e . . o . . A . * . s can coaUaae. a . n , the backp-oaad « 

: , " cJo ...» p . o c c a a . . e . e c a . a a.a..a If S h e , , confafns Mghc. 

fhao Shcni, fhea . appc.e - - ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

: : : a : r : r c e " ^ ^ - "'^^ - - - -

x-efined unt i l the con-ect dimensions have been obtained. 

The ei-itei-ion used for detennining whethei- oi- not < ^ - ( ^ ) > 
• iplv Pnual' is based on the normal approximation to the Poisson 

are 'approximately equal is threshold 
distribution, and follows a reasonmg s imüai to that ot y 
! t L ou lined in subseetion 2.5.3. I t is assumed - as is eommon praetiee - tha 

h T a l g r o u n d intensity follows a Poisson distribution [13]. I n that case usmg the 
the backgiom y ^^^^^^ of a pixel at a certam distance 

— c ! ; he a p p — a h , a ^ ^ ^ ^ ^ ^ ^ ^ ^ 

. 1 ,n tbP intensity's average. Remember, however, that t l ie 

Z i i n — S l X a : s : ; 2 : e a c l l l y averages o f — p i x . a h . at 

distance R. Averaging N observations f rom the same ^ ^ ^ ^ ^ ^ ^ ^ ^ 

.educing the variance of the average by a factor of N as compared to ^̂ -â ^̂ ^̂ ^̂ ^̂ ^̂ ^̂ ^ 

a single observation. So, if SheUl contains pixels at a distance ^ - " ^ 
, • the average background intensity m Shelll at K 

center, then the variance {ashi) average & 

can be approximated by: 

, .2 ^ ( I . , . i (^ ) ) (2.9) 

A s.mha.- expreeefoa can he writfen for fhe vanance .a ^ - ' - - ^ j * 

- : r r . : : — = " r — . . . . 
been set correctly then becomes of the form; 

I Shl (R)) - {Im W) < 
A , a W ) , few; (2.10) 

. which fhe leff-hana e . e of fhe crherloa represepfs fhe ^^^^^^Z 
the two expetinteatally obeetvea average tnteneittes ana the ttght 

repteseat. the sutp of the standara deviafone ot the dtstrthattop. of the average 
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intensities in tlae two shells at distance R. Shehl and Sheh2 contain N, and pixels 

wi th this specific distance to the beam center, respectively. I f the criterion is not met, 

and <IsM> is larger than < 4 . ( E ) > , then Shehl contains intensity f rom the spot 

in BoxO I f the criterion is not satisfied bnt <IsM> l^^'g^^' ^̂ ^̂ ^̂  < 4 ' . i ( ^ ) > ' ^̂ ^̂ ^̂  

Shell2 contains intensity f rom a neighboring spot. I n case the criterion is fu l f i l led , 

then the peak box dimensions are adequate. The peak box is taken as the f inal spot 

dimensions, and computation of features like the center of gravity of the spot can 

commence. 

2.6.3. Initial settings 

As w i t h most of the routines, SheU0heck_4d starts by declaring some parameters 

that are requhed later on in the analysis (lines 18 through 22 of the routine's code) 

Among these is the beam center location on the detector in terms of its row and 

column index, A t the end of the routine, the spot's detector coordinates are corrected 

for theh spatial distortion. Clearly, this procedme should also be performed on the 

beam center coordinates, i f one wishes to compute a rehable value for for instance E, 

the spot's distance to the beam center, This correction is carried out m hnes 34-43. 

Fhst of aU, the borders of the rectangular area covered by the spatial distortion 

matrix are determined (see Figme 2.7), This is done by determining the coordmates 

of the first and of the last pixel covered by SDMatrix. These pixels form the upper 

left and lower right corner of the rectangular area and thus define the entne area. 

Knowing these values, the spatial distortion entries corresponding to the beam center 

can be retrieved by moving to the correct matrix entry. Since SDMatr^. is nothing 

more than a hst of ah the pixels w i th thek corresponding distortions and then-

corrected locations, and knowing that the pixels i n SDMatrix are hsted f rom left to 

right, top to bottom, the index of the entry corresponding to the beam center can be 

seen to equal 

index = {RowBC - m^min) * {n_max - n_mm +1 ) + ^^ .n ) 

{ColumnBC - n _ min + 1) 

in which {RowBCColumnBO) represents the uncorrected beam center location as 

declared in line 18, {m^min,n_min) represents the upper left corner of the area 

covered by SDMatrix, and {m_max,n_max) represents the lower right corner. 

Clearly, a similar reasoning apphes to any other pixel wi th in the area covered by the 

spatial distortion correction matrix. 
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2.6.4. Box and shell construction; background mtensity computation 

W h e n ™ „ c . : : 

flag is callea /aeSS_ü»9 aaa is set to 0 on l.ne 6B, F.nally. tl e p 

,s alteaay aeelatea in li..e 57 (tot now J u s t 
Line 59 sliows tlie init iat ion of the whxle-loop. i l i e loop 

accurate dimensions. n v i f,„ooTt "̂ 0° aud +61° . 
The c^values of the images nndet considetat.on aU he hetween -3 ana +6 
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3,eUs oontain pixel, loeated in this . .age. It this is the oase. 

attempt is .nade to tedace deliaomeja, to tednce the atea .n a^spaee ove. wh.ch the 
attempt .na ^^^^^^^^^ ^̂ ^̂ ^ ^̂ ^̂  detaomcs» valne. 

n : ; : : ::.e r a g T ^ k . . .alsed so t l . . m mtnte itetatio..s tlte w i d . . 

. dhection WiU ..ot he incteased aga.n. If éeUa.^e,a cannot he deceased bee n e 

aheady has tts n.ini.n.,n. valne of 1, then the peak canttot be analyzed and the loop s 

* with the ettot flag taised. Note that . e«»o™e,a ..Kl.cates ' « 

SheUl and not of the ot.tet.nost hnage stiU belonging to the peak box. So whe. 

« l e . a c u a l s 1, this h.dicates that SheUl .s located otdy « - « ^ 

left' and 't.ghf of the original image in o^space; m other words, the nerghbo.mg 

: ge re part of SheUl. Similar reasorrings go for * « a r o „ and e«ac»,n™n. From 

Z : also follows that the ..amber of pixels belonging to the peak box, e,nals 

M,^(2*delta,-ow^l)(i-'deltacolumn^l)(2'ddtac,mega^l) (2.12) 

Lhres 131-213 corrsttnct the peak box and sheUs. A loop is .nade ovet the diffraction 

ge l r the statt of SheU2 .n .-space to the e..d of Shell2. Each .mage .s 

n nt y cotrected for the dark cttrrent backgronnd. The loop over t re peak box 

. ( . l - s p a c e together with the loop over the images ensnres that aU ptxels of ,.rte. 1':!.. into alotmt. For each of these pixels, it is detetmined wheUrer he p.xe . 

located in BoxO, Shelll or Slrell2. Th.s .s expressed .n the var.ons r . ^ r t - an 

.rse-state.nents w.thin the loop. Each box/sheU has a hst - - " ' ^ ^ ^ 

,oes by the sa,ne name. If a pixel is fonnd to belong to for ^ 

SheUl, then a new e..try is created in the assoe.ated p.xe hst ^-^' J^^J'^^ 
consis s of the pixels distance to the beam center as compnted ,n l..re 165 and 166^ 

h L s rntetrsity corrected for the datk etrrrent. and the prxel. t,nco..ect d 

! L s i t y . This last entty .s needed for the evalnation of the cr.tet.on as descrrbed by 

111. (2 10). Fnrthermote, erttries in the peak box list Bo.O also contam the 

coordlLtes and the . v a l n e for eaeh pixel. These are nsed later to conrpnte 

the center of gravity coordinates of the spot. 
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(2.10). 

2.6.5. Criterion evaluation 

Now that the avetage iatensitiee pet pixel ia Shehl and SheU2 ate known ae a 

can commence. I f the peal box ^^^^^ significantly f rom 
beam center the average mtensity per pixel m blieiu , , . • i - o Q S 

f t. K,,f Kr̂ na• In Rheh2 Tliis IS evaluated m lines AJa 

r r s T a " : : I " t S " » - - — 
d l a pit e entty in thi. H.t and the.etote to a epeeifie tonnded dtstanoe 

oo^espond. „f the entty in 5 .e ,We/with the aante 
to beam centei (te.nted n^elf o , ^^^^^^ ^^^^ 

: r I d t the actnal diftetence hetween the avetage cottected itttenstttee pet p.xe, 

in Shehl and She,12 at the distance to beam centet nndet 

In case the ditfetence between the average intens.t.es .s large, than crater n 

. .rn thr.nte..s.ty in Shell! is the ,atget ot the 

-1 bTa rgS: X l e t l t r : «:ir Is h.cteased by l ..nage, btd 

...defhtitely. The tontine contains a safety for th.s occntrertce m the fo m 

: .nna. valne for the flag » » _ t o » _ » ™ « « . « - « ^ ^ ^ °^ ™-

n is discarded by setting the etrot htdicatot to 1 a..d exitmg he loop 

If the diffetence between the two avetage i..te„s.t.es .s tage. than cntcnon 
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,0. too large . also .nceased by a single point. If all of fhe dhnensione beeonte .ero 
l i : ; 345] , then fhe peak box cannot shnnh any fntthet and hence the peak cannot be 
analyzed The ettot indicatot is adjnsted and the loop is exited. 

* In case the diffetence between the avetage pixel intensities m She ill and he, 
for a certain valne of H.Te,Po,J is smaU enongh to ttilfill the ctitetion (hne 36 ). no 

1 eanired The next itetation of the loop, and hence the next valne ot 
. e.̂^̂  f»e tontme has already arrived at the lt.t itetation, tlie Uvo 

next pait of the analysis. , j 
Tlie peak box refinement ptocednre contains one more test (376-385). In 

cettain cases it is conceivable that the tontine ends ap osciUating between mcteasing 
: r e u s i n g the peak box size. Fot insts.ce, if dnriiig the ^''^^^2^ 
.ana-loop the box' dimensions ate increased becanse there was stih » 
SheUl bat in the next itetation the dimensions are rednced again becanse of tl e 
" t of intensity contamination ftom a neighboting spot, then the tontme won d 

e Ï an endless process of incteasiirg and redacing the box s.ze. To prevent tins fiom 
P ^^1^^, „f iox^toojarse and 

m «.Tn c " l y a l both larger than I , then this indicates that both 
increlm-g and decreasing of the peak dimensions has oectitted. If this is the case, no 
cotreet peak box size can be detetmined, and the loop is exited. 

2.6.6. Spot characterization 

,f the peak tefmement ptocednre has been niiable to produce acceptable resnlts then 
this is'effected in the valne of en-or,̂  »*cator: it wiU have changed from 0 to 1 
this L e s 38.-392 prematately end the entire SheUClieck_4d rontine and retnrn 
an empty mattix Totai^ Intensity to the caUing program. 

However, in case the tontine did sncceed in refinrng the > ; 
cortect valnes, the arralysis continnes by chatacterizing the spot m ^ ^ ^ ^ ^ 
all the total iiitegtated cottected spot interrsity is compnted; 'corrected in this ase 

t lat botlr the electtomc and non-e,ectto„ic backgtonnd coiitrihntions liave 
meaning that both the electr correction for tlie noii-e,eetronic 
been exCnded. As mentioned m subsection 2.6.2, the couec 
backgronnd ean be carried ont by snbttacting ftom each pixel with, BoxO th 
av intensity of the pixels in SheUI that have tire same distance to beam ^ 
P.x.ros. hmes d05-«5 contain . ^ J r t n ^ " ^ 
r o i a i Peal=Jntens,tv, inttodticed m line 402, will even y 
spot's-'corrected intensity. Fot each entry in BoMef, the entry m a.e!We/with 
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same distanee to the beam eenter is retrieved. Say that there are i V , , , pixels wxthm 

BoxO that are located at a speeifie rounded distanee to the beam eenter {PixelPos). 

These pixels add up to a total intensity of I , , . This intensity has aheady been 

corrected for the electronic background contribution (the dark currexrt nrtensities 

have been subtracted), but stih contains some amount of non-electronic background 

intensity, For this specific distance to beam center, Shellldef lists an average 

intensity per pixel of I , , , . . , , I n that case, the interrsity of pixels wi th in BoxO at that 

specific distance to beam center can be corrected for the noir-electronic background 

by subtracting the average non-electronic background intensity per pixel tnrres the 

number of pixels at that specific distance to beam center. Through this procedme, 

the total peak ixatensity corrected for both types of background. 

Total Peak_Intensiy, can be writ ten as 

Total _Peak _Intensity = J2(lp.p. " Np,plski,p.p.) (^'-^'^^ 
p.p. 

in which the summation ruxrs over ah values of P^xelPos for which there are pixels 

presexrt in BoxO, The loop contained by lines 405-414 does exactly this, The fmal 

value of Total__Peak_Intensities represents the total integrated spot intensity. 

The xrext step in the characterization of the diffraction spot is the computation 

of the location of the cexxter of gravity. This computation is based on a weighted 

average of the coordinates of ah the pixels belonging to the spot, usmg the 

correspoxrdixrg corrected ixrtensities as weights. As a first step, the original list of 

pixels belonging to the spot, BoxO (so before averaging pixels w i th the same distance 

to beam center), is sorted in ascending order on the basis of the distance to the beam 

center- the resuh is cahed Box0_Sorted. Then, the intensity of each entry m 

BoxO^Sorted is corrected for the non-electronic background by subtracting the 

appropriate average backgrouxxd intensity f rom Shellldef (hnes 428-436), So, 

BoxO_ Sorted now contains ah pixels in the box, together w i th their corrected 

intensities and their locations in three-dimensional {row,column,uJ)-space. Lines 442 

up t i h 454 now compute the cexrter of gravity coordinates of the diffraction spot m 

three-dimensioxial space, 

2.6.7. Spatial distortion correction 

The final part of ShehCheck_4d,m deals w i t h the correction for the spatial distortion 

that ah pixels have undergone dming data collection. This correction is requned smce 

for reconstruction of the scattering vectors of ah diffraction spots, the exact location 
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of the spot on the detector is needed. First of ah, however, a word on the t iming of 

this spatial distortion correction is required. 

As mentioned in subsection 2.2.1, the spatial distortion introduced by the 

system's optics is modeled using two bivariate sphnes of the t h h d degree in both 

dimensions. This means that the function describing the spatial distortion as a 

function of a pixel's location on the detector is not linear, and the corrected average 

location of a specific spot wUl not be the same as the average corrected location of 

that spot: 

Here, /„,(m,n) and /„(m,n) represent the spline function for the distortion of a pixel 

(m,n) i n FIT2D's y and x dhection, respectively. The angle brackets represent 

weighted averages over all pixels wi th in a specific diffraction spot. 

Because of this non-linearity of the spatial distortion spline functions, strictly 

speakiirg the spatial distortion correction should be apphed to ah pixels before the 

start of the analysis. I n this way, the peak search commences on the corrected 

images, and the distortion effects have been cancehed before they can even play a 

role in the process. However, this procedure increases the computational load. 

Furthermore, i t comphcates the subsequent analysis because the grid points are no 

longer evenly spaced in the (a;,y)-plaire of the detector. Therefore, i t would be 

beneficial i f i t were acceptable to apply the spatial distortion correction at a later 

stage of the analysis. To analyze the error introduced by such a delayed application 

of the spatial distortion, a single spot was chosen and analyzed using three separate 

scenarios: 

A | First correct ah pixels for their spatial distortion. Then start the 

analysis; search for peaks, determine the correct peak box size, and 

compute the location of the spot's center of gravity. 

B | Perform the peak search, and determine the correct peak box 

dimensions. Correct ah pixels wi th in the box for theh spatial distortion, 

and then compute the spot's center of gravity. 

C| Perform the peak search, determine the peak box dimensions, and 

compute the center of gravity. Correct this center of gravity location 

using the spatial distortion spline. 

Strictly speaking, scenario A is the correct way of applying the spatial distortion. 

Scenario B locates the peaks using the uncorrected pixel locations, and refines the 
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peak box . . . . using distorted H W H M values. T h i s could influence the hnal peak box 

L e n s i c n s detetntnied by the tontine. Scenat.o C teduces the spot to a s.ngle . t 

centet of giavity-cootdinates ( , - o t . „ . „ , c „ t a n „ . „ ) , and apphes the cortectton only to 

n two cootdLates. Cleatly this teduces cotupntationa, load, but the sccuts^y of 

the tesuhing centet of gtavity cootdinates of the peal, might suffet constdetably. 

T h e spot chosen to be analyzed using these thtee sepatate scenattos was 

recnhed to have two impottant chatactettstics. Fi ts t of ah. tt was - ^ « ' ' " ' j ' ; ; ; 

la'ge spot. T h i s will genetally enlarge the differences between the on contes of th 

t i l l s L a r i o s . Secondly, the spot was te^uited to be " ' Y ^ ' ™ ^ ; ^ ^ ^ : 

coiisidetation in this project, the { « « 0 } - r i n g . T h e general ttend of the s p ^ a l 

distottion is to increase with iiicreasirrg distarrce from the detec or s ^ ^ ^ ^ 

by picking a peak in the outet ring the influence of the distortion is likely 

largest highlighting the differences between the scenarios even more. 

T h e s p L f i c diffraction image in which the pixel was to be found was chosen at 

random. However, the choice was made a pr.on for a peak in the e-seties, since he 

1 minated volume dutiiig these mes^ntements was three times as high as duriirg the 

i^series, and therefore broader peaks are expected. I n this case, the P ' ^ ' - ^r^os-

was file number 4el711, corresponding to the following settings: stnpe^O. laye, 18, 

„ = - 2 7 " . With in this image, a visual search for a suitable spot was conducted. 

Eventual ly , a spot atound pixel (868,383) was chosen. T h i s spot was located in the 

™ L ring and was one of the l^-get spots with estimated H W H M values of 0 pixels 

Z both detector dimensions. T h e spot was subsequently analyzed using the three 

scenar-ios as listed above. T h e results are listed in Table 2.2. 

Table 2.2: Resalt. of the aaaly.i. ot th. .pot aroand pixel (8Ca,3B=„ ot 51. 4 . t m u . n , the t , . , . 

different .ee„„ios as B.ted on page » . It can he seen . „ . t the i „ . „ e » e ot pos tpo„„ . the .p.tia^ 

dUtortion correction o .y ha. a ^i .or ett.c. on the spot, computed center o, gravity coordin. es on 

tbe detector, and in .-space a. we,, a. on the spot- tota, integrated nit.ns.ty. 

f^CoG (°) "f^CoG ^aoG _ J ? o t a U n t e n s i ^ ^ 

-27.01 862.91 369.61 141x10' 

Scenario B 

Scenario C 

-27.03 

-27.03 

863.00 

863.00 

369.61 

369.61 

146x10' 

146x10' 

T h e table shows that the differences between the results of the peak analysis 

Al lowing the three scenarios are only minor. A minute deviation n i the h o r i z o n t , 

location of the spot's centet of gtavity is recorded, as weh as a sma increase in U ^ . 

integrated spot intensity (3.5%). Since these results have been obtained for a la 

spot in the outermost diffraction ring that is of interest during this proiect, the 

40 



difference between tire results of scerrarios A and C can be regarded as a type of 

upper limit. It is trot l.ltely that the effect of postponing the spatta, d.stor.on 

cor ecfon will be much larger for arry of the other spots. So, .t » P P » -

postpone the spatial distortion correction tiU after compntatron of tire center of 

gravity coordinates of the spot, so that it needs to be applied only once per spot. 

The results in Table 2.2 explain why the spatial distortion correcttorr .s only 

apphed now, at the errd of the peak chatacteri.at.on routine. Applyirrg the dtstot .on 

I t i o n to the averaged peak coordinates does, however introduce ano her 

difficnhy. As outUrred in subsection 2.2.1. the ronthre SDCorrectron.m creates a look-

p table of all the pixels rn the detectot area of interest, together w,«r her 

d stortions arrd their cotrected intetrsit.es. The ^^^^''^^ ^ ' ^ ^ " J ^ ^ 
carrred out by looking up the tequired shift in this table. Cleszly, 

contams correctiorrs for integet valnes of the pixel cootdinates. However, the center 

gravity coordinates ate a tesult of a weiglrtmg procedure, and tv. 

therefore in gcreral .rot co..s,st of integers. To accourrt for th.s " 

n.terpolat.on process is used. Figure 2 . U shows a -^---/»^'-7"XeW 
proeess. The figure displays the case for the shift in row coord.nate of the p.xel (o. , 

coordinate m the F I T 2 D coordinate system), but obviously the same reasomng can 

applied to the horizorrtal distortion. 

The octet of gravity of a ta.rdom spot is located at (m„.»«c.c , 

™ . < ™ „ „ < { m ' + l ) and n ' < n „ c < ( « * + ! ) . The corrected locatiorts of the four 

l i t pixels are krrown a..d can be found in the look-up table created by 

SDCorrection.m. The i..terpolation touthre .row constructs a curved surface through 

these fom pixels according to the followmg relation; 

m..,, { m » c . % . . ) = + ) + ^ "* ^ + (2.15) 

Here m represents the corrected value of the first index as a function of botlr of 

center of gravity cootdmates. The eoefficents M., are related to the 

corrected values for the nearest pixels in the following manner: 

(2.16) 

(2.17) 

M,, = m „ „ . ( m * , n * ; 
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(mOoGynGoG) 

{m*+l,n*) 

{m*+l,n*+l) 

Figure 2.11; Schematic representation ofthe interpolation procedure used for computing the distortion 

correction in FIT2D's y direction for non-integer center of gravity coordinates. The correction for a 

spot located at (m, . , ,n ,„« ) , with m * < m , „ « < ( m * + l ) and n * < n . „ « < ( n * + l ) , is computed by 

constructing a (curved) surface thi-ough the four neai-est pixels. The distortion correction is given by 

the sm-face value at the center of gravity coordinates. A similar- procedm-e is used for the x direction. 

, + m _ ( m * + l , 7 ^ * + 1 ) -

+1) 

(2,19) 

These coefficients can directly be evaluated f rom inspection of the look-up table. 

So, by using equatioirs (2,15)-(2,19) the spatial distortion correction can be 

apphed to non-integer coordinates. This interpolation procedme is included in the 

code of ShehCheck_4d.m in hnes 466-493. The fhst four lines determine the iirdices 

of the four pixels nearest to the spot's center of gravity. Subsequeiatly, the shifts in 

both indices of these four pixels are retrieved f rom the lookup table. Lines 488-493, 

finally, evaluate the interpolation equation. When the corrected center of gravity 

coordinates are known, the correct values of the other spot characteristics {R, 20, ?/) 

can also be computed. Note that here the corrected beam center location as 

computed at the start of ShehCheck__4d (hnes 40-43) is used. 

This concludes the peak characterization routine. Total__ Intensity, the output 

variable aheady declared in line 57, is now filled wi th all the spot's characteristics. 

These include the details of the image in which the original peak was found, the 

corrected center of gravity coordinates, the total spot intensity, and the final 

dimensions of the peak box. TotalJntenstty is returned to the calling program, 

which is generally the main program Analyze_4d.m. Here, the resuhs are appended 

to the hst of previous calls to ShellCheck_4d.m. I n this manner, a new list emerges 

{Total_Peak_Intensities) which, when ShehCheck_4d has been called for ah peaks, 

w i l l contain the intenshies and spatial information of all spots that have been 

identified. 
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However, a single spot on a detector does not necessarily constitute a reflection 

of its own. After all, due to the overlap between subsequent layers, a single grain is 

likely to produce intensity at muhiple subsequent slit settings. So, spots coming f rom 

different parts of the same grain stih need to be grouped together. This is where 

ArrangeSpots.m comes in. 

2.7. Spot grouping - ArrangeSpots.m 

2.7.1. Global outline 

The tasks of the routine ArrangeSpots.m are twofold. Fhstly, the routine takes the 

hsts of spots as created by the repeated calhng of ShehCheck_4d.m, and groups 

together those spots that come from different parts of the same grain and together 

form a single reflection. Secondly, when such a reflection has been identified, the 

routine computes the total intenshy belonging to this reflection. Due to the overlap 

between subsequent slit positions, this procedure is more comphcated than just a 

straightforward summing of the component intensities. 

Figure 2.12 shows a flow chart of ArrangeSpots.m. When the routine is cahed, 

first of ah the hst of spots is retrieved and, i f deshed, cut so that only part of the 

euthe collection of spots needs to be analyzed, When this is done, the first spot of the 

resuhing list is taken. A search is conducted for spots wi th in the list that lie on 

approximately the same location on the detector at the same value of w; these spots 

are possible candidates for originating from (a different part of) the same grain as the 

inhial spot. The resuhing collection spots are then divided into spot groups, based on 

connectivity properties of the spots in {stripe,layer)-spRce (which translates one-on-

one to the {z,yysystem in laboratory coordinates). From here on, each spot group is 

treated as a single reflection and hence as originating from a single, specific grain. 

Center of mass coordinates of the reflection on the detector, as well as wf th in the 

sample volume are computed. The latter can be seen as a first estimate of the 

location of the diffracting grain in real space. Furthermore, the profile of reflection 

intenshy versus position (in terms of layer number) is derived, giving a first rough 

indication of grain shape. 

When these computations have been performed, the next spot is taken. I f this 

spot has aheady been grouped in a previous iteration, the routine moves to the next 

spot on the list. I f not, the analysis is performed again. When ah spots have been 

grouped, the routine ends and returns two matrices to the calling program. One 

contains all the original spots, but grouped and numbered so that the individual 

spots making up a certain reflection can be inspected. The second contains, for each 

reflection, the center of mass coordinates and the total integrated intensity. 
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Start 

I 

Parameter settings 

P i ck a spot 

Al ready grouped? 

F i n d match ing spots 

Sort and number spots 

Center of mass, t o t a l 

in tens i ty computa t ion 

A l l spots grouped? 

F in i sh 

Figvire 2.12: Flow chai't of the spot grouping process. The routine finds spots that are likely to be pai-t 

of a single specific reflection, and groups and numbers these spots. Subsequently, the center of mass 

and total intensity profile of the resulting reflection ai-e computed. 

Furthermore, during the routine files are created that list for each reflection the 

profile of corrected intensity versus layer position. 

2.7.2. Initial settings 

The code of ArrangeSpots.m starts on page 96. The input to the routine is the 

location of the list containing the spots (spotlist) and two integers that allow the user 

to only analyze a specific part of the list of spots (startnr and endnr). This provides 

the possibility of reduced computational load i f one is only interested in the analysis 

of part of the set of spots. The routine starts of w i t h some of the parameter settings 

that were already introduced in earher routines. However, the tolerance level set i n 

line 31 deserves some special attention. As explained, after picking a specific spot the 

routine searches for spots that he on approximately the same location on the detector 

as the spot under consideration. The tolerance level tol (in units of pixels) quantifies 

this concept of 'approximately the same location', tol sets the maximum difference 
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between the row or cohimn coordinate of tire spot under consideration and of the 

spots t l iat are designated as lying on 'approximately the same location'. The value for 

this tolerance level depends on such aspects as the mosaicity of the grain and the 

average grain size, and is determined through trial-and-error in combination wi th a 

visual inspection of the list of spots. 

The input parameters startnr and endnr define which part of the spot list to 

analyze, The main program Analyze_4d.m uses the values 1 and lengthy T P / f o r this, 

where the latter stands for the length of the spot hst. I n this manner, the entire list is 

analyzed in one run. Sti l l , by allowing for the analysis of only a subset, the routine 

becomes more flexible to use. However, this does introduce an extra complication. 

Since spots originating f rom the same grain are grouped together into a single 

reflection by the routine, i t is imperative the assortment of spots to be analyzed 

contains all spots that could come f rom the same grain. I n other words, when 

analyzing a certain ring at a certain 6>setting, the routine needs to have access to all 

spots lying at those specific settings. Allowing the user to set the limits of the list of 

spots that are analyzed introduces the risk of the list being incomplete for certain up­

values. 

This problem is overcome using lines 53-75. The list of spots is provided as 

input using the variable spotlist (note that, although generally the routine expects 

spotlist to be a matrix representing the list itself, i t can also be entered as a string 

stating the location of the list on disk; in that case, line 53 should be activated and 

hne 54 should be exchided f rom the routine). This hst is first sorted i n ascending 

order on the basis of the following spot characteristics ( in order of importance, f rom 

most to least importance): diffraction ring - round(a;ooG) - mcoo ~ ^COG ~ stripe -

layer. Here, rouiid(ci;c>„(j) represents the rounded value of the center of gravity c<>value 

of the peak. This sorting is the first step in arranging the spots in the correct manner. 

Af ter all, spots that originate f rom different parts of the same grain and together 

form a single reflection must all lie in the same ring and at the same ü>value. Since 

the computation of the center of gravity a>value in SliehCheck_4d might have 

introduced some small deviations in co, these value are rounded before the sorting is 

performed. 

Now that the list is sorted in the appropriate manner, the values of startnr 

and endnr are refined so that for each ring at a certain a>-value, either all spots or no 

spots are included in the list to be analyzed. This refinement takes place in lines 60¬

71. startnr (endnr) is decreased (increased) un t i l i t designates the first (last) entry for 

the (nn5nMmöer,<^)-conibination of the ini t ia l values of the parameter. The dataset 

defined by the f inal values of the two is taken f rom the spot list, and an extra column 

is added in front of i t which wih be used to tick off the individual spots that have 
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been analyzed; the resulting matrix is termed A. Finally, some counting variables and 

the output variables M and iV are declared (78-82), after which the sorting of the 

spots in A can commence. 

2.7.3. Locating matching spots 

Line 84 starts the actual spot sorting by starting a loop over ah entries w i th in the 

matrix A. The counting variable nr_ start indicates the entry of A under 

consideration. This parameter is incremented wi th a value of 1 during each iteration 

of the while - l o o p . For a certain spot, first a check is performed whether the spot 

hasn't already been indexed during a previous iteration of the loop. I f this is the case, 

then the spot wi l l have been ticked through a change of the entry in its f irst column 

f rom 0 to 1. I n this case the spot can be skipped, and the routine advances to the 

next iteration of the loop by incrementing nr_ start and ending the current iteration 

using the c o n t i n u e command (lines 84-88). 

When the spot hasn't been considered yet, i t wül be used as the basis of a new 

reflection. A matrix GR. is introduced (hne 95) that w i l l be filled w i t h all the spots 

that lie on approximately the same location on the detector and at the same o.'-value 

as the spot under consideration, and therefore possibly originate f rom the same grain 

as the original spot. Remembering that A was sorted on the basis of ringnumber, 

then round(O^OOG), then ma„a, the while - l o o p of line 103 first identifies all spots for 

which these three parameters f u l f i l l the requirements for the spots to originate f rom 

the same grain. For the value of mc„a> a tolerance level of 2xtol is used. This 

translates into a tolerance of tol in either direction, since the m^j^crvalue of the 

original spot w i l l always be the minimum value because this the matrix is sorted in 

ascending order based on this exact characteristic. The last entry that fulf i l ls these 

criteria is indicated by the counter nr_ end. 

The list A{nr_start:nr_end,:) consists of ah spots that lie in the same ring, at 

the same (j>value, and in approximately the same row as the original spot. The last 

criterion that needs to be fulfihed by a spot for i t to be included in the rest of the 

loop is that the column coordinate needs to be approximately the same as that of the 

original spot, ncoo- This criterion is formulated in line 122 (together w i t h the demand 

that the spot hasn't been considered in an earher iteration). Each spot that fulhhs 

this criterioir is wri t ten into GR, and is ticked off in the spot list A. Fiirally, GR is 

sorted in ascending order on the basis of stripe - layer - mcoo '"•COG ( " i order of 

decreasing importance). This facilitates the subsequent grouping and numbering 

procedure. 
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2.7.4. Grouping and numbering of spots 

GR eventually consists of all spots on the same ring, at the same o^value, on 

(approximately) the same location on the detector. These spots are likely candidates 

to all originate f rom one single reflection f rom a specific grain. I f this is the case, then 

the spots should form a single, connected group. The meaning of 'connected' in this 

case is illustrated by Figure 2.13, This figure depicts the deshed resuhs in terms of 

reflection identification for various groups of spots. The group is depicted in terms of 

the value for stripe and layer of the various individual spots whhin the group. When 

a spot wi th a certain {stripe,layer)-combm?A.\on is present, this is represented by a 

black circle. The whhe circles represent missing spots. A | and B | show groups of 

which the spots ah he in the same stripe; C| and D | illustrate the principle in case the 

spots are distributed over two neighboring stripes. Similar illustrations could be 

drawn for the case of three stripes. 

A | depicts the simplest case (barring a group containing just 1 entry). The 

layer numbers of the spots form an increasing sequence in which no entry is missing. 

This indicates that, as the beam scanned the sample, at a certain moment a specific 

grain generated a reflection. This reflection is spread out over muhiple layer settings, 

since subsequent settings overlap (and since the grain size might very well exceed the 

layer width) . So, the reflections is visible in muhiple, subsequent diffraction images 

(at a specific value of LÜ), after which it disappears again. Since these spots ah lie on 
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Figui-e 2.13: Schematic illustration of the connectivity property of a group of spots, showing the 

presence (black) or absence (wliite) of spots at a specific location on the detector for a specific w-value 

as a function of the illuminated pai-t of the sample in terms of stripe and layer. Connected spots ai-e 

treated as belongmg to the same reflection (A, C). Absent spots can result in the identification of two 

reflections (B). However, spots in neighboring stripes can also provide comiectivity (D). 
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the same location and in subsequent images, i t is very likely that they all belong to 

the same reflection. So, they are grouped together and are all assigned the same 

reflection number. 

However, situation B | could also occur. In this case, the spots all lie on the 

same location on the detector and in the same stripe, but one or more spots are 

missing, and therefore the spots do not form a connected group. The spots are then 

divided into two (or more) groups, since i t could be that they do indeed originate 

f rom different grains. The groups remain separated and each group receives its own 

reflection number. Still , i t could also be that the only reason that one spot is missiirg 

is an unexpectedly high background intenshy. I n that case, a single reflection would 

incorrectly be split into two. I t is therefore desirable to keep track of these groups, so 

that later on in the analysis the two groups can be added together again i n case 

additional evidence is found that the two should indeed form a single group. This is 

done by numbering the groups not w i th integer numbers, but wi th decimal numbers 

of the same integer (for instance 2.01, 2,02 etc.). 

C| depicts a scenario simüar to A | , but here the spots are located in two 

stripes. This situation does, however, introduce an extra complication in determining 

whether a number of spots form a connected group or not, as shown in D| , Here, the 

spots in the upper stripe appear to form two distinct groups; in fact, their pattern is 

equal to that of B| . However, the spots i n the second stripe 'bridge' the missing entry, 

resuhing in a single connected group of spots. So, the spots are ah numbered equahy 

again. As mentioned, similar reasonings apply to the case where the spots are spread 

out over all three stripes. 

The various scenarios of Figure 2.13 indicate some of the issues surrounding 

the grouping and numbering of the spots wi th in the list GR. Allowing for all different 

possibihties requires quhe some coding; lines 154 up to 542 of the M A T L A B code are 

only about the grouping and numbering. GR is first classified based on the number of 

stripes in which the spots he. Line 156 checks i f GR contains more than 1 entry. I f 

not, the single spot is numbered as a reflection (using the counting variable 

reflnumber) and hnes 162-538 can be skipped. The shuation also remains relatively 

straightforward in case ah spots come f rom only a single stripe. Since GR is ordered 

on the basis of stripe number, this is easily tested by checking if the values of stripe 

for the first and last element of GR are equal (line 162). I f so, then the scenario 

created by the spots resembles ehher A | or B | f rom Figure 2.13. Line 167 checks 

which of the two i t is, by determining whether or not the layer numbers of the spots 

in the group form an incrementing sequence or not. I f not, then the spots w i l l be 

grouped using decimal numbers (line 168-178), I f so, then ah spots receive the same 
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number reflnumber. Note that dataset e was recorded using only a single stripe, and 

therefore the analysis of this set is significantly less complicated than that of set d. 

I n case the spots come from more than one stripe, an extra step in the analysis 

is required. This step is related to the fact illustrated by scenario D | of Figure 2.13, 

namely that connectivity of the spots in a certain stripe can also be delivered by the 

spots in the neighboring stripe. In the code, the cases of spots f rom two stripes or 

f rom three stripes are treated separately (lines 182-322 and 323-538, respectively). I n 

this treatment the case of three stripes w i l l be discussed; the situation for two stripes 

is comparable. 

The spots wi th in GR are recognized as coming from three stripes i f the 

difference between the stripe number of the first and last entry of GR is not equal to 

0 (all spots f rom a single stripe) or 1 (all spots f rom 2 consecutive stripes). Note that, 

strictly speaking, the spots could come f rom only the two outer stripes, but this is 

quite unlikely since a grain exhibhing diffraction in stripe 0 and stripe 2 is also 

expected to diffract in stripe 1. When the spots are identified as coming f rom all 

three stripes, first of all the number of spots is compared to the value of 

3 (̂ aye?;„„ .̂ - /aye?;̂ ., + 1 ) . I n case the number of spots wi th in GR equals this value or 

is only 1 or 2 spots smaller, then the spots wih always form a single, connected group, 

and can therefore ah be numbered equally. This principle can be understood by 

referring to Figure 2.14. 

The expression 3 (/ayer,„„^ .̂ -/a2/er„„.„ + 1 ) describes the maximum number of 
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Figui-e 2.14; Illustration of how the number of spots withm a group can indicate the spots' 

connectivity when they are located in all three stripes. For explanation of the symbols, see Figm-e 

2.13. The number of stripes times the difference between the maximum and minimmn layer number 

deternunes the possible number of spots (A). If two spots or less are missing, the result is always a 

single group (B). If more ai-e absent, the result depends on the location ofthe missing spots (C, D). 
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spots expected in GR wlien tlie spots lie in three stripes, as a function of the 

maximum and minimum layer number of the spots, /ayer,„„, and ^ai/er„,„, respectively. 

I n case all these spots have been identified, the situation at hand wih resemble 

scenario A| . However, there might also be some missing spots. Stih, as long as the 

number of absent spots is no more than 2, the spots i n the group wiU stih form a 

single connected group and can therefore be treated as belonging to the same 

reflection; see B | . When the number of missing spots exceeds this value, the number 

of resulting spot groups depends on the location of the missing spots in {stripe,layer)-

space (C, D) . A similar reasoning can be applied to the case of two stripes, only here 

the maximum number of missing spots for the remaining spots to automatically form 

a single group is only 1. 

Returning to the code, lines 328-334 identify composhions of GR that resemble 

Figure 2.14, scenario B | . I n this case, the spots are ah assigned the same number, 

concluding part 1 of the routine. I f the criterion is not satisfied, GR needs to be 

analyzed in a more thorough manner to determine the way in which the spots have 

been distributed over {stripe,layer)-space. This starts w i t h determining how many 

spots are located in the various stripes. These numbers are assigned to the variables 

kl, k2 and kS for the first, second and th i rd stripe respectively (lines 340-348), Then, 

the spots i n the three stripes are divided into groups by regarding each stripe 

separately; in other words, connectivity provided by spots in a neighboring stripe is 

ignored for now and numbering takes place according to scenario A | or B | of Figure 

2.13. Lines 351 through 402 take care of this numbering; note the resemblance 

between these lines and lines 167-181, which perform the spot numbering in case GR 

contains spots f rom only a single stripe. 

The spots in each stripe have now been grouped and numbered independently 

f rom the other stripes. The next step is Hnking the stripes together again and 

performing the renumbering procedure. The first part of this process is comparing the 

locations of spot groups in stripe 3 and 2, and determining if there are any 

connections between groups in these two different stripes. This starts on line 426 w h h 

a loop over ah spot groups i n the th i rd stripe. For each group, a new loop is started 

over all spots whh in that group. The value of layer of such an individual spot is then 

compared to the layer numbers of all spots in the second stripe. I f a match is found 

(determined by the i f -c r i t e r ion on hne 436), then the group to which the spot in the 

th i rd stripe belongs is renumbered w h h the reflnumber of the matching spot found in 

the second stripe (440-441). I n this way, connectivhy between the two spot groups is 

acknowledged. When connectivity has been established, an extra check is performed 

to determine whether or not the spot group in stripe 3 links up to even more groups 

in stripe 2 (443-465). I f so, these are also renumbered using the reflnumber of the first 
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matching group in stripe 2. Tire loop then moves on to the next peak group in the 

th i rd stripe. Once all groups in stripe 3 have been checked for connections wi th 

groups in stripe 2, the process is repeated for stripes 2 and 1. 

The last part in the numbering process is to renumber the spot groups to make 

sure the reflections numbers form an increasing sequence again. After ah, as a resuh 

of the renumbering of the various spots of groups the reflection numbers might not be 

increasing w h h a steady pace anymore (for instance 2.01, 2.03, 2.04, 2.06 instead of 

2.01-2.04). This final renumbering step is performed by means of hnes 546 t i l l 559. 

Finally, GR contains the individual spots, grouped together in groups which each 

represent an individual reflection. GR is appended to the matrix M, which is the final 

output matrix (564). 

2.7.5. Center of mass, intensity profile computation 

Now that ah spots belonging to a specific reflection have been localized and grouped 

together, the center of mass coordinates of that reflection as well as the total 

integrated intenshy can be computed. This is done in part 2 of ArrangeSpots.m. The 

main operation during this part of the routine is the reconstruction of the 

(intensity ,position)-profile. 

The idea behind this reconstruction can be understood by referring to Figure 

2.15. This figure hlustrates how the overlap in subsequent slit settings results in an 

increased resolution and how the intensity profile can be deconvoluted using this 

overlap. The figure depicts multiple layers (n through n+b). Since the shift between 

two successive layers is less than the layer width (&j,„,„), the intenshy recorded at for 

layer n + 1 w i l l contain a lot of intensity that was also recorded in layer n. This 

implies that a simple summing of the intensities of the individual spots which make 

up a reflection is incorrect when one wants to determine the tota l integrated intenshy 

of a reflection. To solve this issue, the volume from where the reflection originated is 

divided into smaher parts. This division is dictated by the layer overlap. The layer 

overlap is not constant but varies between 10 or 7.5 |rm, and therefore the 

subvolumes are not of equal length ehher. The figure indicates the typical periodichy 

of the sizes of the subvolumes (A-F); most of them are 2.5 |J,m in width, but every 

fifth volume has a wid th of 5 (xm, The intenshy originating f rom a specific subvolume 

can now be calculated as a weighted average of fractions of the spot intensities that 

originate (partly) f rom the subvolume in question. For instance, the intensity coming 

f rom volume A , I^, can be computed as an average of parts of the intensities /„, /„^^ 

and /„ .̂2: 

51 



Chapter 2: Software package 

scanning direction 

layer 

A B O D E F 
1 

1 

\;r^irrv-

1 

1 

1 
I.... i^^?.V:r:r\::\:r. 

1 1 1 

i 

1 

i 

1 ƒ , „ 

i 

u—, _i J^^J 

i 
i 1 r 

i ^ _ — J -^„^_^ 

j [ i 
1 t 

i j [ i 
1 t 1 

beam 

Figure 2.15: Schematic illustration of the reconstruction of an intensity profile from its component 

intensities using the layer overlap. The image shows layers overlapping in the scaiming dii-ection; for 

reasons of clarity they have been sepai-ated from each other vertically in the figm-e. The overlap 

creates an increased resolution in the scanning direction, allowing the intensity coming from for 

instance area A to be computed as a weighted average of fractions of ƒ„, /„^^ and 

^A=\-~{ln+In+l+I„+,) (2.20) 
beam 

Each mtenshy is weighed using by the fraction of the corresponding layer located 

wi th in A, after which the average is computed. Layers n, n + 1 and n+2 all cover 

volume A, so the averaging is carried out over the three corresponding intenshies. 

Expressions similar to (2.20) can be constructed for the intensities of the other 

subvolumes. The resuft is a profile of intensity versus illuminated sample volume wi th 

a resolution of 2.5 x̂m (except for every f i f t h point, which has a resolution of only 5 

\xva). The profile can be used to compute center of mass coordinates of the reflection 

in terms of location on the detector as well as origin of diffraction whhin the sample. 

Returning to the code, the second part of the rorhine starts on line 567. A loop 

is started over all reflections i n GR. For each group, i t is then determined in how 

many stripes the group's spots are located. For dataset e, clearly, this whl always be 

1, since this set was recorded using only a single stripe. The spots of dataset d, 

however, can be located in up to three stripes. For each amount of stripes, a separate 

block of code is writ ten. The following wi l l treat the code wrhten for the case in 

which the spots are located i n aU three stripes, but the workings of the other parts of 

the code are comparable. 
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The code for the three-stripe scenario starts on hne 980. Firstly, three matrices 

are declared (one for each stripe), and the amount of spots in each stripe is 

determined. Subsequently, the three matrices are fihed wi th the starting and finishing 

coordinates of the layers associated wi th the spots in the stripe in question (lines 999¬

1085). Take for instance the fi l l ing of matrix Ll. A loop is inhiated over ah spots of 

the current reflection that he in the first stripe. The starting point of the first layer is 

defined as zero, and since the size of aU layers in the overlapping dhection is 15 [im, 

the finishing point of this layer lies at 15 \im (hnes 1001 and 1002). Subsequent layers 

are translated w h h respect to this first layer. Theh starting and finishing coordinates 

are computed in lines 1003-1016. The layer number of the spot under consideration is 

compared to that of hs predecessor. As explained in subsection 3.1.2.1 of the thesis 

report, the periodichy of the layer shifts is 5 - 7.5 - 5 - 7.5 - 5 (|j,m). Because of this 

regularhy, one can deduce from inspection of the layer number of a certain spot how 

far i t has been shifted compared to the previous layer. This is performed using the 

i f/else - b l o c k of lines 1006-1014, by evaluating the remainder of the layer number 

divided by 5. When the coordinates of the spot in question have been determined, 

they are wri t ten into matrix Ll. Also included in this loop is the calculation of the 

center of mass coordinates of the reflection in terms of location on the diffraction 

image {row,column,cJ) as well as in terms of the origin of diffraction (stripe). Note, 

however, that the computation of the center of mass layer coordinate is not included.' 

This calculation is not performed unth the intenshy profile has been reconstructed, 

since this profile offers the opportunity to calculate the layer coordinate w i t h more 

precision. 

When the matrices Ll, L2 and LS have been filled, one addhional operation is 

requhed. The starting and finishing coordinates contained in the matrices are all 

defined wi th respect to the starting point of the first layer i n the corresponding 

stripe. However, in order to later perform the calculation of the weighted average 

layer coordinate, it is requhed that the coordinates in Ll, L2 and L3 are all defined 

w h h respect to the same starting point. Therefore, generally the coordinates in two of 

the three matrices need to be shifted by a certain value. This operation is performed 

in lines 1108-1193. The obvious starting point is the start of the leftmost layer 

belonging to the reflection. Lines 1108-1109 first determine whether the reflection 

happens to start i n the same layer for ah three stripes. I f so, then no shift is required 

for any of the three matrices, and only the variable layer_ start, which indicates the 

number of the leftmost layer of the reflection and which is required later on in the 

routine, needs to be declared. I f there are differences between the starting points of 

the reflection in the various stripes, then a switch/case-statement is executed. Line 

1113 deternunes which of the three stripes starts w i th the lowest-numbered layer. 
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When this has been determined, the differences between this layer nnmber and the 

startnrg layers of the other two stripes are calculated. The entries i n the two 

correspondmg matrices are subsequently translated so that theh starting points line 

up wi th that of the t hhd matrix. By how much the coordinates need to be translated 

again is determined using the periodichy in the layers, like w i th the fiUing of the 

matrices itself. 

So, the resuh of the operations above is a set of three matrices that contain 

the starting and finishing coordinate of each of the reflection's spots, together w i t h 

the intensity of the spot. The next step is reconstructing the intensity profile f rom 

these matrices. As explained earher (in relation to Figme 2.15), the appropriate step 

size for the intenshy profile is 2,5 ĉm (in cases like the 5 ^un wide area D in the 

figme, the area is divided into two parts of 2,5 ^rm in width which both receive an 

equal value for the corresponding intensity). For each volume defined in this manner 

the intensity originating f rom tlhs volume is computed by an averaging procedme 

similar to that of equation (2,20), These calculations are carried ont for the three 

matrices i n lines 1201-1248, The computational procedmes can be clarified by taking 

a closer look at the code for matrix Ll, for instance (hnes 1201 t i l l 1216), A loop is 

mitiated over all 2,5 fxm steps in this stripe, the amount of which {stepnrl) has been 

computed in line 1195, The first column of matrix Int__corrl is filled w h h the 

starting points of these 2.5 ^ m steps. Lines 1205-1212 then execute a loop which 

perforins a search whhin matrix Ll for ah layers that cover the subvolume under 

consideration. I f a layer does cover the subvolume, then this is indicated by the fact 

that the starting point of this layer is equal to or smaher than the starting point of 

the subvolume, and the finishing point is larger than the starting point of the 

subvolume. I f both these criteria are fulfihed (this is tested in line 1206), then the 

mtenshy of the corresponding layer is added to the second column of Int_ corrl and 

the counter dtvtder is incremented by a single point. When the loop is finished the 

summed intenshies are divided by this counter, resuhing in the average intensity for 

the 2.5 x̂m wide subvolume in question. 

When these calculations have been performed for ah three matrices, the resuhs 

need to be wri t ten away to disk. One large matrix is constructed which contains the 

corrected intenshy values for ah the 2.5 ^m wide subvolumes. This matrix is then 

wrhten to disk as a file named grain****.txt, in which the **** represent the 

reflection number. I n this way, the intensity profiles of all individual reflections can 

be reexamined after the analysis. 

Apart f rom the creation of the output matrix N, one last important calculation 

sti l l needs to be performed: the computation of the center of mass layer coordinate 

This can now be done, using the intensity profile to arrive at a higher resolution 
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First of all, for each 2.5 \im wide subvolume the coordinate of the middle of that 

volume is muhiplied by the intensity attributed to i t . By summing these values and 

dividing by the total intensity, the center of mass layer coordinate is computed in 

terms of the shift f rom the leftmost point of the reflecting volume. This shift (in fxm) 

now needs to be converted to a layer number. First of ah, every 30 |xm shift 

corresponds to 5 layers (following f rom the layers' periodichy). This is accounted for 

in line 1306. The amount of x̂m in shift left is then taken into account i n lines 1308¬

1317. Finally, line 1318 subtracts a value of 0.5 f rom the center of mass coordinate as 

computed so that an integer layer value corresponds to the middle of that layer and 

not to the edge. This preserves the consistency w h h the other center of mass 

coordinates computed earlier. 

A t the end of the routine, the outpih matrix N is created. For each reflection, 

N contains hs number, hs center of mass coordinates, and hs total corrected 

intenshy. The total output of ArrangeSpots.m thus consists of M (the matrix 

containing the reflections wi th theh individual spots), N (contaiihng the aggregate 

information on the individual reflections), and the set of grain****.txt-files (each 

contaiihng the intensity profile for a specific reflection). 

2.8. Reflection coupling - GrainSpotter 

Having reconstructed all individual reflections, the next step of the microstructure 

reconstruction consists of l inking the reflections to actual grains. Each grain whhin 

the illuminated sample volume wi l l produce reflections at multiple values of LO. The 

poshions of these reflections in terms of location on the detector and t^value are 

determined by the crystallographic characteristics of the grain in question. Therefore, 

by scanning for groups of reflections that match the crystallographic criteria imposed 

by the material, reflections originating f rom the same grain can be grouped together. 

Furthermore, f rom as htt le as two independent reflections the grain's crystahographic 

orientation can be derived (in case the lattice parameters are unknown: three 

reflections) [15]. Linking together the individual reflections is therefore a crucial step 

in the reconstruction of the original microstructure. 

This reflection matching, also called 'indexing', was performed using an alpha 

version of a program cahed GrainSpotter [3]. GrainSpotter, developed by dr. S0ren 

Schmidt of Ris0 National Laboratory in Denmark, is based on earlier software called 

G R A I N D E X [4]. G R A I N D E X is a program designed for the image processing and 

indexing parts of the analysis of 3DXRD data. GrainSpotter is a stand-alone program 

performing only the latter of the two. 

Theoretically, there are three different cidteria on the basis of which one could 

index the individual reflections: the calculated coordinates of the diffracting volume, 
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the crystahographic characteristics of the structure, and the total integrated 

intenshies of the reflections [4]. Of these three, the latter is the least reliable. A n 

important reason for this is the complications that arise wi th grains lying near the 

boundaries of the illuminated volume. When the sample is rotated about to, these 

grains wih oscihate in and out of the illuminated area. This can lead to these grains 

being only partly illuminated during diffraction, resuhing in significantly lower 

intensities as compared to diffraction when these grains are ful ly illuminated. The 

crherion based on the calculated coordinates of the diffraction origin, on the other 

hand, is only applicable when the uncertainty w i t h which these coordinates are 

determined is much smaher than the grain dimensions. The criterion most generally 

apphcable is that of the crystallography of the material. Therefore, this is the 

criterion used by GrainSpotter when indexing the individual reflections. 

GrainSpotter indexes the reflections by a stepwise scanning of Euler space, 

calculating the expected diffraction vectors as a function of the simulated 

crystallographic orientation of a diffracting grain and checking whether or not these 

vectors have been recorded. Grains are identified on the basis of two crheria: 

completeness and uniqueness. The completeness crherion states that the number of 

reflections found for a certain assumed crystallographic orientation, M,,^,, should not 

be much smaller than the theoretically expected number of reflections for that 

orientation, MQ. This is quantified through the fohowing expression: 

K . „ > ( l - a ' j M o (2.21) 

in which a, is a dimensionless parameter determining the stringency of the criterion. 

The uniqueness criterion dictates that the set of matching reflections is not ahowed 

to be a subset of the set of matching reflections for another simulated orientation. 

When these two crheria are satisfied, the group of reflections is assigned to a 

grain w h h the crystallographic orientation under consideration. I f no group of 

reflections can be constructed that fulfil ls the completeness and uniqueness crheria, i t 

is inferred that no grain is present w h h the orientation under consideration. For a 

more detailed description of the indexing procedure, the reader is referred to [4, 16 , 

2.8.1. GrainSpotter input 

Although the software for the reflection matching was available from the Danish Ris0 

National Laboratory, an addhional routine sthl needed to be wrhten. This routine, 

InputGrainSpotter.m, was required to convert the output f rom ArrangeSpots into the 

format demanded by GrainSpotter. 
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The GrainSpotter input file can be divided into two parts. The first part 

contains information on the crystal structure of the material under investigation. 

Firstly, i t describes the unh ceh in terms of lattice parameters, angles and space-

group symmetry. Subsequently, the wavelength of the x-rays used and the wedge 

angle are requhed. The latter is related to the angle between the incident beam and 

the OJ rotation axis; in the current project, where the two are perpendicular, the 

wedge angle equals zero. These two values are followed by an enumeration óf all 

reflections under consideration, together w h h their associated reciprocal lattice 

spacing. Because this part of the inprh file is well-defined, its creation is not included 

in the routine InputGrainSpotter, The routine only creates the second part of the file, 

which is subsequently appended to the first part which has been constructed 

manually at an earher stage. 

The second part of the input file consists of the details of the experimentally 

observed scattering vectors. The scattering vector G is defined as the difference 

between the scattered beam vector s and the incoming beam vector SQ [17]: 

G = ^ ( s - S o ) (2.22) 

in which both s and Sg are unh vectors, and X represents the wavelength of the 

radiation used. I t fohows that the modulus of the scattering vector equals 

2 s inö 
G = \\G\\ = ~ ^ (2,23) 

in which 6 equals half the weighted average diffraction angle of the reflection under 

consideration. 

The value of G can be determined f rom the average characteristics of the 

reflection under consideration. For input into GrainSpotter, G is required to be 

expressed in the laboratory coordinate system that has been used before in this 

thesis. The system is shown in Figure 2.5. I n this system, indicated w h h the subscript 

/, the normalized scattering vector can be seen to depend on 9 and ?/ in the following 

manner [16]: 

— t a n ö 

G,, = cos 6 — sin ri 

Gl,. cos 77 

(2.24) 
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2D detector 

Figui-e 2.16: Schematic representation of tlie setup of the thi-ee-dimensional x-ray diffraction 

microscope at beamUne I D l l of the ESRF used for the experiments under consideration. The setup 

consists of a bent Si-Laue crystal, slits, and a two-dimensional detector. The sample is positioned in a 

furnace wliich is mounted on a table, allowing the sample to be translated and rotated. Figure taken 

from [1]. 

After liaving obtained tlie normalized scattering vector f rom tins equation, scaling to 

the deshed length can be performed using equation (2.23). Apart f rom the scattering 

vector Gl hself, GrainSpotter also requires hs modulus as well the reflection's 

weighted average location on the detector and the angles ?/ and UJ to be entered as 

input. 

The code of InputGrainSpotter is included in chapter 3, starting on page 119. 

The routine starts w i th some parameter declarations, after which the output matrix 

gvecs is inhialized. Starting on line 21, a loop is evaluated that computes the 

scattering vector and scattering vector modulus for each reflection. Lines 35-43 wrhe 

the required output into gvecs. For more details of the exact inp ih format required 

by GrainSpotter, the reader is referred to [3], 

2.9. Grain characterization - CharacterizeGrains.m 

When GrainSpotter has produced the groups of reflections originating f rom the same 

grains, the final step of the microstructure reconstruction can be performed. This step 

entails using the characteristics of the individual reflections assigned to a certain 

grain to reconstruct that individual grain in terms of crystallographic orientation and 

location of center of mass. 
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The orientation of the grain is calculated and provided by GrainSpotter. I t is 

expressed in the form of an orientation matrix based on the well-known Euler angles, 

a common way of describing a crj'stahographic orientation. For a concise description 

of Euler angles in relation to three-dimensional x-ray diffraction microscopy, see for 

instance [16], section 3.3. The location of the grain's center of mass, however, is not 

provided by GrainSpotter. I t needs to be computed by the user, based on the origins 

of the individual reflections attributed to the grain in question. 

However, the orhput format of the GrainSpotter results is not particularly 

suitable for further computational analysis. I n fact, many of the data required for 

calculation of individual grains' characteristics need to be retrieved again f rom the 

hsts created by ArrangeSpots.m. This process is carried out by CharacterizeGrains.m. 

The code of this routine is provided in chapter 3, starting on page 120. 

The required input for the routine are the locations of both the output file 

f rom the GrainSpotter analysis, as weh of the file containing the individual reflections 

created by ArrangeSpots.m. Since the GrainSpotter outprh file has a well-defined 

format (described in [3]) the locations of the desired data are known. This 

information is used in analyzing the file. 

The file consists of a combination of text and numerical data. Line 15 defines 

offset, a constant representing the number of hnes in the header of the file. These 

lines are skipped during the analysis. The first hne of the fhe, though, contains the 

number of identified grains, This number, nrgrains, is retrieved in hne 18 of the code. 

When this value is known, some variables are initialized, after which a loop is started 

over all the grains identified (hne 28). By constantly reading and skipping specific 

lines of the file, the required data can be retrieved. For instance, the numbers of 

theoretically expected and experimentally observed reflections, MO and Mexp, can be 

retrieved, as well as the grain's orientation matrix UGrain. However, for information 

on the grain's center of mass, the reflections need to be traced back to the reflection 

hst used as input to the roiitine. This is done wi th in the second for- loop. Each of the 

reflections attributed to the grain in question is retrieved f rom the hst of reflections 

produced by ArrangeSpots. The required computations can then be performed on the 

resuhing list of reflections. As an example, CharacterizeGrains produces the list of 

reflections called GrainCharacteristics and saves this flle, naming i t using the grain 

number retrieved f rom the GrainSpotter outprh. I n this manner, the l ink can be 

made between the individual reflections and the grain's attributes. 
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A considerable part of the resuhs of this thesis consists of the actual M A T L A B 

routines. The individual routines are discussed in chapter 2. The current chapter 

provides the exact code of the routines treated there. Each section introduces an 

individual routine, starting on a new page. Line numbers have been added to allow 

for simple comparison wi th the descriptions given in chapter 2. 
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3.1. SDCorrection.m 

% S t a r t o f : SDCorrection.m 

% S D C o r r e c t i o n computes a s p a t i a l c o r r e c t i o n as d e s c r i b e d by s p l i n e f i l e t o 

% a l l of the p o i n t s on a d e t e c t o r , and s u b s e q u e n t l y t r i m s the r e s u l t i n g 

% m a t r i x to c o n t a i n t h e d i s t o r t i o n v a l u e s o n l y f o r p i x e l s l y i n g i n t h e 

%Region of I n t e r e s t (ROI) on the d e t e c t o r , d e f i n e d by t h e outermost mask. 

% 

%Note: t o f a c i l i t a t e p r o c e s s i n g of the s p l i n e f i l e , I have ma n u a l l y added 

%some b l a n k s i n t h e f i l e so t h a t a l l of t h e B - s p l i n e c o e f f i c i e n t s a r e 

% s e p a r a t e d from the f o l l o w i n g and p r e c e d i n g number. Though t h i s a s m a l l 

% e f f o r t , one c o u l d a l s o i n c o r p o r a t e t h i s i n the code. 

% 

%TvdZ. L a s t e d i t s : F e b r u a r y 2007. 

f u n c t i o n [SDMatrix] = S D C o r r e c t ( s p l i n e f i l e ) ; 

% D e c l a r a t i o n of the degree of the s p l i n e s t h a t have been computed (e.g. 

% f o r k=3, t h e p o l y n o m i a l on each knot i n t e r v a l i s of the t h i r d power a t 

%most). 

kx 

ky 

3; 

3; 

% F i r s t , the s p l i n e f i l e i s r e a d i n 

f i d = f o p e n ( s p l i n e f i l e , ' r ' ) ; 

i f f i d == 2 
d i s p C E r r o r : f i l e s p e c i f i e d by s p l i n e f i l e cannot be opened!') 

r e t u r n 

end 

%Because a f i t 2 d s p l i n e f i l e has a w e l l - d e f i n e d format, s p l i n e f i l e can be 

% r e a d q u i t e e a s i l y by s i m p l y r u n n i n g over a l l l i n e s and p i c k i n g up t h e 

% n e c e s s a r y d a t a 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u m ( l i n e ) ; 

xmin = A(1) 

ymin = A(2) 

xmax = A(3) 

ymax = A(4) 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u m ( l i n e ) ; 

s p a c i n g = A ( l ) ; 

x s i z e = A ( 2 ) ; 

y s i z e = A ( 3 ) ; 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

l i n e = f g e t l ( f i d ) ; 

è'SPATIAL DISTORTION SPLINE INTERPOLATION COEFFICIENTS' 

IBLANK LINE 

I'VALID REGION' 
IThe a c t u a l v a l i d r e g i o n : xmin ymin xmax ymax 

^BLANK LINE 
?;'GRID SPACING, X-PIXEL S I Z E , Y-PIXEL S I Z E ' 

'óThe a c t u a l v a l u e s f o r the s p a c i n g and p i x e l s i z e s 

èBLANK LINE 
è'X-DISTORTION' 
hnxl and n y l : # of k n o t s i n x and y d i r e c t i o n , r e s p , 
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% f o r the X d i s t o r t i o n s p l i n e 

A = s t r 2 n u m ( l i n e ) ; 

n x l = A ( l ) ; 

%Now~follow t h r e e b l o c k s of l i n e s , each l i n e c o n t a i n i n g 5 v a l u e s . F i r s t , 

%the n x l v a l u e s of t h e x p o s i t i o n s of t h e knots a r e g i v e n . Then, n y l 

% v a l u e s g i v i n g t h e y p o s i t i o n s of t h e k n o t s . F i n a l l y , 

% ( n x l - k x - l ) * ( n y l - k y - l ) (= ( n x l ^ 4 ) M ny 1-4 ) ) v a l u e s f o r t h e b - s p l m e 

% c o e f f i c i e n t s 

t x l l = " e i l ( n x l . / 5 ) ; %The number of l i n e s c o n t a i n i n g x p o s i t i o n v a l u e s 

f o r i = l : t x l l 

l i n e = f g e t l ( f i d ) ; 

70 A = s t r 2 n u m ( l i n e ) ; 

t x l = [ t x l A ] ; 

end 

t y l l = ^ c e i l ( n Y l . / 5 ) ; %The number of l i n e s c o n t a i n i n g y p o s i t i o n v a l u e s 

f o r i = l i t y l l 

l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u m ( l i n e ) ; 

t y l = [ t y l A ] ; 

end 

80 c l = [ ] ; 
n c l = ( n x l - k x - 1 ) . * ( n y l - k Y - l ) ; . , 
c l l = c e i l ( n c l . / 5 ) ; %The number of l i n e s c o n t a i n i n g b - s p l m e c o e t t . 

f o r i = l : c l l 

l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u m ( l i n e ) ; 

c l = [ c l A] ; 

end 
l i n e = f g e t l ( f i d ) ; %BLANK LINE 
l i n e = f g e t l ( f i d ) ; %'Y-DISTORTION' 

90 l i n e = f g e t l ( f i d ) ; %nx2 and ny2: # of knots i n x and y d i r e c t i o n , r e s p . , 
% f o r the Y d i s t o r t i o n s p l i n e 

A = s t r 2 n u m ( l i n e ) ; 

nx2 = A ( l ) ; 

nY2 = A ( 2 ) ; 

tx21 = ^ c e i l ( n x 2 . / 5 ) ; %The number of l i n e s c o n t a i n i n g x p o s i t i o n v a l u e s 

f o r i - l : t x 2 1 

l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u i n ( l i n e ) ; 

100 t x 2 = [ t x 2 A ] ; 

end 

t y 2 l " = " e i l ( n y 2 . / 5 ) ; %The number of l i n e s c o n t a i n i n g y p o s i t i o n v a l u e s 

f o r i = l : t y 2 1 
l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u m ( l i n e ) ; 

t y 2 = [ t y 2 A ] ; 

end 

c2 = [ ] ; 
n o nc2 = ( n x 2 - k x - l ) . * ( n y 2 - k y - l ) ; 

c21 = c e i l ( n c 2 . / 5 ) ; %The number of l i n e s c o n t a i n i n g b - s p l m e c o e t t . 

f o r i = l : c 2 1 

l i n e = f g e t l ( f i d ) ; 

A = s t r 2 n u m ( l i n e ) ; 

c2 = [c2 A] ; 

end 
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"óCreate the two a r r a y s x and y whose c r o s s p r o d u c t d e s c r i b e a l l p o i n t s on 

%the d e t e c t o r 

X = [] ; 

f o r i = 1:2048 

x ( i ) = i ; 

end 

y = x; 

%A11 the r e q u i r e d d a t a have been r e t r i e v e d from t h e f i t 2 d s p l i n e f i l e . 

%Compute the s p a t i a l d i s t o r t i o n s of a l l i n d i v i d u a l p o i n t s . 

d e l t a j = b i s p e v ( t x l , t y l , c l , k x , k y , x , y ) ; 

d e l t a i = b i s p e v ( t x 2 , t y 2 , c 2 , k x , k y , x , y ) ; 

%Now c o r r e c t a l l p o i n t s on the d e t e c t o r f o r t h e i r d i s t o r t i o n . 

S D M a t r i x l l 

SDMatrix2 

SDMatrix2 = [] 

SDMatrix3 = [] 

SDMatrix4 = [] 

fo r i = 1:2048 

S D M a t r i x l 

SDMatrix2 

SDMatrixS 

o n e s ( 2 0 4 8 , 1 ) ; 

[] 

[ S D M a t r i x l ; i . * S D M a t r i x l l ] ; 

[SDMatrix2; y ] ; 

[SDMatrixS; d e l t a i ( i , : ) ' ] ; 

SDMatrix4 = [SDMatrix4; d e l t a j ( i , : ) ' ; 

end 

SDMatrixS = SDMatrixl+SDMatrixS; 

SDMatrix6 = SDMatrix2+SDMatrix4; 

% C o n s t r u c t S D M a t r i x _ f u l l . t x t , which i s a m a t r i x of dimensions (2048-^2,6) 

% c o n t a i n i n g : [ i _ _ o r i g j_„orig delta_„i d e l t a _ j i _ c o r r j _ _ _ c o r r ] , where i and j 

%a r e the f a s t and slow index of t h e m a t r i x r e p r e s e n t i n g the edf images, 

% r e s p e c t i v e l Y . The i inde x c o r r e s p o n d s t o t h e Y d i r e c t i o n i n f i t 2 d , and 

%the j ind e x t o t h e X d i r e c t i o n . 

S D M a t r i x _ f u l l = [ S D M a t r i x l SDMatrix2 SDMatrixS SDMatrix4 SDMatrixS... 

S D M a t r i x 6 ] ; 

d l m w r i t e ( ' E : \ 4 d _ 4 e _ A n a l y s i s \ S D M a t r i x _ f u l l . t x t ' , S D M a t r i x _ f u l l , . . . 

' d e l i m i t e r ' , ' \ t ' ) ; 

% S D M a t r i x _ f u l l = d l m r e a d ( ' E : \ 4 d _ 4 e _ A n a l y s i s \ S D M a t r i x _ f u l l . t x t ' , ' \ t ' ) ; 

% D e f i n e t h e b o r d e r s of t h e r e c t a n g l e t h a t e n c l o s e s t h e outermost mask t h a t 

% i s used i n t h e a n a l y s i s of the d i f f r a c t i o n p a t t e r n s , and hence d e f i n e s 

% t h e ROI on t h e d e t e c t o r . These v a l u e s have been determined by r u n n i n g 

% C r e a t e M a s k 2 D T i l t . m and i n s p e c t i n g the r e s u l t i n g masks. The b o r d e r s a r e 

% p l a c e d m u l t i p l e p i x e l s beyond t h e outermost p i x e l of t h e o u t e r mask a t 

%each s i d e , t o c r e a t e a margin f o r u n e x p e c t a n c i e s i n t h e d a t a . 

m_min = 3 40; 

m_max = 17S9; 

n_min = 280; 

n_max = 168 7; 

% F i r s t , t r i m o f f t h e p a r t s v/ith m < m_min or m > m_max 

s d s t a r t = (m _ m i n - l ) * 2 0 4 8 + l ; 

sdend = m_max*2048; 
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S D M a t r i x _ f u l l = S D M a t r i x _ f u l l ( s d s t a r t : s d e n d , : ) ; 

180 
%Then c o l l e c t a l l l i n e s w i t h n >= n_min and n =< n_rnax 

SDMatrix = [ ] ; 

f o r i = 1:(m_max-m_min+l) 

SDMatrix = [SDMatrix ; SDMatrix„full((((i-l)*2048+n_min):... 

((i-l)*2048+n„max)),:)]; 

end 

d l m w r i t e ( ' E : \ 4 d _ 4 e _ A n a l y s i s \ S D M a t r i x . t x t ' , S D M a t r i x , ' d e l i m i t e r ' , ' \ t ' ) ; 

190 
% 
%End o f : SD C o r r e c t i o n . m 
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3.2. bispev.m 

% S t a r t o f : bispev.m 

ïiTranslated from F o r t r a n i n t o Matlab u s i n g t h e f 2 m a t l a b package 

ÈiThe f o l l o w i n g a r e t h e comments from t h e o r i g i n a l F o r t r a n f i l e 

10 

20 

30 

40 

50 

s u b r o u t i n e b i s p e v e v a l u a t e s on a g r i d ( x ( i ) , y ( j ) ) , 1 = 1 , . . . , m x ; j = l , 

,my a b i v a r i a t e s p l i n e s ( x , y ) of d e g r e e s kx and ky, g i v e n i n t h e 

b - s p l i n e r e p r e s e n t a t i o n . 

c a l l i n g sequence: 

c a l l b i s p e v ( t x , n x , t y , n y , c , k x , ky, x, mx, y, my, z, wrk, Iwrk, 

i w r k , k w r k , i e r ) 

kx 

x 

i n p u t p a r a m e t e r s : 

t x : r e a l a r r a y , l e n g t h nx, which c o n t a i n s 

k nots i n the x - d i r e c t i o n . 

t y : r e a l a r r a y , l e n g t h ny, which c o n t a i n s 

k nots i n the y - d i r e c t i o n . 

c : r e a l a r r a y , l e n g t h ( n x - k x - 1 ) * ( n y - k y - 1 ) 

b - s p l i n e c o e f f i c i e n t s , 

ky : i n t e g e r v a l u e s , g i v i n g the d e g r e e s of 

: r e a l a r r a y of dimension(mx). 

b e f o r e e n t r y x ( i ) must be s e t t o t h e 

i - t h g r i d p o i n t a l o n g t h e x - a x i s . 

t x ( k x + 1 ) < = x ( i - l ) < = x ( i ) < = t x ( n x - k x ) , i = 

Y : r e a l a r r a y of dimension(my). 

b e f o r e e n t r y y ( j ) must be s e t t o t h e 

j - t h g r i d p o i n t a l o n g the y - a x i s . 

t y ( k y + 1 ) < = y ( j - 1 ) < = y ( j ) < = t y ( n y - k y ) , j = 

wrk : r e a l a r r a y of dimension Iwrk. used as 

iwrk : i n t e g e r , s p e c i f y i n g t h e dimension of 

Iwrk >= mx*(kx+1)+my*(ky+1) 

iwrk : i n t e g e r a r r a y of dimension kwrk. used 

kv/rk : i n t e g e r , s p e c i f y i n g the dimension of 

output p a r a m e t e r s : 

the p o s i t i o n of the 

the p o s i t i o n of the 

, which c o n t a i n s t he 

the s p l i n e . 

X c o - o r d i n a t e of the 

2,.,,,mx. 

y c o - o r d i n a t e of the 

2,...,my. 

workspace. 
wrk . 

as VNiorkspace . 
i w r k . kwrk >= mx+my. 

l e r 

i e r = 0 

i e r = 1 0 

r e a l a r r a y of dimension(mx*my). 

on s u c c e s f u l e x i t z ( m y * ( i - l ) + j ) c o n t a i n s t h e v a l u e of s ( x , y ) 

a t t h e p o i n t ( x ( i ) , y ( j ) ) , 1 = 1 , m x ; j = l , m y . 

i n t e g e r e r r o r f l a g 

normal r e t u r n 

i n v a l i d i n p u t d a t a ( s e e r e s t r i c t i o n s ) 

r e s t r i c t i o n s : 

mx >=1, my >=1, lwrk>=mx*(kx+1)+my*(ky+1), kwrk>=mx+my 

t x ( k x + l ) <= x ( i - l ) <= x ( i ) <= t x ( n x - k x ) , i=2,...,mx 

t y ( k y + l ) <= Y ( j 1) <= y ( j ) <= t y { n y - k y ) , j=2,...,my 

r e f e r e n c e s ; 

de boor c on c a l c u l a t i n g w i t h b - s p l i n e s , 

6(1972) 50-62. 

j . a p p r o x i m a t i o n t h e o r y 
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% cox m.g. : the n u m e r i c a l e v a l u a t i o n of b - s p l i n e s , j . i n s t . maths 

% a p p l i e s 10(1972) 134-149. 

% d i e r c k x p. : c u r v e and s u r f a c e f i t t i n g w i t h s p l i n e s , monographs on 

60 % n u m e r i c a l a n a l y s i s , o x f o r d u n i v e r s i t y p r e s s , 1993. 
% 

% author : 

% p . d i e r c k x 

% dept. computer s c i e n c e , k . u . l e u v e n 

% c e l e s t i j n e n l a a n 200a, b-3001 h e v e r l e e , belgium. 

% e - m a i l : P a u l . Dierckx(acs . kuleuven . ac . be 

% l a t e s t update : march 19 87 

70 % 

%TvdZ. L a s t e d i t s : November 2006 

f u n c t i o n [ z , i e r ] = b i s p e v ( t x , t y , c , k x , k y , x , y ) ; 

i e r = 10; % e r r o r f l a g 

nx = s i z e ( t x , 2 ) ; % T o t a l number of knots i n t h e x d i r e c t i o n 

80 ny = s i z e ( t y , 2 ) ; % T o t a l number of knots i n the y d i r e c t i o n 

mx = s i z e ( x , 2 ) ; % T o t a l number of x g r i d p o i n t s on which t o e v a l u a t e s p l i n e 

my = s i z e ( y , 2 ) ; % T o t a l number of y g r i d p o i n t s on wliich t o e v a l u a t e s p l i n e 

I w e s t = (kx+1).*mx+(ky+1).*my; 

% A l l o c a t i n g two w orkspaces wrk and iwrk 

Iwrk = mx*(kx+1)+my*(ky+l); 

wrk = z e r o s ( 1 , I w r k ) ; 

90 kwrk = mx+my; 

iwrk = z e r o s ( 1 , k w r k ) ; 

% B e f o r e s t a r t i n g c o m p u t a t i o n s a d a t a check i s made. I f the i n p u t d a t a 

% a r e i n v a l i d c o n t r o l i s i m m e d i a t e l y r e p a s s e d to the c a l l i n g program. 

i f (mx-1 < 0) 

r e t u r n 

e l s e i f (mx-1 == 0) 

e l s e 

100 f o r i = 2:mx 

i f ( x ( i ) < x ( i - l ) ) 

r e t u r n 

end 

end 

end 

i f (my-1 < 0) 

r e t u r n 

e l s e i f (my-l == 0) 

110 e l s e 

f o r i = 2:my 

i f ( Y ( i ) < y ( i - l ) ) 

r e t u r n 

end 

end 

end 
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i e r = 0; 

iw = mx.*(kx+1)+1; 

120 z = f p b i s p ( t x , n x , t y , n y , c , k x , k y , x , m x , Y , m y , w r k ( 1 ) , w r k ( i w ) , i w r k ( 1 ) , 

i w r k ( m x + 1 ) ) ; 

%End o f : bispev.m 
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3.3. fpbisp.m 

% S t a r t o f : fpbisp.m 

% T r a n s l a t e c i from F o r t r a n i n t o Matlab u s i n g t h e f 2 m a t l a b package, 
% 

%TvdZ. L a s t e d i t s : November 2006 

f u n c t i o n z = f p b i s p ( t x , nx, t y , ny, c, kx, ky, x, mx, y, my, wx, wy, I x , l y ) ; 

10 
h = z e r o s ( 1 , 6 ) ; 

%x dimension 

k x l = kx+1; 

n k x l = n x - k x l ; 

t b = t x ( k x l ) ; 

t e = t x ( n k x l + 1 ) ; 

I = k x l ; 

20 11 = 1+1; 

f o r i = l:mx 

a r g = x ( i ) ; 

i f ( a r g < tb) 

a r g = t b ; 

end 

i f ( a r g > t e ) 

a r g = t e ; 

end 

30 
w h i l e ( a r g >= t x ( l l ) ) && (1 ~= n k x l ) 

I = 11; 

I I = 1+1; 

end 

h = f p b s p l ( t x , n x , k x , a r g , 1 , h ) ; 

l x ( i ) = 1 - k x l ; 

f o r j = l : k x l 

40 w x ( i , j ) = h ( j ) ; 

end 

end 

%y dimension 

k y l = ky+1; 

n k y l = n y - k y l ; 

t b = t Y ( k y l ) ; 

t e = t y ( n k y l + 1 ) ; 

50 1 = k y l ; 

I I = 1+1; 

f o r i = l:my 

a r g = y ( i ) ; 

i f ( a r g < tb) 

a r g = t b ; 
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end 

i f ( a r g > t e ) 

a r g = t e ; 

end 

w h i l e ( a r g >= t y ( l l ) ) && (1 ~= n k y l ) 

I = 11; 

I I = 1+1; 

end 

h = f p b s p l ( t y , n y , k y , a r g , l , h ) ; 

l y ( i ) = l - k y l ; 

f o r j = l : k y l 

W Y ( i , j ) = h ( j ) ; 

end-

end 

%meshing t o g e t h e r 

m = 0; 

z = zeros(mx, my); 

f o r i = l:mx 

1 = l x ( i ) . * n k y l ; 

f o r i l = l : k x l 

h ( i l ) = w x ( i , i l ) ; 

end 

f o r j = l:my 

11 = l + l y ( j ) ; 

sp = 0 . ; 

f o r i l = l : k x l 

12 = 11; 

f o r j l = l : k y l 

12 = 12+1; 

sp = sp+c(12) . * h ( i l ) . * w Y ( j , j l ) ; 

end 

11 = l l + n k y l ; 

end 

m = m+1; 

z(m) = sp; 

end 

end 

%End o f : fpbisp.m 
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3.4. fpbspl.m 

% S t a r t o f : fpbspl.m 

% T r a n s l a t e d from F o r t r a n i n t o Matlab u s i n g f 2 m a t l a b 

% S u b r o u t i n e f p b s p l e v a l u a t e s t h e ( k 4 l ) non-zero b - s p l i n e s of degree k a t 

% t ( l ) <= X < t ( l + l ) u s i n g the s t a b l e r e c u r r e n c e r e l a t i o n of De Boor and 

%Cox . 

10 % 

%TvdZ. L a s t e d i t s : November 2006 

f u n c t i o n h = f p b s p l ( t , n , k , x , 1 , h ) ; 

hh = z e r o s ( 1 , 5 ) ; 

h ( l ) = 1; 

f o r j = l : k 

20 
f o r i = 1 : j 

h h ( i ) = h ( i ) ; 

end 

h ( l ) = 0.; 

f o r i = 1 : j 

l i = 1+i; 

l j = l i - j ; 

30 f = h h { i ) . / ( t ( l i ) - t { l j ) ) ; 

h ( i ) = h ( i ) + f . * ( t ( l i ) - x ) ; 

h ( i + l ) = f . * ( x - t ( l j ) ) ; 

end 

end 

%End o f : fpbspl.m 
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3.5. DetermineBC.m 

% S t a r t o f : DetermineBC.m 

% T h i s r o u t i n e d e t e r m i n e s t h e l o c a t i o n of t h e beam c e n t e r u s i n g 

%the LaB6 measurement by means of a w e i g h t e d average of the p i x e l 

% p o s i t i o n s of the p i x e l s i n and j u s t around the d i r e c t beam mark, u s i n g 

%the c o r r e s p o n d i n g i n t e n s i t i e s as w e i g h t s . 

%TvdZ, November 2006 

f u n c t i o n [mBC,nBC,rowprof,colprof] = DetermineBC(image) 

% x e s t and y e s t , f i r s t e s t i m a t e s of the l o c a t i o n of t h e beam c e n t e r , a r e 

% e n t e r e d . These v a l u e s have been d e t e r m i n e d by v i s u a l i n s p e c t i o n u s i n g t h e 

%ESRF v i s u a l i z a t i o n program FIT2D, and a r e e n t e r e d i n FIT2D c o o r d i n a t e s . 

%Furthermore, h a l f the width and h e i g h t of the box over which t h e 

%computation w i l l r un a r e e n t e r e d ( d e l t a x en d e l t a y ) , which have a l s o been 

%determined by v i s u a l i n s p e c t i o n . A l l v a l u e s a r e then t r a n s f o r m e d i n t o 

% m a t r i x i n d i c e s m and n. 

x e s t = 9 81; 

y e s t = 1011; 

d e l t a x = 20; 

d e l t a y = 10; 

mest = 2 0 4 9 - Y e s t ; 

n e s t = x e s t ; 

mmin = m e s t - d e l t a y ; 

mmax = m e s t + d e l t a y ; 

nmin = n e s t - d e l t a x ; 

nmax = n e s t + d e l t a x ; 

%Compute t h e dark c u r r e n t i n t e n s i t i e s 

D a r k C u r r e n t = d o u b l e ( z e r o s ( 2 0 4 8 , 2 0 4 8 ) ) ; 

f o r n r = 26:47 

f i l e n a m e = ['E:\Data\Dark_ C u r r e n t \ d a r k c u r r e n t O O ' n u m 2 s t r ( n r ) ' . e d f ' ] ; 

AddMatrix = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

D a r k C u r r e n t = D a r k C u r r e n t t A d d M a t r i x ; 

end 

D a r k C u r r e n t = d o u b l e ( D a r k C u r r e n t . / 2 2 ) ; 

%The L a B 6 - f i l e i s r e a d 

A = r e a d f r e l o n 2 k ( i m a g e ) ; 

A = d o u b l e ( A ) ; 

A = A - D a r k C u r r e n t ; 

%Computation over t l i e s u b m a t r i x A(imin:imax,jmin:jmax) 

mBC = 0; 

nBC = 0; 

rowprof = zeros(mmax-mmin+1,1); 
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c o l p r o f = zeros(nmax-nmin+1,1); 

sumsum = sum(sum(A(mmin:mmax,nmin:nmax))); 

f o r i = mmin:mmax 

f o r j = nmin:nmax 

weight = A ( i , j ) ; 

rowprof(i-mmin+1) = r o w p r o f ( i - m m i n + 1 ) t w e i g h t ; 

c o l p r o f ( j - n m i n + 1 ) = c o l p r o f ) j - n m i n + 1 ) + w e i g h t ; 

mBC = double(mBC+double(i*weight/sumsum)); 

nBC = d o u b l e ( n B C + d o u b l e ( j * w e i g h t / s u m s u m ) ) ; 

end 

end 

rowprof = rowprof./(nmax-nmin+1) ; 

c o l p r o f = colprof./(mmax-mmin+1); 

mBC = double(mBC); 

nBC = d o u b l e ( n B C ) ; 

%End o f : DetermineBC.m 
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3.6. readfi'elon2k.m 

% S t a r t o f : r e a d f r e l o n 2 k . m 

f u n c t i o n [A] = r e a d f r e l o n 2 k ( f i l e n a m e ) 

% edf r e a d e r f o r t h e 2K F r e l o n camera 

% f u n c t i o n [A]= r e a d f r e l o n 2 k ( f i l e n a m e ) 

10 f i d = f o p e n ( f i l e n a m e , ' r ' ) ; 

i f ( f i d ~ = - l ) 

f s e e k ( f i d , - ( 2 * 2 0 4 8 * 2 0 4 8 ) , ' e o f ' ) ; 

A = u i n t i e ( ( f r e a d ( f i d , [2048,2048], ' u i n t i e ' ) ) ' ) ; 

f c l o s e ( f i d ) ; 

e l s e 

['edf r e a d e r : u n a b l e t o open f i l e : ' , f i l e n a m e ] 

20 end 

%End of: r e a d f r e l o n 2 k . m 
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3.7. Analyze 4d.m 

% S t a r t o f : Analyze_4d.m 

% T h i s i s t h e main r o u t i n e f o r r e c o n s t r u c t i o n of t h e o r i g i n a l a u s t e n i t e 

% m i c r o s t r u c t u r e from the d i f f r a c t i o n images of t h e 4 d - d a t a s e t . T h i s r o u t i n e 

% c a l l s the v a r i o u s s u b r o u t i n e s t h a t p e r f o r m t h e d i f f e r e n t s t e p s r e q u i r e d 

% f o r the r e c o n s t r u c t i o n . I t i s p o s s i b l e t o e x c l u d e some of t h e code from 

%being e x e c u t e d , e.g. when one has a l r e a d y performed a s p e c i f i c p a r t of t h e 

10 % a n a l y s i s e a r l i e r . I n t h i s c a s e , e x c l u d e t h e l i n e s i n q u e s t i o n u s i n g '%' 

%and i n c l u d e code r e a d i n g i n the r e s u l t of t h e e a r l i e r a n a l y s i s . 

%TvdZ. L a s t e d i t s : F e b r u a r y 2007 

f u n c t i o n u = A n a l y z e _ 4 d ; 

% C r e a t e a l i s t of a l l peaks of the 4d measurement u s i n g FindPeaks„4d, or, 

% i f t h i s has a l r e a d y been done p r e v i o u s l y , a c c e s s t h i s f i l e u s i n g t h e 

%dlmread command. 

20 
P e a k L i s t = F i n d P e a k s _ 4 d ; 

% P e a k L i s t = dlmread('E:\4d„4e_Analysis\4d_Peak_„List.txt', ' \ t ' ) ; 

[ n r _ p e a k s w i d t h _ p e a k l i s t ] = s i z e ( P e a k L i s t ) ; 

%Compute th e dark c u r r e n t i n t e n s i t i e s 

D a r k C u r r e n t = d o u b l e ( z e r o s ( 2 0 4 8 , 2 0 4 8 ) ) ; 

fo r nr = 26:47 

30 f i l e n a m e = [ ' E : \ D a t a \ D a r k _ C u r r e n t \ d a r k c u r r e n t O O ' n u m 2 s t r ( n r ) ' . e d f ' ] ; 

AddMatrix = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

D a r k C u r r e n t = DarkCurrent+AddMatrix; 
end 

D a r k C u r r e n t = d o u b l e ( D a r k C u r r e n t . / 2 2 ) ; 

%Open f i l e t h a t c o n t a i n s t h e s p a t i a l d i s t o r t i o n c o r r e c t i o n 

SDMatrix = d l m r e a d ( ' E : \ 4 d _ 4 e _ A n a l y s i s \ S D M a t r i x . t x t ' , ' \ t ' ) ; 

40 %Determine i f t h e e s t i m a t e s f o r t h e peak w i d t h i n a l l t h r e e d i m e n s i o n s a r e 

% c o r r e c t , by comparing background i n t e n s i t i e s from the two e n v e l o p i n g 

% s h e l l s . 

T o t a l _ P e a k _ I n t e n s i t i e s = [ ] ; 

i n d = 1; 

fo r n = l : n r _ p e a k s 

50 s t r i p e = P e a k L i s t ( n , 1 ) ; 

l a y e r = P e a k L i s t ( n , 2 ) ; 

omega = P e a k L i s t ( n , 3 ) ; 

ringnumber = P e a k L i s t ( n , 4 ) ; 

row = P e a k L i s t ( n , 5 ) ; 
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column = P e a k L i s t ( n , 6 ) ; 

R = P e a k L i s t ( n , 7 ) ; 

t w o t h e t a = P e a k L i s t ( n , 8 ) ; 

e t a = P e a k L i s t ( n , 9 ) ; 

i n t e n s i t y = P e a k L i s t ( n , 1 0 ) ; 

d e l t a r o w = P e a k L i s t ( n , 1 1 ) ; 

d e l t a c o l u m n = P e a k L i s t ( n , 1 2 ) ; 

deltaomega = P e a k L i s t ( n , 1 3 ) ; 

[ T o t a l _ I n t e n s i t y ] = S h e l l C h e c k _ 4 d ( s t r i p e , l a y e r , o m e g a , r i n g n u m b e r , . . . 

r o w , c o l u m n , d e l t a r o w , d e l t a c o l u m n , d e l t a o m e g a , D a r k C u r r e n t , S D M a t r i x ) ; 

i f isempty(Total„Intensity) == 0 

T o t a l _ P e a k _ I n t e n s i t i e s ( i n d , : ) = T o t a U n t e n s i t y ; 

i n d = ind+1; 

end 

end 

dlmwrite{'E:\4d_4e„Analysis\4d_Total_Peak_Intensities.txt',... 

T o t a l _ P e a k _ I n t e n s i t i e s , ' - a p p e n d ' , ' d e l i m i t e r ' , ' \ t ' ) ; 

% I f t he peak a n a l y s i s has been performed s e p a r a t e l y a t an e a r l i e r s t a g e , 

%use t h e l i n e below t o r e a d i n t h e r e s u l t s of t h a t a n a l y s i s . 

%Total„Peak„Intensities = d l m r e a d { ' E ; \ 4 d _ 4 e _ A n a l y s i s \ ' . . . 

% ' 4 d _ T o t a l _ P e a k _ I n t e n s i t i e s . t x t ' , ' \ t ' ) ; 

[ l e n g t h _ T P I w i d t h _ T P I ] = s i z e ( T o t a l _ P e a k _ I n t e n s i t i e s ) ; 

[ A r r a n g e d ^ S p o t s , T o t a l _ G r a i n _ I n t e n s i t i e s ] = A r r a n g e S p o t s ( . . . 

T o t a l _ P e a k _ I n t e n s i t i e s , 1 , l e n g t h y , T P I ) ; 

%End o f : Analyze_4d.m 



Chapter 3: MATLAB code 

3.8. FindPeaks 4d.m 

% S t a r t of: FindPeaks_4d.m 

% T h i s f u n c t i o n c r e a t e s a l i s t of a l l peaks i n t h e 4d s e r i e s . The output i s 

% i n the form of an ( n x l 9 ) - m a t r i x , where n i s the t o t a l number of peaks 

%found. Each tow c o n t a i n s peak i n f o r m a t i o n i n t h e f o l l o w i n g manner: 

% [ S t r i p e L a y e r Omega RingNumber Row Column R TwoTheta E t a I n t e n s i t y 

%DeltaRow DeltaColumn DeltaOmega RowMinus RowPlus ColumnMinus ColumnPlus 

10 %OmegaMinus OmegaPlus]. The output i s c r e a t e d by subsequent c a l l s of t h e 

% s u b r o u t i n e AnalyzeLayer_4d.m. 

%TvdZ. L a s t e d i t s : F e b r u a r y 2007. 

f u n c t i o n Peaks = F i n d P e a k s _ 4 d ; 

%Compute dark c u r r e n t image f o r e l e c t r o n i c background c o r r e c t i o n 

D a r k C u r r e n t = d o u b l e ( z e r o s { 2 0 4 8 , 2 0 4 8 ) ) ; 

20 f o r nr = 26:47 

f i l e n a m e = [ ' E : \ D a t a \ D a r k _ C u r r e n t \ d a r k c u r r e n t O O ' n u m 2 s t r { n r ) ' . e d f ' ] ; 

AddMatrix = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

D a r k C u r r e n t = DarkCurrent+AddMatrix; 

end 

D a r k C u r r e n t = d o u b l e ( D a r k C u r r e n t . / 2 2 ) ; 

% S t a r t p e a k s e a r c h i n g 

Peaks = [ ] ; 

30 
f o r s t r i p e = 0:2 

f o r l a y e r = 0 : 4 9 

u = A n a l Y z e L a y e r _ 4 d ( s t r i p e , l a y e r , D a r k C u r r e n t ) ; 

Peaks = [ P e a k s ; u ] ; 

end 

40 end 

dlmwrite('E:\4d„4e_Analysis\4d_„PeakList.txt',Peaks,'delimiter','\t'); 

%End o f : FindPeaks_4d.m 
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3.9. AnalyzeLayer 4d.m 

10 

40 

% S t a r t of: AnalYzeLaYer„4d.m 

% T h i s program a n a l y z e s a s i n g l e l a y e r from a 4d measurement, c o r r e s p o n d i n g 

% t o 92 f i l e s v\iith d i f f e r e n t omega o r i e n t a t i o n s . The f i l e s a r e r e a d , 

% t o g e t h e r w i t h t h e i r p r e v i o u s and subsequent f i l e i n omega sp a c e . Masks a r e 

%then a p p l i e d so t h a t t h e d a t a of i n t e r e s t r e m a i n s . W i t h i n t h e s e r e m a i n i n g 

%images, s e a r c h e s a r e conducted f o r peak maxima i n (x,y,omega)-space. 

%TvdZ. L a s t e d i t s : F e b r u a r y 2007. 

f u n c t i o n u = A n a l y z e L a Y e r _ 4 d ( s t r i p e , l a y e r , D a r k C u r r e n t ) ; 

i f s t r i p e == 0 || s t r i p e == 1 || s t r i p e == 2 

e l s e 
e r r o r ( ' I n v a l i d s t r i p e i n p u t . V a l i d i n p u t a r e : 0, 1, 2.') 

end 

i f r e m ( l a Y e r , l ) == 0 & l a y e r >= 0 & l a y e r <= 49 

20 e l s e 

e r r o r { ' I n v a l i d l a y e r i n p u t . V a l i d i n p u t i s an i n t e g e r between 0 and'... 

' 49 . ' ) 

end 

s t r i p e s t r = n u m 2 s t r ( s t r i p e ) ; 

l a y e r s t r = n u m 2 s t r ( l a y e r ) ; 

MinTwoTheta_A200 = 4.75; % d e g rees 

MaxTwoTheta_A200 = 5.2; 

30 MinTwoTheta_A220 = 6.8; 

MaxTwoTheta_A220 = 7.3; 

P i x e l S i z e = 47.4; %micrometer 

L s d = 241; % m i l l i m e t e r 

L s d _ P i x e l s = L s d * 1 0 0 0 / P i x e l S i z e ; % # p i x e l s 

BoxHeight = 100; %micrometer 

BoxWidth = 15; %micrometer 

RowBeamCenter = 1038; %row i n d e x 

ColumnBeamCenter = 981; %column index 

% S p e c i f i c a t i o n of d e t e c t o r t i l t u s i n g d e f i n i t i o n s of CreateMask2DTiIt.m. 

% T i l t _ P s i and T i l t _ E t a T f o l l o w from t h e T I L T a l g o r i t h m i n f i t 2 d on t h e LaB6 

%image b e f o r e s p a t i a l c o r r e c t i o n . 

%Note: when computing d e t e c t o r t i l t on t h e c o r r e c t e d image, t h e v a l u e found 

% i s much s m a l l e r ( l e s s t h a n 1 d e g r e e ) . 

T i l t _ P s i = 8.1; % d e g rees 

T i l t _ E t a T = 11.9; % d e g r e e s 

50 k = 0; 

u = [] ; 

%Compute average dark c u r r e n t i n t e n s i t y and t h e t h r e s h o l d i n t e n s i t y 
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avg„dc = m e a n ( m e a n ( D a r k C u r r e n t ) ) ; 

IMin = 2 * s q r t ( a v g ^ d c ) ; %The minimum i n t e n s i t y t h a t i s c o n s i d e r e d as coming 

%from a g r a i n e q u a l s t w i c e t h e s q u a r e root of t h e 

%ave r a g e D.C. i n t e n s i t y ; f o r a P o i s s o n d i s t r i b u t i o n , 

60 % t h i s e q u a l s t w i c e t h e s t a n d a r d d e v i a t i o n . 

%Compute t h e masks f o r t h e a u s t e n i t e and background r i n g s , and determine 

%the b o r d e r s of t h e r e c t a n g l e s t h a t e n c l o s e t h e s e masks. 

Mask_A200 = CreateMask2DTilt(Lsd,PixelSize,Tilt_Psi,Tilt„EtaT,,.. 

ColumnBeamCenter,RowBeamCenter, MinTwoTheta_A200,... 

MaxTwoTheta_A200); 

Mask_A220 = C r e a t e M a s k 2 D T i l t ( L s d , P i x e l S i z e , T i l t _ P s i , T i l t ^ E t a T , . . . 

ColumnBeamCenter,RowBeamCenter, MinTwoTheta_A220,... 

70 MaxTwoTheta_A220); 

m_A200__min = 2; 

m_A200_max = 2047; 

n_A200_min = 2; 

n_A200__max = 2047; 

A200_m = sum(Mask_A200,2); 

A200_n = sum(Mask_A200,1); 

w h i l e A200_m(m„A200_min) == 0 

m_A200_min = m_A200_min+l; 

80 end 

w h i l e A2 00_m(m_A2 0 0_max) == 0; 

m_A200_max = m_A200_max-l; 

end 

w h i l e A200_n(n_A200_min) == 0 

n_A200__min = n_A200_min + l ; 

end 

wh i l e A2 00_n(n„A2 00_max) == 0; 

n„A200_max = n„A200_max-l; 

end 

90 
m„A220_min = 2; 

m_A220_max = 2047; 

n„A220_min = 2; 

n_A220_max = 2047; 

A220__m = sum(Mask_A220, 2) ; 

A220_n = sum(Mask_A220,1); 

w h i l e A220_m(m_A220_min) == 0 

m_A220_min = m„A22 0_min+l; 

end 

100 w h i l e A220_m(m_A220_max) == 0; 

m„A220_max = m_A220_max-l; 

end 

w h i l e A220_n(n_A220_min) == 0 

n_A220_min = n_A220_min+l; 

end 

w h i l e A220_n(n_A220_„max) == 0; 

n_A220_max = n_A220_max-l; 

end 

110 %Read t h e f i l e t o be examined, and c r e a t e t h e masked images, 

f o r omega = -29:60 

omegastr = num2str(omega); 
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i f omega == -29 

f i l e n r = s t r i p e * 4 6 0 0 + layer*92+(omega+30) ; 

i f f i l e n r < 10 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d000'. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 100 

f i l e n a m e = ['E:\Data\FelC3MnA__4d\FelC3MnA_4d00'.. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 1000 

f i l e n a m e = ['E:\Data\FelC3MnA„4d\FelC3MnA_4d0'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA„4d'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

end 

ImageRaw = double ( r e a d f r e l o n 2 ) c ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-Darl<Current; 

Image_A200 = ImageRaw.*Mask_A200; 

Image_A220 = ImageRaw.*Mask_A220; 

f i l e n r = f i l e n r - 1 ; 

i f f i l e n r < 10 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d000'. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 100 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d00'.. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 1000 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d0'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 
e l s e 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

end 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-DarkCurrent; 

Image_A200_prev = ImageRaw.*Mask_A200; 

Image_A22 0_prev = ImageRaw.*Mask_A220; 

f i l e n r = f i l e n r + 2 ; 

i f f i l e n r < 10 

f i l e n a m e = ['E:\Data\FelC3MnA„4d\FelC3MnA_4d000'. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 100 

f i l e n a m e = ['E:\Data\FelC3MnA__4d\FelC3MnA_4d00'.. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 1000 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4dO'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 
e l s e 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA__4d'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

end 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-DarkCurrent; 

Image_A200__next = ImageRaw . *Mask_A2 00; 

Image_A220_next = ImageRaw.*Mask_A220; 
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180 

190 

e l s e i f s t r i p e == 0 && l a y e r == 0 && ... 
(omega == 7 || omega == 8 || omega == 9) 

% F i l e 0038, c o r r e s p o n d i n g t o s t r i p e = 0, l a y e r = 0, omega = 8 i s 

% m i s s i n g . Hence t h i s f i l e and the tvio s u r r o u n d i n g i t i n omega space 

%cannot be a n a l y z e d p r o p e r l y 

c o n t i n u e 

e l s e i f s t r i p e == 0 && l a y e r == 0 && omega == 10 

f i l e n r = s t r i p e * 4 6 0 0 + l a y e r * 9 2 + ( o m e g a + 3 0 ) ; 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_„4d00' n u m 2 s t r ( f i l e n r ) . . . 

' . e d f ' ] ; 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-DarkCurrent; 

Image_A200 = ImageRaw.*Mask_A200; 

Image_A220 = ImageRaw.*Mask_A220; 

f i l e n r = f i l e n r - 1 ; 

200 f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d00' n u m 2 s t r ( f i l e n r ) , . . 

' . e d f ' ] ; 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-DarkCurrent; 

Image_A200_prev = ImageRaw . *Mask__A200; 

Image_A220_prev = ImageRaw.*Mask_A220; 

f i l e n r = f i l e n r + 2 ; 

f i l e n a m e = ['E:\Data\FelC3MnA„4d\FelC3MnA_4d00' n u m 2 s t r ( f i l e n r ) . . . 

210 ' . e d f ' ] ; 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-DarkCurrent; 

Image_A200_next = ImageRaw.*Mask_A200; 

Image_A220_next = ImageRaw.*Mask_A220; 

e l s e i f s t r i p e == 0 && l a y e r == 34 && omega -18 

% F i l e 3141, c o r r e s p o n d i n g t o s t r i p e 0, l a y e r 34, omega -17 has 

%dimensions 2047x2048 ( p r o b a b l y due to a g l i t c h d u r i n g d a t a 

220 % c o l l e c t i o n ) ; t h e r e f o r e t h e f i r s t row of ImageRaw i s d i s c a r d e d , 

% s i n c e t h i s row c o n t a i n s nonsense ( n u m e r i c a l r e p r e s e n t a t i o n s of 

% A S C I I c h a r a c t e r s ) , a f t e r which an e x t r a row of p i x e l s w i t h 

% i n t e n s i t y 1000 i s added t o the bottom of t h e m a t r i x ( v i s u a l 

% i n s p e c t i o n of t l i e l o c a t i o n of t h e d i r e c t beam mark i n t h i s p i c t u r e 

% s u g g e s t e d t h a t t h e m i s s i n g row was p r o b a b l y t h e bottom one) 

Image_A200_prev = Image_A200i 

Image_A220_prev = Image_A220; 

Image_A200 = Image_A200_next; 

230 Image_A220 = Image_A220_next; 

f i l e n r = f i l e n r + 1 ; 

i f f i l e n r < 10 

f i l e n a m e = ['E:\Data\FeIC3MnA„4d\FelC3MnA_„4d000' 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 100 
f i l e n a m e = ['E;\Data\FelC3MnA_4d\FeIC3MnA_4d00'. 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 
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e l s e i f f i l e n r < 1000 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d0'... 

240 n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

end. 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw(2:2048,:); 

A d d i t i o n = d o u b l e ( 1 0 0 0 * o n e s ( 1 , 2 0 4 8 ) ) ; 

ImageRaw = [ImageRaw;Addition]; 

ImageRaw = ImageRaw-DarkCurrent; 

250 Image_„A200_next = ImageRaw.*Mask_A200; 

Image_A220_next = ImageRaw.*Mask_A220; 

e l s e 

Image_A200_prev = Image_A200; 

Image_A22 0_prev = Image_A220; 

Image_A200 = Image_A200_next; 

Image_A220 = Image_A220_next; 

f i l e n r = f i l e n r + 1 ; 

260 i f f i l e n r < 10 

f i l e n a m e = ['E:\Data\FelC3MnA__4d\FelC3MnA_4dOO0'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 100 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d00'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 1000 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4dO'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e 

270 f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

end 

ImageRaw = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

ImageRaw = ImageRaw-DarkCurrent; 

Image„A200_next = ImageRaw.*Mask_A200; 

Image_A22 0_next = ImageRaw.*Mask_A220; 

end 

280 f o r r i n g = 1:2 

s v i i t c h r i n g 

c a s e 1 

h k l = 'A200'; 

Image = Image_A200; 

Image_prev = Image_A200_prev; 

Image_next = Image_A200_next; 

m_min = m_A200_min; 

m_max = m-_A200_max; 

290 n_min = n_A200_min; 

n_max = n_A200_max; 

c a s e 2 

h k l = 'A220'; 

Image = Image_A220; 

Image_prev = Image_A22 0__prev; 

Image_next = Image_A220„next; 

m__min = m__A220_min; 

m_max = m_A220„max; 
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n_min = n_A220__min; 

300 n_max = n_A220__max; 

end 

% F i n d peaks i n (x,y,omega)-space 

f o r m = m_min:m„max 

f o r n = n_min:n„max 

i f Image(m,n) > IMin 

i f isequal(Image(m,n),max(max(Image(m-1:m+l,n-1:n+1)))) 

i f Image(m,n) >= max(max(Image_„prev(m-l :m+l, . . . 

310 n - l : n + l ) ) ) 

i f Image(m,n) >= max(max(Image_next(m-1:m+l,... 

n - l : n + l ) ) ) 

k = k+1; 

S t r i p e P e a k ( k , 1 ) = s t r i p e ; 

L a y e r P e a k ( k , 1 ) = l a y e r ; 

OmegaPeak(k,1) = omega; 

RingNumberPeak(k,1) = r i n g ; 

RowPeak(k,1) = m; 

ColumnPeak(k,1) = n; 

320 R P e a k ( k , l ) = s q r t ( (m-RowBeamCenter)'-2+. . . 

(n-ColumnBeamCenter) '*'2) ; 

TwoThetaPeak(k,1) = ( 1 8 0 / p i ) * . . . 

a t a n 2 ( R P e a k ( k , 1 ) , L s d _ P i x e l s ) ; 

E t a P e a k ( k , l ) = ( 1 8 0 / p i ) * a t a n 2 ( n - . . . 

ColumnBeamCenter,RowBeamCenter-m); 

% I n t h i s way, both arguments t o atan2 a r e 

% p o s i t i v e when t h e spot i s i n t h e f i r s t 

%quadrant w i t h r e s p e c t t o t h e beam c e n t r e , 

i f E t a P e a k ( k , l ) < 0 

330 E t a P e a k ( k , l ) = E t a P e a k ( k ) + 3 6 0 ; 

end 

I n t e n s i t y P e a k ( k , 1 ) = Image(m,n); 

% C a l c u l a t e peak width i n row d i r e c t i o n 

% ( h a l f w i d t h h a l f maximum) 

i n c = 1; 

w h i l e Image(m-inc,n) > I n t e n s i t y P e a k ( k , 1 ) / 2 

i n c = inc+1; 

end 

RowMinus(k,1) = R o w P e a k ( k , 1 ) - i n c ; 

340 i n c = 1; 

w h i l e Image(m+inc,n) > I n t e n s i t y P e a k ( k , 1 ) / 2 

i n c = inc+1; 

end 

R o w P l u s ( k , l ) = RowPeak(k,1)+inc; 

DeltaRow(k,1) = c e i l ( ( R o w P l u s ( k , 1 ) - . . . 

R o w M i n u s ( k , 1 ) ) / 2 ) ; 

% C a l c u l a t e peak width i n colummn d i r e c t i o n 

% ( h a l f w i d t h h a l f maximum) 

i n c = 1; 

350 w h i l e Image(m,n-inc) > I n t e n s i t y P e a k ( k , 1 ) / 2 

i n c = inc+1; 

end 

ColumnMinus(k,1) = C o l u m n P e a k ( k , 1 ) - i n c ; 

i n c = 1; 

w h i l e Image(m,n+inc) > I n t e n s i t y P e a k ( k , 1 ) / 2 

i n c = inc+1; 

end 

ColumnPlus(k,1) = C o l u m n P e a k ( k , 1 ) + i n c ; 

DeltaColumn(k,1) = c e i l ( . . . 
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360 ( C o l u m n P l u s ( k , 1 ) - C o l u m n M i n u s ( k , 1 ) ) / 2 ) ; 
% C a l c u l a t e widLh i n omega d i r e c t i o n . I t i s 

%assumed t h i s i s never more than 2 i n a 

% s i n g l e d i r e c t i o n , 

i n c = 1; 

i f Image^prev(m,n) > I n t e n s i t y P e a k ( k , 1 ) / 2 

i n c = 2; 

end 

OmegaMinus(k,1) = OmegaPeak(k,1)-inc; 

i n c = 1; 

370 i f Image_next(m,n) > I n t e n s i t y P e a k ( k , 1 ) / 2 

i n c = 2; 

end 

OmegaPlus(k,1) = OmegaPeak(k,1)+inc; 

DeltaOmega(k,1) = (OmegaPlus(k,1)-... 

OmegaMinus(k,1))/2; 

%Account f o r DeltaOmega-dependence on E t a . 

DeltaOmega(k,1) = c e i l ( D e l t a O m e g a ( k , 1 ) * . . . 

a b s ( s i n ( E t a P e a k ( k , l ) * p i / 1 8 0 ) ) ) ; 

i f DeltaOmega(k,1) == 0 

380 % I f E t a = 0, change from 0 t o 1. 

DeltaOmega(k,1) = 1; 

OmegaMinus(k,1) = OmegaPeak(k,1)-1; 

OmegaPlus(k,1) = OmegaPeak(k,1)+1; 

400 

end 

end 

end 

end 

end 

end 

390 end 

i f k == 0 

V = [] 

e l s e 

V [ S t r i p e P e a k L a y e r P e a k OmegaPeak RingNumberPeak RowPeak. 

ColumnPeak RPeak TwoThetaPeak E t a P e a k I n t e n s i t y P e a k . . . 

DeltaRow DeltaColumn DeltaOmega RowMinus RowPlus... 

ColumnMinus ColumnPlus OmegaMinus OmegaPlus]; 

end 

u = [u;v] 

k = 0; 

S t r i p e P e a k = [ ] ; 

L a y e r P e a k = [ ] ; 

OmegaPeak = [ ] ; 

RingNumberPeak = [ ] ; 

RowPeak = [ ] ; 

ColumnPeak = [ ] ; 

RPeak = [ ] ; 

TwoThetaPeak = [ ] ; 

410 E t a P e a k = [ ] ; 

I n t e n s i t y P e a k = [ ] ; 

DeltaRow = [ ] ; 

DeltaColumn = [ ] ; 

DeltaOmega = [ ] ; 

RowMinus = [ ] ; 

RowPlus = [ ] ; 

ColumnMinus = [ ] ; 

ColumnPlus = [ ] ; 

OmegaMinus = [ ] ; 

420 OmegaPlus = [ ] ; 
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end 

end 

u; 

%End o f : flnalYzeLaYer_4d.m 
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3.10. CreateMask2DTilt.m 

% S t a r t of: C r e a t e M a s k 2 D T i l t . rn 

% f u n c t i o n c r e a t e M a s k 2 D T i l t . m * * * * * * * * * * * * * * * * * * * * * * * * * * * * ' ' * * * * * * * * * * * * * * * * * * 

%An e l l i p s o i d a l mask i s c r e a t e d t o the 2D d i f f r a c t i o n p a t t e r n s 

% t o remove th e d a t a belov; a s c a t t e r i n g a n g l e SAmin and 

%above a s c a t t e r i n g a n g l e SAmax. The beam c e n t e r i s l o c a t e d 

% a t ( C e n t e r X , C e n t e r Y ) . The sample to d e t e c t o r d i s t a n c e L s d and 

%the p i x e l s i z e a r e used. P s i i s t h e t i l t of t h e d e t e c t o r and E t a T 

% d e s c r i b e s t h e d i r e c t i o n of the r o t a t i o n a x i s i n t h e XY-plane f o r 

% t i l t of t h e 2D d e t e c t o r . The r o t a t i o n a x i s i s o r i e n t e d a l o n g 

%(X~XC,Y-YC) = ( s i n ( E t a T ) , c o s ( E t a T ) ) . The d i r e c t i o n of t h e l o n g e s t 

% a x i s of t h e e l l i p s e from t h e beam c e n t e r i s p e r p e n d i c u l a r to 

% t h i s . Note t h a t t h e c e n t e r of the e l l i p s e i s not e q u a l t o the beam 

% c e n t e r ; t h e l a t t e r i s l o c a t e d i n one of the f o c a l p o i n t s of t h e e l l i p s e . 

%From t h e r o t a t i o n a n g l e s P s i X and P s i Y t h e t o t a l r o t a t i o n a n g l e 

%amounts t o : P s i = (Ps iX'-2 + Ps i Y ' ^ 2 ) ( 1 / 2 ) . The r o t a t i o n angle amounts 

%to E t a T = a t a n 2 ( P s i X , P s i Y ) . 

% L s d i s r e q u i r e d i n m i l l i m e t e r s , p i x e l i n m i c r o m e t e r s . 

% 
% N i e l s van D i j k , June 2006. 

f u n c t i o n u = C r e a t e M a s k 2 D T i l t ( L s d , p i x e l , Psi,EtaT,CX,CY,SAmin,SAmax) 

%Begin ******************************************************************** 

% I n i t i a l i s a t i o n *********************************************************** 

EtaO = E t a T + s i g n ( P s i ) * 9 0 . ; % d i r e c t i o n f o r t h e l o n g a x i s 

P s i R a d = ( p i / 1 8 0 . ) * P s i ; 

EtaORad = ( p i / 1 8 0 . ) * E t a T ; 

SAminRad = ( p i / 1 8 0 . ) * S A m i n ; 

SAmaxRad = (pi/180.)*SAmax; 

L s d = Lsd*1000; % t r a n s f o r m L s d from m i l l i - t o m i c r o m e t e r s 

FactorMax = 1 . - ( t a n (SAmaxRad) * t a n ( P s i R a d ) ) ^^2; 

F a c t o r M i n = 1 ( t a n (SAminRad) * t a n ( P s i R a d ) )'~2; 

ROMin = ( L s d / p i x e l ) * a b s ( t a n ( S A m i n R a d ) ) ; 

ROMax = ( L s d / p i x e l ) * a b s ( t a n ( S A m a x R a d ) ) ; 

RlMin = R O M i n / a b s ( c o s ( P s i R a d ) * F a c t o r M i n ) ; % l o n g a x i s e l l i p s e f o r 2ThetaMin 

RlMax = R O M a x / a b s ( c o s ( P s i R a d ) * F a c t o r M a x ) ; % l o n g a x i s e l l i p s e f o r 2ThetaMax 

RsMin = R O M i n / ( F a c t o r M i n ) ( 1 / 2 ) ; % s h o r t a x i s e l l i p s e f o r 2ThetaMin 

RsMax = R O M a x / ( F a c t o r M a x ) ( 1 / 2 ) ; % s h o r t a x i s e l l i p s e f o r 2ThetaMax 

dRMin = R l M i n * a b s ( t a n ( S A m i n R a d ) * t a n ( P s i R a d ) ) ; 

dRMax = R l M a x * a b s ( t a n ( S A m a x R a d ) * t a n ( P s i R a d ) ) ; 

CEXMin = CX+dRMin*sin(EtaORad); %X v a l u e c e n t e r e l l i p s e f o r 2ThetaMin 

CEYMin = CY+dRMin*cos(EtaORad); %Y v a l u e c e n t e r e l l i p s e f o r 2ThetaMin 
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CEXMax = CX+dRMax*sin(EtaORad); 

CEYMax = CY+dRMax*cos(EtaORad); 

%X v a l u e c e n t e r e l l i p s e f o r 2ThetaMax 

%Y v a l u e c e n t e r e l l i p s e f o r 2ThetaMax 

* * * * * * A- * A- * * * * * * ************************************************* * * 

Mask = z e r o s ( 2 0 4 8 , 2 0 4 8 ) ; 

[rows c o l s ] = s i z e ( M a s k ) ; 

f o r m = l : r o w s 

dyMax = m-CEYMax; 

dyMin = m-CEYMin; 

f o r n = l : c o l s 

dxMax = n-CEXMax; 

dxMin = n-CEXMin; 

duMax = (cos(EtaORad)*dxMax-sin(EtaORad)*dyMax)/RsMax; 

duMin = ( c o s ( E t a O R a d ) * d x M i n - s i n ( E t a O R a d ) * d Y M i n ) / R s M i n ; 

dvMax = (sin(EtaORad)*dxMax+cos(EtaORad)*dyMax)/RlMax; 

dvMin = ( s i n ( E t a O R a d ) * d x M i n + c o s ( E t a O R a d ) * d y M i n ) / R l M i n ; 

i f (duMin)-^2+(dvMin)'^2 >= 1. && (duMax)-^2+(dvMax) ̂ 2̂ <= 1. 

Mask(m,n) = 1; 

e l s e 

Mask(m,n) = 0; 

end 

end 

end 

u = Mask; 

%End * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

%End o f : C r e a t e M a s k 2 D T i l t . m 
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3.11. ShellCheck 4d.m 

% S t a r t o f : ShellCheck_4d.m 

%ShellCheck_4d.m d e t e r m i n e s i f t h e s i z e of t h e t h r e e - d i m e n s i o n a l box 

% s u r r o u n d i n g a peak as e s t i m a t e d u s i n g t h e half-width-half-maximum v a l u e s 

% i s s u f f i c i e n t t o en v e l o p a l l the i n t e n s i t y b e l o n g i n g t o t h e peak i n 

% q u e s t i o n . I f not, the s i z e i s a d j u s t e d t i l l i t s u f f i c e s . Average peak 

% c h a r a c t e r i s t i c s a r e computed, and s p a t i a l d i s t o r t i o n c o r r e c t i o n i s 

% a p p l i e d . 

% 

%TvdZ. L a s t e d i t s : September 2006. 

f u n c t i o n [ T o t a l _ I n t e n s i t y ] = S h e l l C h e c k _ 4 d { s t r i p e , l a y e r , o m e g a , . . . 
ringnumber,row, c o l u m n , d e l t a r o w , d e l t a c o l u m n , d e l t a o m e g a , D a r k C u r r e n t , .. . 

SD M a t r i x ) ; 

RowBC = 1038; % D i s t o r t e d beam c e n t e r p o s i t i o n - row 

ColumnBC = 981; % D i s t o r t e d beam c e n t e r p o s i t i o n - column 

P i x e l S i z e = 47.4; %micrometer 

L s d = 241; % m i l l i m e t e r 

L s d _ P i x e l s = L s d * 1 0 0 0 / P i x e l S i z e ; % # p i x e l s 

% R e t r i e v e the c o r r e c t e d beam c e n t e r p o s i t i o n from SDMatrix, which c o n t a i n s 

% t h e s p a t i a l d i s t o r t i o n c o r r e c t i o n s f o r the p i x e l s i n the ROI. The l o c a t i o n 

%of t h i s p o s i t i o n w i t h i n m a t r i x SDMatrix depends on m_min, m__max, n_min and 

%n_max - t h e b o r d e r s of t h e outermost ( i . e . A220) mask - i n t h e f o l l o w i n g 

%manner: 

% index = (rowBC-mjiin)*(n_max-n_min+1)+(columnBC-n_min+l) 

%The v a l u e s of m j i i n , m„max, n_min and n__max can be r e t r i e v e d from SDMatrix 

[ l e n g t h S D widthSD] = s i z e ( S D M a t r i x ) ; 

m„min = S D M a t r i x ( 1 , 1 ) ; 

m_max = S D M a t r i x ( l e n g t h S D , 1 ) ; 

n__min = SDMatrix (1, 2) ; 

n_max = SD M a t r i x ( l e n g t h S D , 2 ) ; 

RowBC„corr = SDMatrix(((RowBC-m_min)*(n_max-n„min+l)+... 

(ColumnBC-n_min+l)),5); 
ColumnBC_corr = SDMatrix(((RowBC-m__min)*(n_max-n_min+l)+... 

(ColumnBC-n_min+l)),6); 

-óCompute the c o r r e c t peak box s i z e 

% D e f i n e two p a r a m e t e r s which a r e used t o d i r e c t l y i n d i c a t e whether or not 

%t h e c o r r e c t box s i z e i s r e a c h e d , and a parameter i n d i c a t i n g an e r r o r 

% o c c u r e n c e 

b o x _ t o o _ l a r g e = 1; 

box__too_small = 1; 

e r r o r _ i n d i c a t o r = 0; 
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60 

f i l e 3 8 _ f l a g = 0; %See l i n e 106 

T o t a U n t e n s i t y = [ ] ; 

w h i l e ( b o x _ t o o _ l a r g e ~= 0 | | b o x _ t o o _ s m a l l ~= 0) && ( e r r o r j n d i c a t o r == 0) 

BoxO = [ ] ; 

S h e l l l = [] ; 

S h e l l 2 = [] ; 

BoxOdef = [] ; 

S h e l l l d e f = [ ] ; 

S h e l l 2 d e f = [ ] ; 

%Obtain a l i s t of p i x e l p o s i t i o n s around t h e s e l e c t e d peak f o r t h e 

% c u r r e n t peak box and t h e two v a l i d a t i o n s h e l l s , 

70 % d e l t a r o w , d e l t a c o l u m n and deltaomega s h o u l d r e p r e s e n t t h e p o s i t i o n of 

%the f i r s t s u r r o u n d i n g s h e l l . E.g., i f t h e peak maximum i s l o c a t e d a t 

%(1000,1000) and d e l t a r o w = 5, t h i s means p i x e l (995,1000) belongs t o 

% s h e l l l but (996,1000) belongs to the peak box. 

rowmin2 = r o w - d e l t a r o w - 1 ; 

rowmax2 = row+deltarow+1; 

columnmin2 = column-deltacolumn-1; 

columnmax2 = column+deltacolumn+1; 

rowminl = row-deltarow; 

80 rowmaxl = row+deltarow; 

columnmini = column-deltacolumn; 

columnmaxl = column+deltacolumn; 

rowminO = row-deltarow+1; 

rowmaxO = row+deltarow-1; 

columnminO = column-deltacolumn+1; 

columnmaxO = column+deltacolumn-1; 

omegamin2 = omega-deltaomega-1; 

omegamax2 = omega+deltaomega+1; 

90 omegamini = omega-deltaomega; 

omegamaxl = omega+deltaomega; 

omegaminO = omega-deltaomega+1; 

omegamaxO = omega+deltaomega-1; 

i f omegamin2 < -30 || omegamax2 > 61 

message = ['The peak a t s t r i p e ' n u m 2 s t r ( s t r i p e ) ', l a y e r '... 

n u m 2 s t r ( l a y e r ) ', omega ' num2str(omega) ', row '... 

num2str(row) ', column ' num2str(column) ' cannot '... 

'be used because t h e peak e x c e e d s t h e l i m i t of t h e ' . . . 

100 ' omega s c a n ' ] ; 

% d i s p ( m e s s a g e ) 

e r r o r _ i n d i c a t o r = 1; 

break 

end 

i f ( s t r i p e == 0) && ( l a y e r == 0) && (omegamin2 <= 8) &&... 
(omegamax2 >= 8) 

% F i l e 38, c o r r e s p o n d i n g t o s t r i p e = 0, l a y e r = 0, omega = 8, i s 

% m i s s i n g 

110 i f deltaomega > 1 

deltaomega = deltaomega-1; 

f i l e 3 8 _ f l a g = 1; 

cent i n u e 

e l s e 
%No c o r r e c t box s i z e can be d e f i n e d , because the a l g o r i t h m 

88 
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% o s c i l l a t e s between e i t h e r i n c r e a s i n g or d e c r e a s i n g the box 

message = ['No c o r r e c t box s i z e can be d e f i n e d f o r the peak'... 

' a t s t r i p e ' n u m 2 s t r ( s t r i p e ) ', l a y e r ' n u m 2 s t r ( l a y e r ) . . . 

', omega ' num2str(omega) ', row ' n u m 2 s t r ( r o w ) . . . 

120 ', column ' n u m 2 s t r ( c o l u m n ) ] ; 

% d i s p ( m e s s a g e ) 

e r r o r _ i n d i c a t o r = 1; 

b r e a k 

end 

end 

j = 0; 
k = 0; 
r = 0; 

130 
f o r omeganew = omegamin2:omegamax2 

f i l e n r = stripe*4600+layer*92+(omeganew+30); 

i f f i l e n r < 10 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d000'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 100 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d00'... 

140 n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e i f f i l e n r < 1000 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA__4d0'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

e l s e 

f i l e n a m e = ['E:\Data\FelC3MnA_4d\FelC3MnA_4d'... 

n u m 2 s t r ( f i l e n r ) ' . e d f ' ] ; 

end 

Image = d o u b l e ( r e a d f r e l o n 2 k ( f i l e n a m e ) ) ; 

%From t h e l o c a l i z i n g of t h e peaks, e a r l i e r , i t i s known t h a t f i l e 

150 %3141 has d i m e n s i o n s 2047x2048 i n s t e a d of 2048x2048; i n t h i s c a s e , 

%an e x t r a row of background i n t e n s i t y i s added, 

i f s i z e ( I m a g e ) == [2047 2048] 

A d d i t i o n = d o u b l e ( 1 0 0 0 * o n e s ( 1 , 2 0 4 8 ) ) ; 

Image = [ I m a g e ; A d d i t i o n ] ; 

e l s e i f s i z e ( I m a g e ) == [2048 2048] 

e l s e 
e r r o r ( ' E r r o r : unexpected dimensions f o r d i f f r a c t i o n image') 

end 
Image_corr = Image-DarkCurrent; 

160 
f o r m = rowmin2:rowmax2 

f o r n = columnmin2:columnmax2 

P i x e l P o s = s q r t ( (n-ColumnBC)-^2+(m-RowBC)-^2) ; 

P i x e l P o s = r o u n d ( P i x e l P o s ) ; 

i f omeganew == omegamin2 || omeganew == omegamax2 

k = k+1; 

S h e l l 2 ( k , l ) = P i x e l P o s ; 

170 S h e l l 2 ( k , 2 ) = Image_corr(m,n); 

S h e l l 2 ( k , 3 ) = Image(m,n); 

e l s e i f omeganew == omegamini || omeganew == omegamaxl 

i f m == rowmin2 || m == rowmax2 ||... 

n == columnmin2 || n == columnmax2 

k = k+1; 

S h e l l 2 ( k , l ) = P i x e l P o s ; 

89 



Chapter 3: MATLAB code 

S h e l l 2 { k , 2 ) = Iinage„corr (m, n) ; 

S h e l l 2 ( k , 3 ) = Image(m,n); 

e l s e 

180 j = j + i ; 

S h e l l l ( j , l ) = PixelPos,• 

S h e l l l ( j , 2 ) = I mage_corr(m,n); 

S h e l l l ( j , 3 ) = Image(m,n); 

end 

e l s e 

i f m == rowmin2 | | m == rowmax2 I I . . . 

n == columnmin2 i | n == columnmax2 

k = k+1; 

S h e l l 2 ( k , l ) = P i x e l P o s ; 

190 S h e l l 2 ( k , 2 ) = Image_corr(m,n); 

S h e l l 2 ( k , 3 ) = Image(m,n); 

e l s e i f m == rowminl | | m == rowmaxl | | . . . 

n == columnmini || n == columnmaxl 

j = 

S h e l l l { j , l ) = P i x e l P o s ; 

S h e l l l ( j , 2 ) = Image_corr(m,n); 

S h e l l l ( j , 3 ) = Image{m,n); 

e l s e 

r = r+1; 

200 B o x O ( r , l ) = P i x e l P o s ; 

BoxO(r,2) = Image_corr(m,n); 

BoxO(r,3) = Image(m,n); 

% A l s o save t h e row and column c o o r d i n a t e s and t h e 

%omega v a l u e , t o l a t e r d e termine the c e n t e r of 

% g r a v i t y of the peak 

BoxO(r,4) = m; 

BoxO(r,5) = n; 

BoxO(r,6) = omeganew; 

end 

210 end 

end 

end 

end 

%For t h e peak box, S h e l l l and S h e l l 2 , a verage the i n t e n s i t i e s of p i x e l s 

% w i t h t h e same r a d i u s from the beam c e n t e r . 

S h e l l l m i n = m i n ( S h e l l l ( : , 1 ) ) ; 

S h e l l l m a x = m a x ( S h e l l l ( : , 1 ) ) ; 

220 D i f l = S h e l l l m a x - S h e l l l m i n ; 

f o r i = 0 : D i f l 

P i x e l P o s R e f = S h e l l l m i n + i ; 

S u m l n t l = 0; 

Count1 = 0; 

S u m O r i g l n t l = 0; 

f o r p = 1 : j 

P i x e l P o s = S h e l l l ( p , l ) ; 

i f P i x e l P o s == P i x e l P o s R e f 

230 Count1 = Countl+1; 

S u m l n t l = S u m l n t l + S h e l l l ( p , 2 ) ; 

S u m O r i g l n t l = S u m O r i g l n t l + S h e l l l ( p , 3) ; 

end 

end 

S h e l l l d e f ( i + 1 , 1 ) = P i x e l P o s R e f ; 

S h e l l l d e f ( i + 1 , 2 ) = S u m l n t l ; 

S h e l l l d e f ( i + 1 , 3 ) = C o u n t l ; 
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S h e l l l d e f ( i + 1 , 4 ) = S u m l n t l / C o u n t l ; 
S h e l l l d e f ( i + l , 5 ) = S u m O r i g l n t l / C o u n t l ; 

240 end 

S h e l l 2 m i n = m i n ( S h e l l 2 ( : , 1 ) ) ; 

S h e l l 2 m a x = m a x ( S h e l l 2 ( : , 1 ) ) ; 

D i f 2 = S h e l l 2 m a x - S h e l l 2 m i n ; 

f o r i = 0:Dif2 

P i x e l P o s R e f = S h e l l 2 m i n + i ; 
Sumlnt2 = 0; 
Count2 = 0; 

250 S u m 0 r i g l n t 2 = 0; 

f o r p = 1:k 
P i x e l P o s = S h e l l 2 ( p , 1 ) ; 
i f P i x e l P o s == P i x e l P o s R e f 

Count2 = Count2+l; 
Sumlnt2 = S u m l n t 2 + S h e l l 2 ( p , 2 ) ; 
S u m 0 r i g l n t 2 = S u m O r i g I n t 2 + S h e l l 2 ( p , 3 ) ; 

end 

end 
S h e l l 2 d e f ( i + 1 , 1 ) = P i x e l P o s R e f ; 

260 S h e l l 2 d e f ( i + 1 , 2 ) = Sumlnt2; 

S h e l l 2 d e f ( i + 1 , 3 ) = Count2; 
S h e l l 2 d e f ( i + 1 , 4 ) = SumInt2/Count2; 
S h e l l 2 d e f ( i + 1 , 5 ) = SumOrigInt2/Count2; 

end 

BoxOmin = m i n ( B o x O ( : , 1 ) ) ; 

BoxOmax = max(BoxO(:,1)); 

DifO = BoxOmax-BoxOmin; 

270 f o r i = 0:DifO 

P i x e l P o s R e f = BoxOmin+i; 

SumlntO = 0; 

CountO = 0; 

SumOriglntO = 0; 

f o r p = l : r 

P i x e l P o s = B o x O ( p , l ) ; 

i f P i x e l P o s == P i x e l P o s R e f 

CountO = CountO+1; 

SumlntO = SumlntO+BoxO(p,2); 

280 SumOriglntO = SumOriglntO+BoxO(p,3); 

end 

end 

BoxOdef(i+1,1) = P i x e l P o s R e f ; 

BoxOdef(i+1,2) = SumlntO; 

BoxOdef(i+1,3) = CountO; 

BoxOdef(i+1,4) = SumlntO/CountO; 

BoxOdef(i+1,5) = SumOrigInt0/Count0; 

end 

290 % F o r each e n t r y i n S h e l l l , check i f the c o r r e s p o n d i n g a v e r a g e i n t e n s i t y 

% i s a p p r o x i m a t e l y e q u a l t o t h e average i n t e n s i t y i n S h e l l 2 

% c o r r e s p o n d i n g to t h e same d i s t a n c e from the beam c e n t e r . 

[ l e n g t h ^ s h e l l l d e f w i d t h ^ s h e l l l d e f ] = s i z e ( S h e l l l d e f ) ; 

j = 1; 

f o r i = 1 : l e n g t h _ s h e l l l d e f 
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300 P i x e l P o s l = S h e l l l d e f ( i , l ) ; 

P i x e l P o s 2 = S h e l l 2 d e f ( j , 1 ) ; 

w h i l e P i x e l P o s l ~= P i x e l P o s 2 

j = j+1; 

P i x e l P o s 2 = S h e l l 2 d e f ( j , 1 ) ; 

end 

11 = S h e l l l d e f ( i , 4 ) ; 

I l _ o r i g = S h e l l l d e f ( i , 5 ) ; 

12 = S h e l l 2 d e f { j , 4 ) ; 

I 2 _ o r i g = S h e l l 2 d e f ( j , 5 ) ; 

310 C o u n t l = S h e l l l d e f ( 1 , 3 ) ; 

Count2 = S h e l l 2 d e f ( j , 3 ) ; 

c r i t e r i o n = s q r t ( I l _ o r i g ) / s q r t ( C o u n t l ) + s q r t ( I 2 _ o r i g ) / s q r t ( C o u n t 2 ) ; 

% T h i s i s the c r i t e r i o n t h a t d e t e r m i n e s whether or not the 

%average i n t e n s i t i e s i n S h e l l l and S h e l l 2 d i f f e r s i g n i f i c a n t l y ; 

% t h i s v a l u e c o r r e s p o n d s t o two s t a n d a r d d e v i a t i o n s 

i f 11-12 > c r i t e r i o n % S h e l l l c o n t a i n s i n t e n s i t y from t h e peak i n 

%BoxO 

320 d e l t a r o w = deltarow+1; 

d e l t a c o l u m n = deltacolumn+1; 

i f f i l e 3 8 _ f l a g == 0 

deltaomega = deltaomega+1; 

i f deltaomega > 2 

deltaomega = 2; %deltaomega > 2 i s h i g h l y u n l i k e l y 

end 

end 

b o x _ t o o _ s m a l l = b o x _ t o o _ s m a l l + l ; 

i f b o x _ t o o _ s m a l l > 20 

330 %No c o r r e c t box s i z e can be d e f i n e d , because t h e a l g o r i t h m 

%keeps i n c r e a s i n g t h e box s i z e ' i n d e f i n i t e l y ' 

message = ['No c o r r e c t box s i z e can be d e f i n e d f o r the '... 

'peak a t s t r i p e ' n u m 2 s t r ( s t r i p e ) ', l a y e r '... 

n u m 2 s t r ( l a y e r ) ', omega ' num2str(omega) ', row '... 

num2str(row) ', column ' n u m 2 s t r ( c o l u m n ) ] ; 

% d i s p ( m e s s a g e ) 

e r r o r _ i n d i c a t o r = 1; 

end 

break %The f o r - l o o p i s ended 

340 e l s e i f 12-11 > c r i t e r i o n % S h e l l 2 c o n t a i n s i n t e n s i t y from a 

% n e i g h b o u r i n g peak 

d e l t a r o w = d e l t a r o w - 1 ; 

d e l t a c o l u m n = d e l t a c o l u m n - 1 ; 

deltaomega = deltaomega-1; 

i f d e l t a r o w < 1 && d e l t a c o l u m n < 1 && deltaomega < 1 

message = ['The peak a t s t r i p e ' n u m 2 s t r ( s t r i p e ) . . . 

', l a y e r ' n u m 2 s t r ( l a y e r ) ', omega ' num2str(omega)... 

', row ' num2str(row) ', column ' n u m 2 s t r ( c o l u m n ) . . . 

' cannot be used due t o o v e r l a p from a n e i g h b o u r i n g ' . . . 

350 ' p e a k ' ] ; 

% d i s p ( m e s s a g e ) 

e r r o r _ _ i n d i c a t o r = 1; 

break 

e l s e 

1f d e l t a r o w < 1 

d e l t a r o w = 1; 

end 

i f d e l t a c o l u m n < 1 

d e l t a c o l u m n = 1; 
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360 end 

i f deltaomega < 1 

deltaomega = 1; 

end 
end 
b o x _ t o o _ l a r g e = b o x _ t o o _ l a r g e + l ; 

break %The f o r - l o o p i s ended 

e l s e %For t h i s s p e c i f i c d i s t a n c e t o beam c e n t e r R, BoxO i s d e f i n e d 

% c o r r e c t l Y 

i f i == l e n g t h _ s h e l l l d e f 

370 b o x _ t o o _ l a r g e = 0; 

box_too__small = 0; 

end 

end 

end 

i f box_too„large > 1 && b o x _ t o o _ s m a l l > 1 

%No c o r r e c t box s i z e can be d e f i n e d , because t h e a l g o r i t h m 

% o s c i l l a t e s between e i t h e r i n c r e a s i n g or d e c r e a s i n g the box 

message = ['No c o r r e c t box s i z e can be d e f i n e d f o r t h e peak a t '... 

380 ' s t r i p e ' n u m 2 s t r ( s t r i p e ) ', l a y e r ' n u m 2 s t r ( l a y e r ) . . . 

', omega ' num2str(omega) ', row ' num2str(row) ', column '... 

n u m 2 s t r ( c o l u m n ) ] ; 

% d i s p ( m e s s a g e ) 

error„indicator = 1; 

end 

end 

i f e r r o r _ i n d i c a t o r == 1 

390 T o t a U n t e n s i t y = [ ] ; 

r e t u r n 

end 

%Now t h a t t h e box i s d e f i n e d c o r r e c t l y , compute t o t a l peak i n t e n s i t y 

r o w s i z e _ p e a k = 2 * d e l t a r o w - l ; 

c o l u m n s i z e _ p e a k = 2*deltaGolumn-l; 
omegasize_peak = 2 * d e l t a o m e g a - l ; 

400 [length^boxOdef width_boxOdef] = s i z e ( B o x O d e f ) ; 

s = 1; 

Total„Peak_Intensity = 0; 
NO = sum(BoxOdef( : , 3 ) ) ; 

f o r r = 1:length_boxOdef 

Pos_BoxOdef = B o x O d e f ( r , 1 ) ; 

Pos„Shellldef = S h e l l l d e f ( s , 1 ) ; 

w h i l e Pos_BoxOdef ~= P o s _ S h e l l l d e f 

s = s+1; 

410 P o s _ S h e l l l d e f = S h e l l l d e f ( s , 1 ) ; 

end 

T o t a l _ P e a k _ I n t e n s i t y = T o t a l _ P e a k _ I n t e n s i t y + ( B o x O d e f ( r , 2 ) - . . . 

B o x O d e f ( r , 3 ) . * S h e l l l d e f ( s , 4 ) ) ; 

end 

T o t a l _ P e a k _ I n t e n s i t Y ; 

%Compute th e c e n t e r of g r a v i t y of t h e peak 

% F i r s t , s o r t BoxO on t h e b a s i s of d i s t a n c e from beam c e n t e r R 

420 
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BoxO_Sorted = s o r t r o w s ( B o x O , 1 ) ; 

%Then, s u b t r a c t the n o n - e l e c t r o n i c background from each p i x e l i n t e n s i t y 

[length_boxO width_boxO] = s i z e ( B o x O ) ; 

s = 1; 

f o r r = 1:length_boxO 

Pos_BoxO = BoxO_Sorted(r, 1) ; 

430 P o s _ S h e l l l d e f = S h e l l l d e f ( s , 1 ) ; 

w h i l e Pos„BoxO ~= P o s _ _ S h e l l l d e f 

s = s+1; 

P o s _ S h e l l l d e f = S h e l l l d e f ( s , 1 ) ; 

end 
B o x O _ S o r t e d ( r , 2 ) = BoxO„Sorted(r, 2 ) - S h e l l l d e f ( s , 4 ) ; 

end 

%Now weigh m, n and omega f o r each e n t r y i n BoxO_Sorted u s i n g t h e 

% i n t e n s i t i e s as w e i g h t s , r e s u l t i n g i n t h e p o s i t i o n of t h e c e n t e r of g r a v i t y 

440 %of the peak i n terms of m, n and omega 

Row_CoG = 0; 

Column_CoG = 0; 

Omega_CoG = 0; 
P e a k ^ I n t e n s i t y = s u m ( B o x 0 _ S o r t e d ( : , 2 ) ) ; %By d e f i n i t i o n e q u a l t o 

%Total_Peak„Intensity 

f o r r = 1:length_boxO 
Row_CoG = Row_CoG+BoxO__Sorted(r,2).*BoxO_Sorted(r,4); 
Column_CoG = Column_CoG+BoxO_Sorted(r,2).*BoxO_Sorted(r,5); 

450 Omega_CoG = Omega_CoG+BoxO_Sorted(r,2).*BoxO__Sorted(r,6); 

end 

Row_CoG = Row_CoG./Peak_Intensity; 

Column„_CoG = C o l u m n _ C o G . / P e a k j n t e n s i t y ; 

Omega_CoG = Omega^CoG./Peak_Intensity; 

%The C e n t e r of G r a v i t y of the peak has now been computed w i t h o u t any 

% c o r r e c t i o n f o r t h e s p a t i a l d i s t o r t i o n h a v i n g been a p p l i e d . T h i s c o r r e c t i o n 

% i s now a p p l i e d to the CoG c o o r d i n a t e s . N o n - i n t e g e r c o o r d i n a t e s a r e t r e a t e d 

%by a p p l y i n g a l i n e a r i n t e r p o l a t i o n t o t h e c o o r d i n a t e between t h e two 

460 % n e i g h b o u r i n g i n t e g e r s . 

%Note: a t e s t of t h e impact of a p p l y i n g t h e s p a t i a l d i s t o r t i o n c o r r e c t i o n 

% a f t e r t h e computation of the C e n t e r of G r a v i t y i n s t e a d of b e f o r e (which 

%would s t r i c t l y be p r e f e r a b l e ) showed t h a t t h i s impact i s n e g l i g l i b l e ( l e s s 

% t h a n 0.05 p i x e l ) . 

R o w_floor = f l o o r ( R o w _ C o G ) ; 

R o w _ c e i l = c e i l ( R o w _ C o G ) ; 

C o l u m n _ f l o o r = f l o o r ( C o l u m n _ C o G ) ; 

C o l u m n _ c e i l = c e i l ( C o l u m n _ C o G ) ; 

470 
r f f = S D M a t r i x ( ( ( R o w _ f l o o r - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + 

( C o l u m n _ f l o o r - n _ m i n + l ) ) , 5 ) ; 

r e f = S D M a t r i x ( ( ( R o w _ c e i l - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + . 

( C o l u m n _ f l o o r - n _ m i n + l ) ) , 5) ; 

r f c = S D M a t r i x ( ( ( R o w _ f l o o r - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + 

( C o l u m n _ c e i l - n _ m i n + l ) ) , 5) ; 

r c c = S D M a t r i x ( ( ( R o w _ c e i l - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + . 

( C o l u m n _ c e i l - n _ m i n + l ) ) , 5 ) ; 

e f f = S D M a t r i x ( ( ( R o w _ f l o o r - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + 

480 ( C o l u m n _ f l o o r - n _ m i n + l ) ) , 6) ; 

c c f = S D M a t r i x ( ( ( R o w _ c e i l - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + . 
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(Coluinn_f l o o r - n _ m i n + l ) ) , 6) ; 
c f c = S D M a t r i x { ( ( R o w _ f l o o r - m _ m i n ) * ( n _ m a x - n _ m i n + l ) + . . . 

( C o l u m n _ c e i l - n _ m i n + l ) ) , 6 ) ; 

c c c = SDMatrix(((Row_ceil~m_min)*(n_max-n__min+l)+... 

( C o l u m n _ c e i l - n _ m i n + l ) ) , 6 ) ; 

Row_CoG_corr = ( r e f - r f f ) * ( R o w _ _ C o G - R o w _ f l o o r ) + ( r f c - r f f ) * . . . 

(Coluinn_CoG-Column_floor) + ( r c c + r f f - r c f - r f c ) * (Row_CoG-Row_.floor) * . . . 

490 (Column_CoG-Column_floor)+rff; 
Coluinn„CoG_corr = ( c c f - c f f ) * ( R o w _ C o G - R o w _ f l o o r ) + ( c f c - c f f ) * . . . 

(Column_CoG-Column_floor) + ( c c c + c f f - G c f - c f c ) * (Row_„CoG-Row__floor) * . . . 

(Column_CoG-Column__f l o o r ) +cf f ; 

R__CoG = s q r t ( (Coluinn_CoG_corr-ColumnBC_corr)'^2+. . . 

(Row„CoG_corr-RowBC_corr) ''2) ; 

TwoTheta_CoG = ( 1 8 0 / p i ) * a t a n 2 ( R _ C o G , L s d _ P i x e l s ) ; 

Eta_CoG = (180/pi)*atan2(Column_CoG_corr-ColumnBC_corr,RowBC_corr-... 

Row_CoG_corr); 

500 i f Eta_CoG < 0 
Eta_CoG = Eta_CoG+360; 

end 

%Output 

Row_CoG_corr; %Row p o s i t i o n of peak, c e n t e r - o f - g r a v i t y b a s i s 

Column_CoG„corr; %Column p o s i t i o n of peak, c e n t e r - o f - g r a v i t y b a s i s 

Omega_CoG; %Omega p o s i t i o n of peak, c e n t e r - o f - g r a v i t y b a s i s 

510 T o t a l _ P e a k _ _ I n t e n s i t y ; % T o t a l c o r r e c t e d i n t e n s i t y from peak 

NO; % T o t a l number of p i x e l s a t t r i b u t e d to t h e peak 

bO = BoxOdef; % P o s i t i o n s and average i n t e n s i t i e s of p i x e l s i n BoxO 

b l = S h e l l l d e f ; % P o s i t i o n s and average i n t e n s i t i e s of p i x e l s i n S h e l l l 

b2 = S h e l l 2 d e f ; % P o s i t i o n s and a v e r a g e i n t e n s i t i e s of p i x e l s i n S h e l l 2 

T o t a l _ _ I n t e n s i t y = [ s t r i p e l a y e r omega Omega_CoG ringnumber Row_CoG_corr... 

Column_CoG_corr R_CoG TwoTheta„CoG Eta_CoG T o t a l _ P e a k _ I n t e n s i t y . . . 

r o w s i z e _ p e a k c o l u m n s i z e _ p e a k omegasize_peak NO]; 

520 

%End o f : ShellCheck_4d.m 
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3.12. ArrangeSpots.m 

% S t a r t of: ArrangeSpots.m 

%Program t h a t a r r a n g e s s p o t s coming from d i f f e r e n t p a r t s of t h e same g r a i n 

% t o g e t h e r . S i n c e e x p e c t e d g r a i n s i z e i s s e v e r a l t i m e s l a r g e r t h a n t h e s i z e 

%of t h e beam, i t i s e x p e c t e d t h a t many g r a i n s v . ' i l l , f o r a c e r t a i n v a l u e of 

%omega, produce a r e f l e c t i o n at m u l t i p l e s l i t s e t t t i n g s , as d i f f e r e n t p a r t s 

%of t h e g r a i n a r e i l l u m i n a t e d when the sample i s t r a n s l a t e d . 

10 % 
%TvdZ. L a s t e d i t s : F e b r u a r y 2007. 

f u n c t i o n [M,N] = A r r a n g e S p o t s ( s p o t l i s t , s t a r t n r , e n d n r ) ; 

% I n p u t arguments: 

% s p o t l i s t = l o c a t i o n of f i l e (or name of m a t r i x ) c o n t a i n i n g t h e s p o t s 

% s t a r t n r = f i r s t s pot to i n c l u d e i n a n a l y s i s 

%endnr = l a s t spot to i n c l u d e i n a n a l y s i s 

% 

20 %Output arguments: 

%M = m a t r i x c o n t a i n i n g t h e s p o t s from s p o t l i s t , w i t h s p o t s from d i f f e r e n t 

% p a r t s of t h e same g r a i n grouped t o g e t h e r . A l l groups of s p o t s a r e 

%nunibered. Length i s e q u a l to t h a t of s p o t l i s t ; width i s t h a t of s p o t l i s t 

% p l u s 1 (column 1, c o n t a i n i n g t h e numbering) 

%N = m a t r i x c o n t a i n i n g , f o r each group of s p o t s , the c e n t e r of mass 

% c o o r d i n a t e s and t h e t o t a l i n t e g r a t e d i n t e n s i t y 

% D e f i n e the t o l e r a n c e f o r the d e v i a t i o n i n spot l o c a t i o n between d i f f e r e n t 

% l a y e r s 

30 
t o i = 5; 

RowBC = 1038; 

ColumnBC = 981; 

RowBC_corr = 1038.52; %From f i l e c o n t a i n i n g t h e s p a t i a l d i s t o r t i o n s 

ColumnBC_corr = 981.37; %From f i l e c o n t a i n i n g t h e s p a t i a l d i s t o r t i o n s 

P i x e l S i z e = 47.4; %micrometer 

L s d = 241; % m i l l i m e t e r 

L s d _ P i x e l s = L s d * 1 0 0 0 / P i x e l S i z e ; % # p i x e l s 

40 l a y e r w i d t h = 15; %microns 

% A f t e r opening m a t r i x A c o n t a i n i n g the i n f o r m a t i o n on the s p o t s , r e f i n e 

% s t a r t n r and endnr i n such a way t h a t t h e s u b m a t r i x A ( s t a r t n r : e n d n r , : ) 

% c o n t a i n s e i t h e r a l l or none of t h e s p o t s f o r each c o m b i n a t i o n of a c e r t a i n 

%omega and r i n g number. 

%The s t r u c t u r e of m a t r i x A w i l l be: A = [ s t r i p e l a y e r omega Omega_„CoG... 

%ringnumber Row_CoG Column_CoG R_CoG TwoTheta_CoG Eta_„CoG... 

% T o t a l _ P e a k _ I n t e n s i t y r o w s i z e _ p e a k c o l u m n s i z e _ p e a k omegas 1ze_peak NO]; 

%Furthermore, A i s o r d e r e d i n a s c e n d i n g o r d e r based on t h e columns (from 

50 %most t o l e a s t i m p o r t a n t ) : r i n g number - round(omega_CoG) - row_CoG -

%column„CoG ~ s t r i p e - l a y e r 

%A = d l m r e a d ( s p o t l i s t , ' \ t ' ) ; 

A = s p o t l i s t ; 
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[ l e n g t h _ s p o t l i s t width„spotlist] = s i z e ( A ) ; 

A ( : , w i d t h _ s p o t l i s t + l ) = r o u n d ( A ( : , 4 ) ) ; 

A = s o r t r o w s ( A , [5, ( w i d t h _ s p o t l i s t + l ) , 6 , 7 , 1 , 2 ] ) ; 

A = A ( : , 1 : w i d t h _ s p o t l i s t ) ; 

60 w h i l e ( s t a r t n r ~= 1) && ( A ( s t a r t n r , 3 ) == A ( s t a r t n r - 1 , 3 ) ) &&... 

( A ( s t a r t n r , 5) == A ( s t a r t n r - 1 , 5 ) ) 

s t a r t n r = s t a r t n r - 1 ; 

end 

i f endnr > l e n g t h _ s p o t l i s t 

endnr = l e n g t h _ s p o t l i s t ; 

e l s e 

w h i l e (endnr ~= l e n g t h _ s p o t l i s t ) && (A(endnr,3) == A(endnr+1,3)) &&... 

(A(endnr,5) == A(endnr+1,5)) 

endnr = endnr+1; 

70 end 

end 

A = A ( s t a r t n r : e n d n r , : ) ; 

[ l e n g t h _ A width_A] = s i z e ( A ) ; 

add = z e r o s ( l e n g t h ^ A , 1 ) ; 

A = [add,A]; % T h i s f i r s t row w i l l be used f o r t i c k i n g o f f the s p o t s 

n r _ s t a r t = 1; 

r e f l n u m b e r = 0; 

80 M = [ ] ; 

N = [] ; 

ncount = 0; 

w h i l e n r _ s t a r t <= length__A 

i f A ( n r _ s t a r t , 1 ) == 1 %The spot has a l r e a d y been grouped 

n r _ s t a r t = n r _ s t a r t + l ; 

c o n t i n u e 

90 e l s e 

[length_M width^M] = s i z e ( M ) ; 

ncount = ncount+1; 

GR = [ ] ; % T h i s m a t r i x w i l l be f i l l e d w i t h the s p o t s grouped 

% t o g e t h e r 

l a y e r = A ( n r _ s t a r t , 3 ) ; 

omega = r o u n d ( A ( n r _ s t a r t , 5 ) ) ; 

ring_number = A ( n r _ s t a r t , 6 ) ; 

100 row = A ( n r _ s t a r t , 7 ) ; 

column = A ( n r _ s t a r t , 8 ) ; 
nr_end = n r _ s t a r t ; 

w h i l e ( r o u n d ( A ( n r _ e n d , 5 ) ) == omega) &&... 

(A(nr_end,6) == ring_number) && ( a b s ( A ( n r _ e n d , 7 ) - r o w ) <= 2 * t o l ) 

% T v j i c e t h e t o l e r a n c e l e v e l , b e cause s i n c e the m a t r i x i s 

% s o r t e d i n a s c e n d i n g o r d e r based on t h e row index, 'row' 

% w i l l a l w a y s be t h e minimum v a l u e , and t h e r e f o r e a l l o w i n g 

% f o r a v a r i a t i o n of ' t o l ' from t h e c e n t e r of t h e spot i n 

%BOTH d i r e c t i o n r e q u i r e s s e t t i n g t h e l i m i t to 2 * t o l 

110 n r _ e n d = n r _ e n d + l ; 

i f n r _ e n d == l e n g t h _ A + l 

b r e a k 

end 

end 

nr_end = n r _ e n d - l ; 
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% F i n d a l l spoLa Lhat appear to belong to the same g r a i n as t h e spot 

% a t n r _ _ s t a r t 

120 j = 0; 
f o r i = n r _ s t a r t : nr__end 

i f ( a b s ( A ( i , 8 ) - c o l u m n ) <= t o l ) && ( A ( i , l ) == 0) 

j = 
G R ( j , : ) = A ( i , : ) ; 
A ( i , l ) = 1; % T i c k i n g o f f t h i s s p e c i f i c spot 

end 

end 

GR = s o r t r o w s ( G R , [ 2 , 3 , 7 , 8 ] ) ; 

130 %We nov; have a m a t r i x GR c o n t a i n i n g j s p o t s ( a l l v j i t h t h e same r i n g 

%and omega v a l u e ) t h a t a l l f a l l on a p p r o x i m a t e l y the same 

% l o c a t i o n on t h e d e t e c t o r . Hence, t h e s e s p o t s most l i k e l y o r i g i n a t e 

%from the same g r a i n . The m a t r i x i s s o r t e d i n a s c e n d i n g 

% o r d e r on t h e b a s i s of ( i n o r d e r of i m p o r t a n c e ) : s t r i p e - l a y e r -

%row - column (though row and column s o r t i n g s h o u l d not have any 

% e f f e c t i n t h i s c a s e ) . 

% 

%Now we t e s t whether the s p o t s i n GR form a complete s e t ( i . e . , 

%whether t h e r e a r e no s p o t s ' m i s s i n g ' f o r c e r t a i n s t r i p e or l a y e r 

140 % v a l u e s ) . I f t h i s i s the c a s e , the s p o t s i n GR a l l belong to t h e 

%same g r a i n , and t h e y a r e a l l numbered e q u a l l y . I f not, i t c o u l d be 

%GR c o n t a i n s s p o t s from m u l t i p l e g r a i n ; t h e r e f o r e , the s u b s e t s a r e 

%numbered d i f f e r e n t l y . However, by numbering t h e s p o t s u s i n g non-

% i n t e g e r numbers (e . g . 2.01, 2.02, 2.03 e t c . ) i t i t s t i l l c l e a r 

% t h a t a l t h o u g h s t r i c t l y t h e s e have to be i d e n t i f i e d as d i f f e r e n t 

% g r a i n s , i t c o u l d s t i l l be the c a s e t h a t i n x e a l i t y they do 

% o r i g i n a t e from one and t h e same g r a i n - e s p e c i a l l y i f t h e r e a r e 

% o n l y 1 or 2 s p o t s m i s s i n g 

150 % 
% P a r t 1: g rouping and o r d e r i n g the i n d i v i d u a l s p o t s 

r e f l n u m b e r = reflnumber+1; 

i f j == 1 %GR c o n t a i n s only a s i n g l e spot 

n r _ s t r i p e s = 1; 

s t r i p e l = G R ( 1 , 2 ) ; 

s t r i p e 2 = [ ] ; 

160 s t r i p e s = [ ] ; 
GR(1,1) = r e f l n u m b e r ; 

e l s e i f G R ( j , 2 ) == GR(1,2) %A11 s p o t s come from t h e same s t r i p e 

n r _ s t r i p e s = 1; 

s t r i p e l = G R ( 1 , 2 ) ; 

s t r i p e 2 = [ ] ; 

s t r i p e S = [ ] ; 

i f ( G R ( j , 3 ) - G R ( l , 3 ) + l ) > j %There i s a t l e a s t one spot m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; %So n o n - i n t e g e r numbering 

% i s used 

170 f o r i = 1 : ( j - 1 ) 
G R ( i , l ) = r e f l n u m b e r ; 

i f G R ( i , 3 ) ~= G R ( i + l , 3 ) - l % T here i s ( a t l e a s t ) one spot 

% m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; 

end 

end 
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G R ( j , l ) = r e f l n u m b e r ; 

r e f l n u m b e r = f l o o r ( r e f I n u m b e r ) ; 

e l s e %No s p o t s a r e m i s s i n g 

180 GR(:,1) = r e f l n u m b e r ; 

end 

e l s e i f G R ( j , 2 ) - G R ( 1 , 2 ) == 1 %The s p o t s come from e x a c t l y 2 s t r i p e s 

n r _ s t r i p e s = 2; 

s t r i p e l = G R ( 1 , 2 ) ; 

s t r i p e 2 = G R ( j , 2 ) ; 

s t r i p e 3 = [ ] ; 

i f ( j == 2 * ( m a x ( G R ( : , 3 ) ) - m i n ( G R ( : , 3 ) ) + l ) ) ||... 

( j == 2 * ( m a x ( G R ( : , 3 ) ) - m i n ( G R ( : , 3 ) ) + l ) - l ) 

%No more t h a n one spot i s m i s s i n g ; i t f o l l o w s t h a t the 

190 % s p o t s form a s i n g l e c o n n e c t e d group i n ( s t r i p e , l a y e r ) -

% space, and t h e r e f o r e come from one g r a i n 

GR(:,1) = r e f l n u m b e r ; 

e l s e 

k l = 0; %The number of s p o t s i n s t r i p e l 

w h i l e G R ( k l + l , 2 ) == s t r i p e l 

k l = k l + 1 ; 

end 

k2 = j - k l ; %The number of s p o t s i n s t r i p e 2 

%Number t h e groups of s p o t s i n the two s t r i p e s s e p a r a t e l y 

200 % ( i . e . i g n o r i n g t h e o t h e r s t r i p e f o r now) 

r e f l n u m b e r = reflnumber+0.01; 

n r l = 1; %The number of d i s t i n c t spot groups i n t h e f i r s t 

% s t r i p e 

i f k l == 1; 

GR(1,1) = r e f l n u m b e r ; 

e l s e 

f o r 1 = 1 : ( k l - 1 ) 

G R ( i , l ) = r e f l n u m b e r ; 

i f G R ( i , 3 ) ~= G R ( i + l , 3 ) - l %There i s (at l e a s t ) one 

210 %spot m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; 

n r l = n r l + l ; 

end 

end 

G R ( k l , l ) = r e f l n u m b e r ; 

end 

r e f l n u m b e r = reflnumber+0.01; 

nr2 = 1; %The number of d i s t i n c t spot groups i n the second 

% s t r i p e 

220 n r 2 i n d ( l , l ) = k l + 1 ; % V e c t o r c o n t a i n i n g t h e l o c a t i o n s of t h e 

% s t a r t s of t h e new groups 

i f k2 == 1; 

G R ( j , l ) = r e f l n u m b e r ; 

e l s e 

f o r i = ( k l + 1) : ( j - 1 ) 

G R ( i , l ) = r e f l n u m b e r ; 

i f G R ( i , 3 ) ~= G R ( i + l , 3 ) - l %There i s ( a t l e a s t ) one 

%spot m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; 

230 nr2 = n r 2 + l ; 

n r 2 i n d ( n r 2 , 1 ) = i + 1 ; 

end 

end 

G R ( j , l ) = r e f l n u m b e r ; 

end 
G R s t r l = G R ( ( 1 : k l ) , : ) ; %The s p o t s i n s t r i p e l ; s i z e = 

% [ k l width_A] 
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G R s t r 2 = G R ( ( k l + 1 : j ) , : ) ; %The s p o t s i n s t r i p e 2 ; s i z e = 

% [ k 2 width„A] 

240 %The groups of s p o t s i n each s t r i p e a r e numbered w h i l e 

% i g n o r i n g the o t h e r s t r i p e . However, groups t h a t appear 

% d i s t i n c t i n one s t r i p e can be c o n n e c t e d by a t h i r d group 

% i n t h e o t h e r s t r i p e , t h u s forming one l a r g e group 

% r e p r e s e n t i n g a s i n g l e g r a i n . T h i s c o m p l i c a t i o n i s d e a l t 

%v;ith i n t h e f o l l o w i n g . 

G R s t r l l a y = G R s t r l ( : , 3 ) ; 

G R str21aY = G R s t r 2 ( : , 3 ) ; 

n r 2 i n d = n r 2 i n d - k l ; % V e c t o r n r 2 i n d , of l e n g t h n r 2 , now 

% r e f e r s to GRstr2 and G R s t r 2 1 a y i n s t e a d of to GR 

250 n r 2 i n d ( n r 2 + l , 1 ) = k 2 + l ; 

f o r groupnr = l : n r 2 %Looping over a l l spot groups i n t h e 

%second s t r i p e 

i n d l = [ ] ; 

f o r i l = n r 2 i n d ( g r o u p n r ) : ( n r 2 i n d ( g r o u p n r + l ) ~ 1 ) 

%Looping over a l l s p o t s i n a group 

s t r 2 1 a y = G R s t r 2 1 a y ( i l ) ; 

% F i n d the l a y e r of t h e spot i n q u e s t i o n 

i n d l = f i n d ( G R s t r l l a y == s t r 2 1 a y ) ; 

%Does t h i s l a y e r match t h e l a y e r of one of 

260 % t h e s p o t s i n t h e f i r s t s t r i p e ? 

i f i s e m p t y ( i n d l ) == 0 

% I f so, the e n t i r e group i s renumbered to 

%match the number of t h e group i n the f i r s t 

% s t r i p e 

numindl = G R s t r l ( i n d l ( 1 ) , 1 ) ; 

G R s t r 2 ( n r 2 i n d ( g r o u p n r ) :, . . 

( n r 2 i n d ( g r o u p n r + l ) - 1 ) , 1 ) = numindl; 

ind2 = [ ] ; 

i f i l ~= n r 2 i n d ( g r o u p n r + 1 ) - 1 

270 f o r 12 = ( i l + l ) : n r 2 i n d ( g r o u p n r + l ) - 1 

s t r 2 1 a y = G R s t r 2 1 a y ( 1 2 ) ; 

ind2 = f i n d ( G R s t r l l a y == s t r 2 1 a y ) ; 

%Check i f t h e group i n s t r i p e 2 

% c o n n e c t s t o even more groups i n 

% s t r i p e l 

i f i s e m p t y ( i n d 2 ) == 0 

% I f so, t h e s e o t h e r groups a r e a l s o 

%renumbered t o match the f i r s t 

%group 

280 numind2 = G R s t r 1 ( i n d 2 ( 1 ) , 1 ) ; 

i f numindl ~= numind2 

f o r 13 = i n d 2 ( 1 ) : k l 

i f G R s t r l ( 1 3 , 1 ) == numind2 

G R s t r l ( 1 3 , 1 ) = numindl; 

end 

end 

end 

ind2 = [ ] ; 

end 

290 end 
end 

break %A match w i t h s t r i p e l i s found, so t h e 

%loop over 11 i s t e r m i n a t e d 

end 

end 

end 

%A11 s p o t s i n the two l a y e r s have been numbered. However, 

%due t o t h e renumbering p r o c e s s i t i s p o s s i b l e the numbers 
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300 

310 

320 

%no l o n g e r form an e q u i d i s t a n t s e t (e.g. 2.01, 2.02, 2.04, 

%2.05 and 2.07 i n s t e a d o f 2.01 through 2 . 0 5 ) . ,So, an e x t r a 

%renumbering s t e p i s r e q u i r e d . 

G R ( ( l : k l ) , : ) = G R s t r l ; 

G R ( ( k l + l : j ) , : ) = G R s t r 2 ; 

GR = s o r t r o w s ( G R , [ 1 , 2 , 3 , 7 , 8 ] ) ; 

% S o r t on t h e b a s i s o f r e f l n u m b e r (then s t r i p e , l a y e r , row, 

%column) 

f o r 1 = 1 : ( j - 1 ) 

d i f f = rounddOO* ( G R ( i + l , l ) - G R ( i , 1) ) ) ; 

s w i t c h d i f f 

case 0 %.Spots 1 and ( i + 1) b e long to t h e same group, 

%so no renumbering r e q u i r e d 

c o n t i n u e 

case 1 %.Spots i and (1 + 1) b e long to subsequent 

%groups, so no renumbering r e q u i r e d 

c o n t i nue 

o t h e r w i s e %Spots 1 and (i+1) b e l o n g to d i f f e r e n t 

%groups; renumbering r e q u i r e d 

G R ( ( i + 1) : j , 1 ) = G R ( ( i + l ) : j , l ) - ( d i f f / 1 0 0 - 0 . 0 1 ) ; 

end 

end 

r e f l n u m b e r 

330 

end 

e l s e %The s p o t s come 

n r _ s t r i p e s = 3; 

s t r i p e l = 0 

s t r i p e 2 = 1 

s t r i p e 3 = 2 

i f ( j == 3*(max(GR( 

( j == 3*(max(GR( 

( j == 3*(max(GR( 

f l o o r ( r e f I n u m b e r ) ; 

from t h r e e (or o n l y t h e two o u t e r ) s t r i p e s 

, 3 ) ) - m i n ( G R ( : , 3 ) ) + l ) ) ||.. 

, 3 ) ) - m i n ( G R ( : , 3 ) ) + l ) - l ) || 

, 3 ) ) - m i n ( G R ( : , 3 ) ) + l ) 2) 

%No more t h a n two s p o t s a r e m i s s i n g ; i t f o l l o w s t h a t the 

% s p o t s form a s i n g l e c o nnected group i n ( s t r i p e , l a y e r ) -

%space, and t h e r e f o r e come from one g r a i n 

GR(:,1) = r e f l n u m b e r ; 

340 

350 

n r 2 i n d = [] 

n r 3 i n d = [] 

c o n t a i n i n g t h e l o c a t i o n s of the s t a r t s 

groups i n s t r i p e 2 

c o n t a i n i n g t h e l o c a t i o n s of t h e s t a r t s 

groups i n s t r i p e S 

of s p o t s i n t h e f i r s t s t r i p e 

s t r i p e l 

t h e second s t r i p e 

% V e c t o r 

%of t h e 

% V e c t o r 

%of t h e 

k l = 0; %The number 

w h i l e G R ( k l + l , 2 ) == 

k l = k l + 1 ; 

end 

k2 = 0; %The number of s p o t s i n 

w h i l e G R ( k l + k 2 + l , 2 ) == s t r i p e 2 

k2 = k 2 + l ; 

end 

k3 = j - k l - k 2 ; %The number of s p o t s i n t h e t h i r d s t r i p e 

%Number th e groups of s p o t s i n t h e t h r e e s t r i p e s s e p a r a t e l y 

% ( i . e . i g n o r i n g t h e o t h e r s t r i p e s f o r now) 

r e f l n u m b e r = reflnumber+0.01; 

n r l = 1; %The number of d i s t i n c t spot groups i n t h e f i r s t 

% s t r i p e 

i f k l == 1; 
GR(1,1) = r e f l n u m b e r ; 

f o r 1 = 1 : ( k l - 1 ) 

G R ( i , l ) = r e f l n u m b e r ; 

i f G R ( i , 3 ) ~= G R ( i + l , 3 ) - l %There i s (a t l e a s t ) one 
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360 %spot m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; 

n r l = n r l + l ; 

end 

end 

G R ( k l , l ) = r e f l n u m b e r ; 

end 

r e f l n u m b e r = reflnumber+0.01; 

nr2 = 1; %The number of d i s t i n c t spot groups i n the second 

% s t r i p e 

370 n r 2 i n d ( l , l ) = k l + 1 ; 

i f k2 == 1; 

G R ( k l + k 2 , l ) = r e f l n u m b e r ; 

e l s e 

f o r i = ( k l + 1 ) : ( k l + k 2 ~ l ) 

G R ( i , l ) = r e f l n u m b e r ; 

i f G R ( i , 3 ) ~= G R ( i + l , 3 ) - l %There i s ( a t l e a s t ) one 

%sp o t m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; 

nr2 = n r 2 + l ; 

380 n r 2 i n d ( n r 2 , l ) = i+1; 

end 

end 

G R ( k l + k 2 , l ) = r e f l n u m b e r ; 

end 

r e f l n u m b e r = reflnumber+0.01; 

nr3 = 1; %The number of d i s t i n c t spot groups i n t h e t h i r d 

% s t r i p e 

n r 3 i n d ( l , l ) = k l + k 2 + l ; 

i f k2 == 1; 

390 G R ( j , l ) = r e f l n u m b e r ; 

e l s e 

f o r i = ( k l + k 2 + l ) : ( k l + k 2 + k 3 - l ) 

G R ( i , l ) = r e f l n u m b e r ; 

i f G R ( i , 3 ) ~= G R ( i + l , 3 ) - l %There i s ( a t l e a s t ) one 

%spot m i s s i n g 

r e f l n u m b e r = reflnumber+0.01; 

nr3 = n r 3 + l ; 

n r 3 i n d ( n r 3 , 1 ) = i+1; 

end 

400 end 

G R ( j , l ) = r e f l n u m b e r ; 

end 

G R s t r l = G R ( ( l : k l ) , : ) ; %The s p o t s i n s t r i p e l ; s i z e = 

% [ k l width_A] 

G R s t r 2 = G R ( ( k l + 1 : k l + k 2 ) , : ) ; %The s p o t s i n s t r i p e 2 ; s i z e = 

% [ k 2 width_A] 

G R s t r 3 = G R ( ( k l + k 2 + l : j ) , : ) ; %The s p o t s i n s t r i p e 3 ; s i z e = 

% [ k 3 width_A] 

%The groups of s p o t s i n each s t r i p e a r e numbered w h i l e 

410 % i g n o r i n g t h e o t h e r s t r i p e s . However, groups t h a t appear 

% d i s t i n c t i n one s t r i p e can be c o n n e c t e d by a t h i r d group 

% i n a n o t h e r s t r i p e , t h u s forming one l a r g e group 

% r e p r e s e n t i n g a s i n g l e g r a i n . T h i s c o m p l i c a t i o n i s d e a l t 

% w i t h i n the f o l l o w i n g . 

G R s t r l l a y = G R s t r 1 ( : , 3 ) 

G R s t r 2 1 a y = G R s t r 2 ( : , 3 ) 

G R s t r 3 1 a y = G R s t r 3 ( : , 3 ) 

n r 2 i n d = n r 2 i n d - k l ; % V e c t o r n r 2 i n d , of l e n g t h nr2, now 

% r e f e r s t o GR s t r 2 and GRstr 2 1 a y i n s t e a d of to GR 

420 n r 2 i n d ( n r 2 + l , 1 ) = k 2 + l ; 
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n r 3 i n d = n r 3 i n d - k l - k 2 ; % V e c t o r n r S i n d , o f l e n g t h n r 3 , novj 

% r e f e r s to G R s t r 3 and G R s t r S l a y i n s t e a d of to GR 

n r 3 i n d ( n r 3 + l , 1 ) = k 3 + l ; 

%We f i r s t check whether any o f t h e spot groups i n the t h i r d 

% s t r i p e l i n k up t o groups i n t h e second s t r i p e , 

f o r groupnr = l : n r 3 %Looping over a l l spot groups i n the 

% t h i r d s t r i p e 
i n d l = [ ] ; 

f o r i l = n r 3 i n d ( g r o u p n r ) : ( n r 3 i n d ( g r o u p n r + l ) - 1 ) 

430 %Looping over a l l s p o t s i n a group 

s t r 3 1 a y = G R s t r S l a y ( i l ) ; 

% F i n d t h e l a y e r o f the spot i n q u e s t i o n 

i n d l = f i n d ( G R s t r 2 1 a y == s t r 3 1 a y ) ; 

%Does t h i s l a y e r match w i t h the l a y e r of one of 

% t h e s p o t s i n t h e second s t r i p e ? 

i f i s e m p t y ( i n d l ) == 0 

% I f so, t h e e n t i r e group i s renumbered to match 

%the number of t h e group i n the second s t r i p e 

numindl = G R s t r 2 ( i n d l ( 1 ) , 1 ) ; 

440 G R s t r 3 ( n r 3 i n d ( g r o u p n r ) : . . . 

( n r S i n d ( g r o u p n r + 1 ) - 1 ) , 1 ) = numindl; 

ind2 = [ ] ; 

i f i l ~= n r 3 i n d ( g r o u p n r + 1 ) - 1 

f o r 12 = ( i l + l ) : n r 3 i n d ( g r o u p n r + l ) - l 

s t r 3 1 a y = G R s t r 3 1 a y ( 1 2 ) ; 

ind2 = f i n d ( G R s t r 2 1 a y == s t r 3 1 a y ) ; 

%Check i f the group i n s t r i p e 3 

% c o n n e c t s to even more groups i n 

% s t r i p e 2 

450 i f i s e m p t y ( i n d 2 ) == 0 

% I f so, t h e s e o t h e r groups a r e a l s o 

%renumbered to match t h e f i r s t 

%group 

numind2 = G R s t r 2 ( i n d 2 ( 1 ) , 1 ) ; 

i f numindl ~= numind2 

f o r 13 = i n d 2 ( 1 ) : k 2 

i f G R s t r 2 ( i 3 , l ) == numind2 

G R s t r 2 ( i 3 , l ) = numindl; 

end 

460 end 

end 

ind2 = [ ] ; 

end 

end 

end 

break %A match w i t h s t r i p e 2 i s found, so t h e 

% l o o p over i l i s t e r m i n a t e d 

end 

end 

470 end 

%We then check f o r l i n k s between groups i n t h e second and 

% f i r s t s t r i p e 

f o r groupnr = l : n r 2 %Looping over a l l spot groups i n t h e 

%second s t r i p e 

i n d l = [ ] ; 

f o r i l = n r 2 i n d ( g r o u p n r ) : ( n r 2 i n d ( g r o u p n r + l ) - 1 ) 

%Looping over a l l s p o t s i n a group 

s t r 2 1 a y = G R s t r 2 1 a y ( i l ) ; 

% F i n d t h e l a y e r of the spot i n q u e s t i o n 

480 i n d l = f i n d ( G R s t r l l a y == s t r 2 1 a y ) ; 

%Does t h i s l a y e r match w i t h the l a y e r of one of 
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% t h e s p o t s i n the f i r s t s t r i p e ? 

i f i s e m p t y ( i n d l ) == 0 

% I f so, t h e e n t i r e group i s renumbered t o match 

% t h e number of t h e group i n t h e f i r s t s t r i p e 

numindl = G R s t r l ( i n d l ( 1 ) , 1 ) ; 

i f s t r 2 1 a y > numindl 

f o r 13 = l : k 2 

i f G R s t r 2 ( i 3 , l ) == s t r 2 1 a y 

490 G R s t r 2 ( i 3 , l ) = numindl; 

%Rename t h e p a r t of t h e group i n 

% s t r i p e 2 

end 

end 

f o r 14 = l : k 3 

i f G R s t r 3 ( i 4 , l ) == s t r 2 1 a Y 

G R s t r 3 ( i 4 , l ) = numindl; 

%And rename the p a r t of the group 

% i n s t r i p e 3 , i f any 

500 end 

end 

ind2 = [ ] ; 

i f i l ~= n r 2 i n d ( g r o u p n r + 1 ) - 1 

f o r 12 = ( i l + l ) : n r 2 i n d ( g r o u p n r + l ) - l 

s t r 2 1 a y = G R s t r 2 1 a y ( 1 2 ) ; 

ind2 = f i n d ( G R s t r l l a y == s t r 2 1 a y ) ; 

%Check i f t h e group i n s t r i p e 2 

% c o n n e c t s t o even more groups 

% i n s t r i p e l 

510 i f i s e m p t y ( i n d 2 ) == 0 

% I f so, t h e s e o t h e r groups a r e 

% a l s o renumbered t o match the 

% f i r s t group 

numind2 = G R s t r 1 ( i n d 2 ( 1 ) , 1 ) ; 

i f numindl ~= numind2 

f o r 13 = i n d 2 ( 1 ) : k l 

i f G R s t r l ( 1 3 , 1 ) ==... 

numind2 

G R s t r l ( 1 3 , 1 ) =... 

520 numindl; 

end 

end 

end 

ind2 = [ ] ; 

end 

end 

end 

e l s e 

f o r 13 = l : k l 

530 i f G R s t r l ( 1 3 , 1 ) == numindl 

G R s t r ( 1 3 , 1 ) = s t r 2 1 a y ; 

end 

end 

end 

break %A match v;ith s t r i p e l i s found, so t h e 

%loop over 11 i s t e r m i n a t e d 

end 

end 

end 

540 G R ( ( l : k l ) , : ) = G R s t r l ; 

G R ( ( k l + 1 : k l + k 2 ) , : ) = G R s t r 2 ; 

G R ( ( k l + k 2 + l : j ) , : ) = G R s t r 3 ; 
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GR = s o r t r o w s ( G R , [ 1 , 2 , 3 , 7 , 8 ] ) ; 

% S o r t on the b a s i s of r e f l n u m b e r (then s t r i p e , l a y e r , rov;, 

%column) 

f o r i = 1 : ( j - 1 ) 
d i f f = r o u n d ( 1 0 0 * ( G R ( i + l , l ) - G R ( i , 1 ) ) ) ; 

s w i t c h d i f f 

c a s e 0 %Spots 1 and (i+1) belong to t h e same group, 

%so no renumbering r e q u i r e d 

cont i n u e 

c a s e 1 %Spots i and (i+1) belong to subsequent 

%groups, so no renumbering r e q u i r e d 

c o n t i n u e 

o t h e r w i s e %Spots 1 and (1+1) belong t o d i f f e r e n t 

%groups - renumbering r e q u i r e d 

G R ( ( i + 1 ) : j , l ) = G R ( ( i + l ) : j , l ) - ( d i f f / 1 0 0 - 0 . 0 1 ) ; 

end 

end 

r e f l n u m b e r = f l o o r ( r e f I n u m b e r ) ; 

end 

end 

M( (length„M+l:length__M+j) , : ) = GR; 

n r ^ s t a r t = n r _ s t a r t + l ; 

% P a r t 2: computing average c o o r d i n a t e s and t o t a l i n t e n s i t y 

570 
nr_groups = r o u n d ( ( ( G R ( j , 1 ) - G R ( 1 , 1 ) ) / O . 0 1 ) + 1 ) ; 

f o r grp = 1:nr_groups 
[ l e n g t h _ N width_N] = s i z e ( N ) ; 
i f grp == 1 

i n d l = 1; % F i r s t e n t r y b e l o n g i n g t o t h i s group of s p o t s 

ind2 = 1; % F i r s t e n t r y b e l o n g i n g t o the next group of s p o t s 

% ( t o be r e f i n e d ) 

end 

i n d l = i n d 2 ; 

580 i f grp == nr_groups 

ind2 = j+1; 

e l s e 

w h i l e ( G R ( i n d 2 , l ) == G R ( i n d l , 1 ) ) 

ind2 = i n d 2 + l ; 

end 

end 

I n t _ t o t a l = 0; 

s t r i p e _ C o M = 0; 

layer^CoM = 0; 

590 omega_CoM = 0; 

row_CoM = 0; 

column_CoM = 0; 

N R o f P i x e l s = 0; 

i f G R ( i n d l , 2 ) == G R ( i n d 2 - l , 2 ) 

%A11 s p o t s i n t h e group l i e w i t h i n the same s t r i p e 

L = [ ] ; % M a t r i x t h a t w i l l be f i l l e d w i t h t h e s t a r t i n g and 

% f i n i s h i n g c o o r d i n a t e s of a l l l a y e r s i n t h e group 

f o r i = i n d l : ( i n d 2 - l ) 

600 i f i == i n d l 
11 = 0; % L e f t b o r der of l a y e r G R ( i , : ) 

12 = 15; % R i g h t border of l a y e r G R ( i , : ) 

e l s e 

550 

560 
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f o r 12 = ( l a y e r p r e v + 1 ) : G R ( i , 3 ) 

reml = r e m ( 1 2 , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) I I (reml == 3) 

%The n e x t l a y e r i s s h i f t e d 5 mu 

11 = 11+5; 

12 = 12+5; 

610 e l s e 

%The next l a y e r I s s h i f t e d 7.5 mu 

11 = 11+7.5; 

12 = 12+7.5; 

end 

end 

end 

l a y e r p r e v = G R ( i , 3 ) ; 

L ( i - i n d l + l , 1 ) = 11; 

L ( i - i n d l + l , 2 ) = 12; 

620 L ( i - i n d l + l , 3 ) = G R ( i , 1 2 ) ; 

%Now compute weighted c o o r d i n a t e s 

omega_CoM = omega_CoM+GR(i,5)*GR(i,12); 

row^CoM = row„CoM+GR(i,7)*GR(i,12); 

column_CoM = column_CoM+GR(i,8)*GR(i, 12) ; 

N R o f P i x e l s = N R o f P i x e l s + G R ( i , 1 6 ) ; 

end 

R a w j n t = s u m ( G R ( i n d l : ( i n d 2 - l ) , 12) ) ; 

omega_CoM = omega_CoM/Raw_Int; 

row_Coiyi = row_CoM/Raw_„Int; 

630 column„CoM = column_CoM/Raw„Int; 

R_CoM = s q r t ( (row_CoM-RowBC_corr) ̂ ^2+. . . 

(column_CoM-ColumnBC„corr) -^2) ; 

TwoTheta_CoM = ( 1 8 0 / p i ) * a t a n 2 ( R _ C o M , L s d _ P i x e l s ) ; 

Eta^CoM = (180/pi)*atan2(column_CoM-ColumnBC_corr, .. . 

RowBC_corr-row„CoM); 

i f Eta_CoM < 0 

Eta_CoM = Eta_CoM+36 0; 

end 

640 %Because of the o v e r l a p of the i n d i v i d u a l l a y e r s , t h e 

% r e s o l u t i o n i n t h e l a y e r dimension becomes l a r g e r t han t h e 

% l a y e r w i d t h . T h e r e f o r e the C e n t e r of Mass l a y e r c o o r d i n a t e 

% i s recomputed u s i n g r e f i n e d i n t e n s i t i e s as w e i g h t i n g 

% f a c t o r s . 

s t e p n r = L ( i n d 2 - i n d l , 2 ) / 2 . 5 ; 

%Width of t h e l a y e r r e g i o n (# of 2.5 micron s t e p s ) 

Int„corr = z e r o s ( s t e p n r , 2 ) ; 

% M a t r i x t h a t w i l l be f i l l e d w i t h t h e c o r r e c t e d 

% i n t e n s i t i e s of a l l of the 2.5 micron s t e p s 

650 f o r i = 1 : s t e p n r 

13 = ( i - l ) * 2 . 5 ; 

I n t _ c o r r ( i , 1 ) = 13; 

d i v i d e r = 0; 

f o r ind3 = 1 : ( i n d 2 - i n d l ) %Loop over m a t r i x L 

i f (13 >= L ( i n d 3 , l ) ) && (13 < L ( i n d 3 , 2 ) ) 

I n t _ c o r r ( i , 2 ) = I n t _ c o r r ( i , 2 ) + L ( i n d 3 , 3 ) ; 

d i v i d e r = d i v i d e r + 1 ; 

e l s e i f 13 < L ( i n d 3 , l ) 

break 

660 end 

end 

i f d i v i d e r ~= 0 
I n t _ c o r r ( i , 2 ) = I n t ^ c o r r ( i , 2 ) * ( 2 . 5 / 1 5 ) / d i v i d e r ; 

end 
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end 

I n t _ c o r r _ s a v e = o n e s ( s t e p n r , 3 ) ; 

I n t _ c o r r _ s a v e ( : , 1) = G R ( i n d l , 2 ) * I n t _ c o r r _ s a v e ( : , 1 ) ; 

I n t _ c o r r _ s a v e ( : , 2 : 3 ) = I n t _ c o r r ( : , : ) ; 

i f nr_groups > 1 

670 i f r e f l n u m b e r < 10 

r e f l n r s t r i n g = ['000' n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

e l s e i f r e f l n u m b e r < 100 

r e f l n r s t r i n g = ['00' n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

e l s e i f r e f l n u m b e r < 1000 

r e f l n r s t r i n g = ['0' n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

e l s e 

680 r e f l n r s t r i n g = [ n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

end 

e l s e 

i f r e f l n u m b e r < 10 

r e f l n r s t r i n g = ['000' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e i f r e f l n u m b e r < 100 

r e f l n r s t r i n g = ['00' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e i f r e f l n u m b e r < 1000 

r e f l n r s t r i n g = ['0' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

690 e l s e 

r e f l n r s t r i n g = [ n u m 2 s t r ( r e f I n u m b e r ) ] ; 

end 

end 

w r i t e s t r i n g = [ ' d l m w r i t e ( ' ' E : \ 4 d _ 4 e _ A n a l Y s i s \ 4 d _ _ ' . . . 

' l n t e n s i t Y _ P r o f i l e s X g r a i n ' r e f l n r s t r i n g ' . t x t ' ' , ' . . . 

' I n t , _ c o r r _ s a v e , ' ' d e l i m i t e r ' ' , ' ' \ t ' ' , ' ' p r e c i s i o n '','... 

' ' '% . 2f ' ' ) ' ] ; 

e v a l ( w r i t e s t r i n g ) ; 

Int„total = s u m ( I n t _ c o r r ( : , 2 ) ) ; 

700 % T o t a l g r a i n I n t e n s i t Y , c o r r e c t e d f o r l a y e r o v e r l a p 

%Now compute the laYer_CoM c o o r d i n a t e , u s i n g t h e r e f i n e d 

% i n t e n s i t i e s as w e i g h t s . 

l a y e r ^ r e f = s u m ( ( I n t _ c o r r ( : , 1 ) + 1 . 2 5 ) . * I n t _ c o r r ( : , 2 ) ) ; 

l a y e r ^ r e f = l a y e r _ r e f / I n t _ _ t o t a l ; 

duml = f l o o r ( l a y e r _ r e f / 3 0 ) ; 

dum2 = r e m ( l a Y e r _ r e f , 3 0 ) ; 

layer_„CoM = G R ( i n d l , 3)+5*duml; 

%30 microns c o r r e s p o n d t o 5 l a y e r s 

w h i l e dum2 >= 15 

710 rem2 = remdayer.CoM, 5) ; 

layer_CoM = layer_CoM+l; 

i f (rem2 = = 0 ) || (rem2 = = 2 ) || (rem2 == 4) 
dum2 = dum2-5; 

e l s e 

dum2 = dum2-7.5; 

end 

end 

layer„CoM = laYer_CoM+dum2/15; 

layer^CoM = laYer_CoM-0.5; 

720 %So t h a t an i n t e g e r v a l u e f o r layer_CoM c o r r e s p o n d s to 

%the middle of t h e l a y e r i n s t e a d of the b e g i n n i n g 

N(length„N+l,1) = G R ( i n d l , l ) ; 

N(length„N+l,2) = G R ( i n d l , 2 ) ; 

N ( l e n g t h _ N + l , 3 ) = layer.CoM; 
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N ( l e n g t h _ N + l , 4 ) = omega_CoM; 

N( l e n g t h _ N + l , 5 ) = G R ( 1 , 6 ) ; 

N ( l e n g t h _ N + l , 6 ) = row^CoM; 

N(length„N+l,7) = column_CoM; 

730 N ( l e n g t h _ N + l , 8 ) =R_CoM; 

N( l e n g t h _ N + l , 9 ) = TwoTheta_CoM; 

N( l e n g t h _ N + l , 1 0 ) = Eta_CoM; 

N ( l e n g t h _ N + l , 1 1 ) = N R o f P i x e l s ; 

N ( l e n g t h _ N + l , 1 2 ) = I n t _ t o t a l ; 

e l s e i f G R ( i n d l , 2 ) == G R ( i n d 2 - l , 2 ) - 1 
%The s p o t s i n the group come from tv^o s t r i p e s 

L l = [ ] ; % M a t r i x t h a t w i l l be f i l l e d w i t h the s t a r t i n g and 

740 % f i n i s h i n g c o o r d i n a t e s of a l l l a y e r s of the s p o t s 

% i n the f i r s t s t r i p e of t h e group 

L2 = [ ] ; % M a t r i x t h a t w i l l be f i l l e d w i t h the s t a r t i n g and 

% f i n i s h i n g c o o r d i n a t e s of a l l l a y e r s of t h e s p o t s 

% i n t h e second s t r i p e of the group 

i n d l 2 = i n d l ; 

w h i l e G R ( i n d l 2 + l , 2 ) == G R ( i n d l , 2 ) 

i n d l 2 = i n d l 2 + l ; 

end 

f o r i = i n d l : ( i n d l 2 ) 

750 i f l == i n d l 
11 = 0; % L e f t b o r d er of l a y e r G R ( i , : ) 

12 = 15; % R i g h t border of l a y e r G R ( i , : ) 

e l se 

f o r 12 = ( l a y e r p r e v + l ) : G R ( i , 3 ) 

reml = r e m ( 1 2 , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) || (reml == 3) 

%The next l a y e r i s s h i f t e d 5 mu 

11 = 11+5; 

12 = 12+5; 

760 e l s e 

%The next l a y e r i s s h i f t e d 7.5 mu 

11 = 11+7.5; 

12 = 12+7.5; 

end 

end 

end 

l a y e r p r e v = G R ( i , 3 ) ; 

L l ( i - i n d l + 1 , 1 ) = 11; 

L l ( i - i n d l + 1 , 2 ) = 12; 

770 L l ( i - i n d l + l , 3 ) = G R ( i , 1 2 ) ; 

%Compute weighted c o o r d i n a t e s 

s t r i p e _ C o M = s t r i p e _ C o M + G R ( i , 2 ) * G R ( i , 12) ; 

omega^CoM = omega_CoM+GR(i,5)*GR(i,12) ; 

row_CoM = row_CoM+GR(i,7)*GR(i,12); 

column^CoM = column_CoM+GR(i,8)*GR(i,12) ; 

N R o f P i x e l s = N R o f P i x e l s + G R ( i , 1 6 ) ; 

end 

f o r i = ( i n d l 2 + l ) : ( i n d 2 - l ) 

i f i == ( i n d l 2 + l ) 

780 11 = 0; % L e f t b o r d er of l a y e r GR(1,:) 

12 = 15; % R i g h t border of l a y e r G R ( i , : ) 

e l s e 

f o r 12 = ( l a y e r p r e v + 1 ) : G R ( i , 3 ) 

reml = r e m ( 1 2 , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) I I (reml == 3) 

%The next l a y e r i s s h i f t e d 5 mu 
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11 

12 

11 + 5; 

12 + 5; 

790 

800 

810 

820 

830 

840 

%The next l a y e r i s s l i i f t e d 7.5 mu 

5; 

5; 

11 = 11+7 

12 = 12+7 

end 

end 

end 

l a y e r p r e v = G R ( i , 3 ) ; 

L 2 ( i - i n d l 2 , 1 ) = 11; 

L 2 ( i - i n d l 2 , 2 ) = 12; 

L 2 ( i - i n d l 2 , 3 ) = G R ( i , 1 2 ) ; 

%Compute weighted c o o r d i n a t e s 

s t r i p e ^ C o M = s t r i p e _ C o M + G R ( i , 2 ) * G R ( i , 1 2 ) ; 

omega_CoM = omega_CoM+GR(i,5)*GR(i,12); 

row_CoM = row_„CoM+GR(i, 7) * G R ( i , 12) ; 

column_CoM = column_CoM+GR(i,8)*GR(i,12); 

N R o f P i x e l s = N R o f P i x e l s + G R ( i , 1 6 ) ; 

end 

Raw_Int = s u m ( G R ( i n d l : { i n d 2 - l ) , 1 2 ) ) ; 

stripe„CoM = stripe__CoM/RawJnt; 

omega_CoM = omega_CoM/Raw_Int; 

row_CoM = row_CoM/Raw_Int; 

column_CoM = column_CoM/Raw_Int; 

R_CoM = s q r t { {row_CoM-RowBC_corr) "̂ 2+ . . . 

(column_CoM-ColumnBC_corr) -^2) ; 

TwoTheta^CoM = ( 1 8 0 / p i ) * a t a n 2 { R _ C o M , L s d _ P i x e l s ) ; 

Eta__CoM = {180/pi)*atan2(column„CoM-ColumnBC_corr,... 

RowBC_corr-row_CoM); 

i f Eta„CoM < 0 

Eta^CoM = Eta_CoM+36 0; 

end 

% W i t h i n m a t r i c e s L l and L2, columns 1 and 2 ( c o n t a i n i n g t h e 

% l e f t and r i g h t border of t h e s l i t p o s i t i o n s ) a r e d e f i n e d 

% w i t h r e s p e c t t o the f i r s t s l i t p o s i t i o n f o r which 

% i n t e n s i t y i s found i n t h a t s p e c i f i c s t r i p e . However, we 

%want t o d e f i n e them both w . r . t . t h e .SAME f i r s t s l i t 

% p o s i t i o n , so t h a t l a t e r on w e i g h t i n g of t h e s l i t p o s i t i o n 

%based on t h e i n t e n s i t i e s can be performed. Hence t h e 

% f o l l o w i n g : 

d i f f = G R ( i n d l , 3 ) - G R ( i n d l 2 + l , 3 ) ; 

i f d i f f < 0 % S t a r t i n g s l i t i n s t r i p e l i s 

% s t r i p e 2 ; r e d e f i n e L 2 ( : , l : 2 ) 

% s t r i p e l s t a r t i n g s l i t 

l a y e r _ s t a r t = G R ( i n d l , 3 ) ; 

f o r i = 0 : ( a b s ( d i f f ) - l ) 

r e m l = r e m { G R ( i n d l 2 + l , 3 ) - i , 5 ) ; 

i f (reml = = 0 ) || (reml == 1) 

L2 ( 

e l s e 

L2( 

end 

end 

e l s e i f d i f f > 0 

% S t a r t i n g s l i t i n s t r i p e 2 i s s m a l l e r t han i n s t r i p e l 

l a Y e r _ _ s t a r t = G R ( i n d l 2 + l , 3) ; 

f o r i = 0 : ( a b s ( d i f f ) - l ) 

r e ml = r e m ( G R ( i n d l , 3 ) - i , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) I I (reml == 3) 

s m a l l e r than i n 

to match t h e 

I I (reml == 3) 

:,1:2) = L 2 ( : , l : 2 ) + 5 ; 

:,1:2) = L 2 ( : , l : 2 ) + 7 . 5 ; 
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L l ( : , l : 2 ) = L l ( : , 1 : 2 ) + 5 ; 

e 1 s e 

850 L l ( : , l : 2 ) = L l {:,1:2)+7.5; 

end 

end 

e l s e 

%Both s t r i p e s s t a r t a t t h e same l a y e r ; no a c t i o n 

% r e q u i r e d 

l a y e r ^ s t a r t = G R ( i n d l , 3 ) ; 

end 

s t e p n r l = L l ( i n d l 2 + l - i n d l , 2 ) / 2 . 5 ; 

860 %Width of t h e l a y e r r e g i o n of s t r i p e l i n 2.5 mu s t e p s 

s t e p n r 2 = L 2 ( i n d 2 - i n d l 2 - l , 2 ) / 2 . 5 ; 

%Width of t h e l a y e r r e g i o n of s t r i p e 2 i n 2.5 mu s t e p s 

I n t _ c o r r l = z e r o s ( s t e p n r l , 2 ) ; 

% M a t r i x t h a t w i l l be f i l l e d w i t h t h e c o r r e c t e d 

% i n t e n s i t i e s of a l l of t h e 2.5 micron s t e p s i n s t r i p e l 

I n t _ c o r r 2 = z e r o s ( s t e p n r 2 , 2 ) ; 

% M a t r i x t h a t w i l l be f i l l e d w i t h the c o r r e c t e d 

% i n t e n s i t i e s of a l l of the 2.5 micron s t e p s i n s t r i p e 2 

f o r i = 1 : s t e p n r l 

870 13 = ( i - l ) * 2 . 5 ; 

I n t _ c o r r l ( 1 , 1 ) = 1 3 ; 

d i v i d e r = 0; 

f o r ind3 = 1 : ( i n d l 2 + l - i n d l ) %Loop over m a t r i x L l 

i f (13 >= L l ( i n d 3 , l ) ) && (13 < L l ( i n d 3 , 2 ) ) 

I n t _ c o r r l ( i , 2 ) = I n t ^ c o r r l ( i , 2 ) + L 1 ( i n d 3 , 3 ) ; 

d i v i d e r = d i v i d e r + 1 ; 

e l s e i f 13 < L l ( i n d 3 , 1 ) 

break 

end 

880 end 

i f d i v i d e r ~= 0 

I n t _ c o r r l ( i , 2 ) = I n t _ c o r r 1 ( i , 2 ) * ( 2 . 5 / 1 5 ) / d i v i d e r ; 

end 

end 

f o r i = 1: s t e p n r 2 

13 = ( i - l ) * 2 . 5 ; 

I n t _ c o r r 2 ( 1 , 1 ) = 1 3 ; 

d i v i d e r = 0; 

f o r i n d 3 = 1 : ( i n d 2 - i n d l 2 - l ) %Loop over m a t r i x L2 

890 i f (13 >= L 2 ( i n d 3 , l ) ) && (13 < L 2 ( i n d 3 , 2 ) ) 

I n t _ c o r r 2 ( i , 2 ) = I n t _ c o r r 2 ( i , 2 ) + L 2 ( i n d 3 , 3 ) ; 

d i v i d e r = d i v i d e r + 1 ; 

e l s e i f 13 < L 2 ( i n d 3 , l ) 

break 

end 

end 

i f d i v i d e r ~= 0 

I n t _ c o r r 2 ( i , 2 ) = I n t _ c o r r 2 ( i , 2 ) * ( 2 . 5 / 1 5 ) / d i v i d e r ; 

end 

900 end 

I n t _ c o r r l _ s a v e = o n e s ( s t e p n r l , 3 ) ; 

I n t _ c o r r l _ s a v e ( :, 1) = GR ( i n d l , 2 ) *Int_^corrl_„save (:, 1) ; 

Int_corrl„_save ( :, 2 : 3) = I n t _ c o r r 1 ( :, : ) ; 

I n t _ c o r r 2 _ s a v e = o n e s ( s t e p n r 2 , 3 ) ; 

I n t _ c o r r 2 _ s a v e ( : , 1 ) = G R ( i n d 2 - l , 2 ) * I n t _ c o r r 2 _ s a v e ( : , 1 ) ; 

I n t _ c o r r 2 _ s a v e ( :, 2 : 3 ) = I n t _ _ c o r r 2 ( : , : ) ; 

I n t _ c o r r _ s a v e = z e r o s ( ( s t e p n r l + s t e p n r 2 ) , 3 ) ; 

Int„corr_save(1:stepnrl,:) = I n t _ c o r r l _ s a v e ; 
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I n t _ c o r r _ s a v e ( s t e p n r l + 1 : s t e p n r 1 + s t e p n r 2 , : ) =... 

910 I n t _ c o r r 2 _ s a v e ; 

i f nr^groups > 1 

i f r e f l n u m b e r < 10 

r e f l n r s t r i n g = ['000' n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

e l s e i f r e f l n u m b e r < 100 

r e f l n r s t r i n g = ['00' n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

e l s e i f r e f l n u m b e r < 1000 

r e f l n r s t r i n g = ['0' n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

920 n u m 2 s t r ( g r p ) ] ; 

e l s e 

r e f l n r s t r i n g = [ n u m 2 s t r ( r e f I n u m b e r ) '.0'... 

n u m 2 s t r ( g r p ) ] ; 

end 

e l s e 

i f r e f l n u m b e r < 10 

r e f l n r s t r i n g = ['000' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e i f r e f l n u m b e r < 100 

r e f l n r s t r i n g = ['00' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

930 e l s e i f r e f l n u m b e r < 1000 

r e f l n r s t r i n g = ['0' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e 

r e f l n r s t r i n g = [ n u m 2 s t r ( r e f I n u m b e r ) ] ; 

end 

end 

w r i t e s t r i n g = ['dlmwrite(''E:\4d„4e_Analysis\4d_'... 

' I n t e n s i t y _ P r o f i l e s X g r a i n ' r e f l n r s t r i n g ' . t x t ' ' , ' . . . 

' I n t _ _ c o r r _ s a v e , ' ' d e l i m i t e r ' ' , ' ' \ t ' ' , ' ' p r e c i s i o n '','... 

" '%.2f " ) ' ] ; 

940 e v a l ( w r i t e s t r i n g ) ; 

Int„total = s u m ( I n t _ c o r r l ( : , 2 ) ) + s u m ( I n t _ c o r r 2 ( : , 2 ) ) ; 
% T o t a l g r a i n i n t e n s i t y , c o r r e c t e d f o r l a y e r o v e r l a p 

%Now compute t h e layer__CoM c o o r d i n a t e , u s i n g t h e r e f i n e d 
% i n t e n s i t i e s as w e i g h t s . 

l a y e r _ r e f = s u m ( ( I n t _ c o r r l ( : , 1 ) + 1 . 2 5 ) . * I n t _ c o r r 1 ( : , 2 ) ) + . . . 

s u m ( ( I n t _ c o r r 2 ( : , l ) + 1 . 2 5 ) . * I n t _ c o r r 2 ( : , 2 ) ) ; 

l a y e r _ r e f = l a y e r _ r e f / I n t _ t o t a l ; 

duml = f l o o r ( l a y e r _ r e f / 3 0 ) ; 

950 dum2 = r e m ( l a Y e r _ r e f , 3 0 ) ; 

layer_CoM = l a y e r _ s t a r t + 5 * d u m l ; 

%30 m i c r o n s c o r r e s p o n d t o 5 l a y e r s 

w h i l e dum2 >= 15 

rem2 = rem ( l a y e r _ C o M , 5 ) ; 

layer_CoM = laYer_CoM+l; 

i f (rem2 = = 0 ) || (rem2 = = 2 ) || (rem2 == 4) 
dum2 = dum2-5; 

e l s e 

dum2 = dum2-7.5; 

960 end 

end, 

layer_CoM = layer_CoM+dum2/15; 

layer_CoM = layer_CoM-0.5; 

%So t h a t an i n t e g e r v a l u e f o r layer_CoM c o r r e s p o n d s t o 

%t h e middle of t h e l a y e r i n s t e a d of the b e g i n n i n g 

N ( l e n g t h _ N + l , 1 ) = G R ( i n d l , l ) ; 

N ( l e n g t h _ N + l , 2 ) = stripe_CoM; 

N ( l e n g t h _ N + l , 3 ) = layer^CoM; 
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970 N(length_N+l,4) = omega_CoM; 

N ( l e n g t h _ N + l , 5 ) = G R { 1 , 6 ) ; 

N { l e n g t h _ N + l , 6 ) =row_CoM; 

N(le n g t h _ N + l , 7 ) = column_CoM; 

N(l e n g t h _ N + l , 8 ) = R_CoM; 

N(le n g t h _ N + l , 9 ) = TwoTheta„CoM; 

N ( l e n g t h _ N + l , 10) = Eta__CoM; 

N(length_N+l,11) = N R o f P i x e l s ; 

N(length_„N+l, 12) = I n t ^ t o t a l ; 

980 e l s e %The s p o t s i n the group come from a l l t h r e e s t r i p e s 

L l = [ ] ; % M a t r i x t h a t v ; i l l be f i l l e d w i t h the s t a r t i n g and 

% f i n i s h i n g c o o r d i n a t e s of a l l l a y e r s of the s p o t s 

% i n t he f i r s t s t r i p e of t h e group 

L2 = [ ] ; % M a t r i x t h a t w i l l be f i l l e d w i t h the s t a r t i n g and 

% f i n i s h i n g c o o r d i n a t e s of a l l l a y e r s of the s p o t s 

% i n t he second s t r i p e of t h e group 

L3 = [ ] ; % M a t r i x t h a t w i l l be f i l l e d w i t h t h e s t a r t i n g and 

% f i n i s h i n g c o o r d i n a t e s of a l l l a y e r s of the s p o t s 

990 % i n t h e t h i r d s t r i p e of t h e group 

i n d l 2 = i n d l ; 

w h i l e G R ( i n d l 2 + l , 2 ) == G R ( i n d l , 2 ) 

i n d l 2 = i n d l 2 + l ; 

end 

ind23 = i n d l 2 + l ; 

w h i l e G R ( i n d 2 3 + l , 2 ) == G R { i n d l 2 + l , 2 ) 

ind23 = i n d 2 3 + l ; 

end 

f o r i = i n d l : ( i n d l 2 ) 

1000 i f i == i n d l 

11 = 0; % L e f t border of l a y e r G R ( i , : ) 

12 = 15; % R i g h t border of l a y e r G R ( i , : ) 

e l s e 

f o r 12 = ( l a y e r p r e v + l ) : G R ( i , 3 ) 

reml = rem ( 1 2 , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) I I (reml == 3) 

%The next l a y e r i s s h i f t e d 5 mu 

11 = 11+5; 

12 = 12+5; 

1010 e l s e 

%The next l a y e r i s s h i f t e d 7.5 mu 

11 = 11+7.5; 

12 = 12+7.5; 

end 

end 

end 

l a y e r p r e v = G R ( i , 3 ) ; 

L l ( i - i n d l + 1 , 1 ) = 1 1 ; 

L l ( i - i n d l + 1 , 2 ) = 12; 

1020 L l ( i - i n d l + l , 3 ) = G R ( i , 1 2 ) ; 

%Compute weighted c o o r d i n a t e s 

s t r i p e _ C o M = s t r i p e _ C o M + G R ( i , 2 ) * G R ( i , 1 2 ) ; 

omega__CoM = omega_CoM+GR(i, 5) * G R ( i , 12) ; 

row„CoM = row_CoM+GR(i,7)*GR(i,12); 

column_CoM = column_CoM+GR(i,8)*GR(i,12); 

N R o f P i x e l s = N R o f P i x e l s + G R ( i , 1 6 ) ; 

end 

f o r i = ( i n d l 2 + l ) : ( i n d 2 3 ) 

i f i == ( i n d l 2 + l ) 

1030 11 = 0; % L e f t border of l a y e r G R ( i , : ) 
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12 = 15; % R i g h t b o r d e r of l a y e r G R ( i , : ) 

e l s e 

f o r 12 = ( l a y e r p r e v + l ) : G R ( i , 3 ) 

reml = r e m ( ( 1 2 ) , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) I I (reml == 3) 

%The n e x t l a y e r i s s h i f t e d 5 mu 

11 = 11+5; 

12 = 12+5; 

e l s e 

1040 %The n e x t l a y e r i s s h i f t e d 7.5 mu 

11 = 11+7.5; 

12 = 12+7.5; 

end 

end 

end 

l a y e r p r e v = G R ( i , 3 ) ; 

L 2 ( i - i n d l 2 , 1 ) = 11; 

L 2 ( i - i n d l 2 , 2 ) = 12; 

L 2 ( i - i n d l 2 , 3 ) = G R ( i , 1 2 ) ; 

1050 %Compute we i g h t e d c o o r d i n a t e s 

stripe„CoM = stripe„CoM+GR(i, 2 ) * G R ( i , 1 2 ) ; 

omega^CoM = omega_CoM+GR(i, 5 ) * G R ( i , 1 2 ) ; 

row^CoM = row_CoM+GR(i,7)*GR(i, 1 2 ) ; 

column_CoM = column__CoM+GR ( i , 8) *GR ( i , 12 ) ; 

N R o f P i x e l s = N R o f P i x e l s + G R ( i , 1 6 ) ; 

end 

f o r i = ( i n d 2 3 + l ) : ( i n d 2 - l ) 

i f i == ( i n d 2 3 + l ) 

11 = 0; % L e f t border of l a y e r G R ( i , : ) 

1060 12 = 15; % R i g h t border of l a y e r G R ( i , : ) 

e l s e 

f o r 12 = ( l a y e r p r e v + l ) : G R ( i , 3 ) 

reml = r e m ( 1 2 , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) II (reml == 3) 

%The n e x t l a y e r i s s h i f t e d 5 mu 

11 = 11+5; 

12 = 12+5; 

e l s e 

%The n e x t l a y e r i s s h i f t e d 7.5 mu 

1070 11 = 11+7.5; 

12 = 12+7.5; 

end 

end 

end 

l a y e r p r e v = G R ( i , 3 ) ; 

L 3 ( i - i n d 2 3 , 1 ) = 11; 

L 3 ( i - i n d 2 3 , 2 ) = 12; 

L 3 ( i - i n d 2 3 , 3 ) = G R ( i , 1 2 ) ; 

%Compute weighted c o o r d i n a t e s 

1080 s t r i p e _ C o M = stripe_CoM+GR(i, 2 ) * G R ( i , 1 2 ) ; 

omega_CoM = omega_CoM+GR(i, 5 ) * G R ( i , 1 2 ) ; 

row_CoM = row_CoM+GR(i,7)*GR(i,12); 

column_CoM = column_CoM+GR(i, 8 ) * G R ( i , 1 2 ) ; 

N R o f P i x e l s = N R o f P i x e l s + G R ( i , 1 6 ) ; 

end 

Raw_Int = s u m ( G R ( i n d l : ( i n d 2 - l ) , 1 2 ) ) ; 

s t r i p e _ C o M = s t r i p e _ C o M / R a w J n t ; 

omega_CoM = omega_CoM/Raw_Int; 

row„CoM = row_CoM/Raw_Int; 

1090 column_CoM = column_CoM/Raw_Int; 

R_CoM = s q r t ( ( r o w _ C o M - R o w B C _ c o r r ) ^ 2 + . . . 
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(column_CoM~ColumnBC_corr) ^ 2 ) ; 
TwoTheta_CoM = (180/pi)*atan2(R„CoM,Lsd_Pixels); 

Eta__CoM = ( 1 8 0 / p i ) *atan2 (coluinn_CoM-ColumnBC_corr, .. . 

RowBC_corr-row_CoM) ; 

i f Eta_CoM < 0 

Eta_CoM = Eta_CoM+360; 

end 

1100 % W i t h i n m a t r i c e s L l , L2 and L3, columns 1 and 2 ( c o n t a i n i n g 

% t h e l e f t and r i g h t b o r d e r o f t h e s l i t p o s i t i o n s ) a r e 

% d e f i n e d w i t h r e s p e c t t o t h e f i r s t s l i t p o s i t i o n f o r v/hich 

% i n t e n s i t Y i s f o u n d i n t h a t s p e c i f i c s t r i p e . However, we 

%want t o d e f i n e them a l l w . r . t . t h e SAME f i r s t s l i t 

% p o s i t i o n , so t h a t l a t e r on v j e i g h t i n g o f t h e s l i t p o s i t i o n 

% b a sed on t h e i n t e n s i t i e s can be p e r f o r m e d . Hence t h e 

% f o l l o w i n g : 

i f ( G R ( i n d l , 3 ) == G R ( i n d l 2 + l , 3 ) ) &&... 

( G R ( i n d l , 3 ) == G R { i n d 2 3 + l , 3 ) ) 

1110 % E a s i e s t case 

l a y e r _ s t a r t = G R ( i n d l , 3 ) ; 

e l s e 

[ l a y e r ^ s t a r t l i n d e x ] = m i n ( [ G R ( i n d l , 3 ) G R ( i n d l 2 + l , 3 ) . . . 

G R ( i n d 2 3 + l , 3 ) ] ) ; 

s w i t c h l i n d e x 

case 1 

d i f f l = G R ( i n d l 2 + l , 3 ) - l a y e r _ s t a r t ; 

d i f f 2 = GR(ind23+l,3)-layer„start; 

i f d i f f l > 0 

1120 f o r i = 0 : ( d i f f l - 1 ) 

reml = r e m ( l a y e r _ s t a r t + d i f f 1 - i , 5 ) ; 

i f (reml = = 0 ) | | (reml = = 1 ) I I . . . 

(reml == 3) 

L 2 ( : , l : 2 ) = L 2 ( : , l : 2 ) + 5 ; 

e l s e 

L 2 ( : , l : 2 ) = L 2 ( : , 1 : 2 ) + 7 . 5 ; 

end 

end 

end 

1130 i f d i f f 2 > 0 

f o r i = 0 : ( d i f f 2 - l ) 

r eml = rem(layer„start+diff2-i, 5) ; 

i f (reml = = 0 ) || (reml = = 1 ) M... 

(reml == 3) 

L 3 ( : , l : 2 ) = L 3 ( : , l : 2 ) + 5 ; 

e l s e 

L 3 ( : , l : 2 ) = L 3 ( : , 1 : 2 ) + 7 . 5 ; 

end 

end 

1140 end 

case 2 

d i f f l = G R ( i n d l , 3 ) - l a Y e r _ s t a r t ; 

d i f f 2 = G R ( i n d 2 3 + l , 3 ) - l a Y e r _ s t a r t ; 

i f d i f f l > 0 

f o r i = 0 : ( d i f f l - 1 ) 

r eml = r e m ( l a y e r _ s t a r t + d i f f 1 - i , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) ||... 

(reml == 3) 

L l ( :,1:2) = L l ( : , 1 : 2 ) + 5 ; 

1150 e l s e 

L l ( : , l : 2 ) = L l ( : , 1 : 2 ) + 7 . 5 ; 

end 
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end 

end 

i f d i f f 2 > 0 

f o r i = 0 : ( d i f f 2 - 1 ) 

reml = r e m ( l a Y e r _ s t a r t + d i f f 2 ~ i , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) M.. 

(reml == 3) 

1160 L 3 ( : , l : 2 ) = L 3 ( : , 1 : 2 ) + 5 ; 

e l s e 

L 3 ( : , l : 2 ) = L3 ( :, 1: 2)+7 . 5; 

end 

end 

end 

case 3 

d i f f l = G R ( i n d l , 3 ) - l a Y e r _ s t a r t ; 

d i f f 2 = G R ( i n d l 2 + l , 3 ) - l a y e r _ s t a r t ; 

i f d i f f l > 0 

1170 f o r i = 0 : ( d i f f l - 1 ) 

reml = r e m ( l a Y e r _ s t a r t + d i f f 1 - i , 5 ) ; 

i f (reml = = 0 ) || (reml = = 1 ) ||.. 

(reml == 3) 

L l ( : , l : 2 ) = L l ( : , l : 2 ) + 5 ; 

e l s e 

L l ( :,1:2) = L l ( : , 1 : 2 ) + 7 . 5 ; 

end 

end 

end 

1180 i f d i f f 2 > 0 

f o r 1 = 0 : ( d i f f 2 - l ) 

r e ml = r e m ( l a y e r _ s t a r t + d i f f 2 - i , 5 ) ; 

i f (reml = = 0 ) | | (reml = = 1 ) | | . . 

(reml == 3) 

L 2 ( : , l : 2 ) = L 2 ( : , l : 2 ) + 5 ; 

e l s e 

L 2 ( : , l : 2 ) = L 2 ( : , 1 : 2 ) + 7 . 5 ; 

end 

end 

1190 end 

o t h e r w i se 

end 

end 

s t e p n r l = L l ( i n d l 2 + l - i n d l , 2 ) / 2 . 5 ; 

s t e p n r 2 = L 2 ( i n d 2 3 - i n d l 2 , 2 ) / 2 . 5 ; 

s t e p n r 3 = L 3 ( i n d 2 - i n d 2 3 - l , 2 ) / 2 . 5 ; 

I n t _ c o r r l = z e r o s ( s t e p n r l , 2 ) 

I n t _ c o r r 2 = z e r o s ( s t e p n r 2 , 2 ) 

1200 I n t _ c o r r 3 = z e r o s ( s t e p n r 3 , 2 ) 

f o r i = 1 : s t e p n r l 

13 = ( i - l ) * 2 . 5 ; 

I n t _ c o r r l ( i , 1 ) = 1 3 ; 

d i v i d e r = 0; 

f o r i n d 3 = 1 : ( i n d l 2 + l - i n d l ) %Loop over m a t r i x L l 

i f (13 >= L l ( i n d 3 , l ) ) && (13 < L l ( i n d 3 , 2 ) ) 

I n t _ c o r r l ( i , 2 ) = I n t _ _ c o r r l ( i , 2 ) + L 1 ( i n d 3 , 3 ) ; 

d i v i d e r = d i v i d e r + 1 ; 

e l s e i f 13 < L l ( i n d 3 , 1 ) 

1210 b r e a k 

end 

end 

i f d i v i d e r ~= 0 
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1280 

1290 

r e f l n r s t r i n g = [ n u m 2 s t r ( r e f I n u m b e r ) 

n u m 2 s t r ( g r p ) ] ; 

end 

e l s e 

i f r e f l n u m b e r < 10 

r e f l n r s t r i n g = ['000' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e i f r e f l n u m b e r < 100 

r e f l n r s t r i n g = ['00' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e i f r e f l n u m b e r < 1000 

r e f l n r s t r i n g = ['0' n u m 2 s t r ( r e f I n u m b e r ) ] ; 

e l s e 

r e f l n r s t r i n g = [ n u m 2 s t r ( r e f I n u m b e r ) ] ; 

end 

end 

w r i t e s t r i n g = [ ' d l m w r i t e ( ' ' E : \ 4 d _ 4 e _ A n a l Y s i s \ 4 d _ ' . . . 

' I n t e n s i t y _ P r o f i l e s X g r a i n ' r e f l n r s t r i n g ' . t x t ' ' , ' . . . 

' I n t _ c o r r _ s a v e , ' ' d e l i m i t e r ' ' , ' ' \ t ' ' , ' ' p r e c i s i o n ' ' , ' . . . 

' ' ' % . 2 f ' ' ) ' ] ; 

e v a l ( w r i t e s t r i n g ) ; 

I n t _ t o t a l = s u m ( I n t _ c o r r l ( : , 2 ) ) + s u m ( I n t _ c o r r 2 ( : , 2 ) ) + . . . 

s u m ( I n t _ c o r r 3 ( : , 2 ) ) ; 

% T o t a l g r a i n i n t e n s i t y , c o r r e c t e d f o r l a y e r o v e r l a p 

1300 

1310 

%Now compute the layer_CoM c o o r d i n a t e , u s i n g t h e r e f i n e d 

% i n t e n s i t i e s as w e i g h t s . 

,1)+1.25) 

,1)+1.25) 

,1)+1.25) 

* I n t _ c o r r l ( 

*Int_„corr2 ( 

* I n t _ c o r r 3 ( 

, 2 ) ) + . . . 

, 2 ) ) + . . . 

, 2 ) ) ; 

1320 

l a y e r _ r e f = s u m ( ( I n t _ c o r r 1 ( ; 

sum((Int„corr2 ( : 

s u m ( ( I n t _ c o r r 3 i 

l a y e r _ r e f = l a y e r _ r e f / I n t _ t o t a l ; 

duml = f l o o r ( l a y e r _ r e f / 3 0 ) ; 

dum2 = r e m ( l a y e r _ r e f , 3 0 ) ; 

layer^CoM = l a y e r _ s t a r t + 5 * d u m l ; 

%30 m i c r o n s c o r r e s p o n d t o 5 l a y e r s 

w h i l e dum2 >= 15 

rem2 = r e m ( l a y e r _ C o M , 5 ) ; 

laYer_CoM = layer_CoM+l; 

i f (rem2 = = 0 ) || (rem2 == 

dum2 = dum2-5; 

e l s e 

dum2 = dum2-7.5; 

end 

end 

layer_CoM = layer_CoM+dum2/15; 

layer^CoM = layer_CoM-0.5; 

%So t h a t an i n t e g e r v a l u e f o r layer___CoM c o r r e s p o n d s t o 

%the middle of t h e l a y e r i n s t e a d of the b e g i n n i n g 

2) I I (rem2 == 4) 

1330 

N(length_ 

N( l e n g t h . 

N( l e n g t h . 

N( l e n g t h . 

N( l e n g t h . 

N( l e n g t h . 

N( l e n g t h . 

N ( l e n g t h . 

N( l e n g t h . 

N( l e n g t h . 

N ( l e n g t h . 

N( l e n g t h . 

N+1,1) ̂  

N+1,2) ̂  

N+1,3) • 

N+1, 4) 
N+1,5) • 

.N+1, 6) ^ 

.N+1, 7) ^ 

.N+1, 8) --

N+1, 9) •• 

N+1,10) 

.N+1, 11) 

N+1,12) 

= G R ( i n d l , 1 ) ; 

= s t r i p e _ C o M ; 

= layer_CoM; 

= omega_CoM; 

= G R ( 1 , 6 ) ; 

= row_CoM; 

= column_CoM; 

= R_CoM; 

= TwoTheta_CoM; 

= Eta^CoM; 

= N R o f P i x e l s ; 

= I n t _ t o t a l ; 

end 
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end 

end 

1340 
end 

M; 

N; 

%End o f : A r r a n g e S p o t s . m 
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3.13. InputGrainSpotter.m 

% S t a r t o f : I n p u t G r a i n S p o t t e r . m 

%Program t h a t c o n v e r t s t h e o u t p u t f r o m A r r a n g e S p o t s i n t o t h e d e s i r e d f o r m a t 

% f o r r e a d i n g by G r a i n S p o t t e r . 

%TvdZ. L a s t e d i t s : March 2007. 

f u n c t i o n gvecs = I n p u t G r a i n S p o t t e r ( R e f I L i s t ) ; 

RowBC = 1038.52; 

ColBC = 981.37; 

p i x e l = 47.4; 

L s d = 2 41; 

L s d _ p i x e l s = L s d * 1 0 0 0 / p i x e l ; 

wavelength = 0.155; 

gvecs = z e r o s ( l e n g t h ( R e f I L i s t ) , 8 ) ; 

f o r n = 1 : l e n g t h ( R e f I L i s t ) 

Row_CoM = R e f I L i s t ( n , 6 ) ; 

Col_CoM = R e f l L i s t ( n , 7 ) ; 

omega = R e f I L i s t ( n , 4 ) ; 

e t a = R e f l L i s t ( n , 1 0 ) ; 

e t a R a d = p i / 1 8 0 * e t a ; 

t w o t h e t a = R e f I L i s t ( n , 9 ) ; 

t h e t a R a d = p i / 1 8 0 * 0 . 5 * t w o t h e t a ; 

ds = 2 * a b s ( s i n ( t h e t a R a d ) ) / w a v e l e n g t h ; 

% D e t e r m i n a t i o n o f t h e s c a t t e r i n g v e c t o r G, u s i n g e q u a t i o n ( 3 . 6 ) f r o m 

% t h e book by H e n n i n g P o u l s e n on 3DXRD t h e o r y 

g v e c s ( n , l ) = - d s * c o s ( t h e t a R a d ) * t a n ( t h e t a R a d ) ; 

g v e c s ( n , 2 ) = - d s * c o s ( t h e t a R a d ) * s i n ( e t a R a d ) ; 

g v e c s ( n , 3 ) = d s * c o s ( t h e t a R a d ) * G O S ( e t a R a d ) ; 

g v e c s ( n , 4 ) = Row_CoM; 

g v e c s ( n , 5 ) = Col„CoM; 

g v e c s ( n , 6 ) = ds; 

g v e c s ( n , 7 ) = e t a ; 

g v e c s ( n , 8 ) = omega; 

end 

%End o f : I n p u t G r a i n S p o t t e r . m 
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3.14. CharacterizeGrains.m 

% S t a r t o f : C h a r a c t e r i z e G r a i n s . m 

% R o u t i n e w r i t t e n t o r e a d the f i l e c o n t a i n i n g t h e groups of r e f l e c t i o n s 
% i d e n t i f i e d by G r a i n S p o t t e r as coming from t h e same g r a i n . The r e q u i r e d 
% i n p u t a r e t h e l o c a t i o n s of both t h e output l i s t c r e a t e d by G r a i n S p o t t e r as 
% w e l l as the l i s t of r e f l e c t i o n s c r e a t e d by t h e r o u t i n e A r r a n g e S p o t s . 
% 

10 %TvdZ. L a s t e d i t s : March 2007 

f u n c t i o n [ T o t a l R e f 1 , T o t a l E x p e c t e d ] = ... 

C h a r a c t e r i z e G r a i n s ( G r a i n S p o t t e r L i s t , R e f l L i s t ) ; 

o f f s e t = 11; %Number of l i n e s i n the header of G r a i n S p o t t e r L i s t 

% R e t r i e v e t h e number of i d e n t i f i e d g r a i n s , n r g r a i n s 

[ s t r l n r g r a i n s s t r 2 ] = t e x t r e a d ( G r a i n S p o t t e r L i s t , ' % s %u % s ' , l ) ; 

% I n i t i a l i z e m a t r i x U, which w i l l be f i l l e d w i t h t h e o r i e n t a t i o n m a t r i c e s of 

20 % t l i e i n d i v i d u a l g r a i n s 

U = z e r o s ( 3 * n r g r a i n s , 3 ) ; 

T o t a l R e f l = 0; %The t o t a l number of i n d e x e d r e f l e c t i o n s 

T o t a l E x p e c t e d = 0; %The t o t a l number of t h e o r e t i c a l l y e x p e c t e d r e f l e c t i o n s 

l i n e n r = o f f s e t ; 

r e f H i s t = dlmread (Ref I L i s t , ' \ t ' ) ; 

f o r n = 1 : n r g r a i n s 

30 % R e t r i e v e the number of e x p e c t e d (MO) and found (Mexp) r e f l e c t i o n s f o r 

%the g r a i n i n q u e s t i o n 

[ s t r l g r a i n n r ] = t e x t r e a d ( G r a i n S p o t t e r L i s t , '%s %u',1, ' h e a d e r l i n e s ' , . . . 

l i n e n r ) ; 

[MO Mexp] = t e x t r e a d ( G r a i n S p o t t e r L i s t , ' % u % u ' , 1 , ' h e a d e r l i n e s . 

l i n e n r + 1 ) ; 

G r a i n C h a r a c t e r i s t i c s = zeros(Mexp+3,15); 

% T h i s m a t r i x w i l l be f i l l e d w i t h the g r a i n ' s c h a r a c t e r i s t i c s . The f i r s t 

% t h r e e e l e m ents of the f i r s t t h r e e rows w i l l c o n t a i n t h e o r i e n t a t i o n 

40 % m a t r i x U. The r e s t of the rows w i l l be f i l l e d w i t h the i n d i v i d u a l 

% r e f l e c t i o n s . 

U G r a i n = t e x t r e a d ( G r a i n S p o t t e r L i s t , ' ' , 3 , ' h e a d e r l i n e s ' , l i n e n r + 2 ) ; 

G r a i n C h a r a c t e r i s t i c s ( 1 : 3 , 1 : 3 ) = U G r a i n ; 

GSMatrix = t e x t r e a d ( G r a i n S p o t t e r L i s t , ' ' , M e x p , ' h e a d e r l i n e s ' , l i n e n r + 5 ) ; 

%GSMatrix now c o n t a i n s G r a i n S p o t t e r ' s output i n f o r m a t i o n f o r t h e g r a i n 

% i n q u e s t i o n . F o r f u r t h e r g r a i n c l i a r a c t e r i z a t i o n , r e f H i s t i s r e q u i r e d 

T o t a l R e f l = TotalRef1+Mexp; 

50 T o t a l E x p e c t e d = TotalExpected+MO; 

f o r r e f l = IrMexp 

r e f l n r = G S M a t r i x ( r e f 1 , 2 ) + 1 ; % r e f l n r i s the row number of the 

% r e f l e c t i o n under c o n s i d e r a t i o n w i t h i n r e f H i s t . The output 

%from G r a i n S p o t t e r i s z e r o - b a s e d , so 1 i s added. 
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%Here, t h e u s e r can s p e c i f y t h e r e q u i r e d c o m p u t a t i o n s . As an 

%example, f o r each g r a i n a f i l e i s c r e a t e d c o n t a i n i n g t h e 

% i n d i v i d u a l r e f l e c t i o n s ' c h a r a c t e r i s t i c s . G r a i n S p o t t e r has a l r e a d y 

% c r e a t e d s u c h a f i l e , b u t t h e i n f o r m a t i o n c o n t a i n e d i n t h i s f i l e i s 

% t o o l i m i t e d f o r use i n f u r t h e r a n a l y s i s . 

r e f l e c t i o n = r e f H i s t ( r e f I n r , :) ; 

G r a i n C h a r a c t e r i s t i c s ( r e f l + 3 , 1 ) = r e f l e c t i o n ( 1 , 1 ) ; 

G r a i n C h a r a c t e r i s t i c s ( r e f l + 3 , 2 : 4 ) = G S M a t r i x ( r e f 1 , 3 : 5 ) ; 

G r a i n C h a r a c t e r i s t i c s ( r e f l + 3 , 5 : 1 5 ) = r e f l e c t i o n ( 1 , 2 : 1 2 ) ; 

end 

i f g r a i n n r < 10 

g r a i n n r s t r i n g = ['000' n u m 2 s t r ( g r a i n n r ) ] ; 
e l s e i f g r a i n n r < 100 

g r a i n n r s t r i n g = ['00' n u m 2 s t r ( g r a i n n r ) ] ; 
e l s e i f g r a i n n r < 1000 

g r a i n n r s t r i n g = ['0' n u m 2 s t r ( g r a i n n r ) ] ; 
e l s e 

g r a i n n r s t r i n g = [ n u m 2 s t r ( g r a i n n r ) ] ; 
end 

w r i t e s t r i n g = [ ' d l m w r i t e ( ' ' E : \ 4 d _ 4 e _ _ A n a l y s i s \ 4 d _ G r a i n _ ' . . . 

' R e f l e c t i o n s X g r a i n ' g r a i n n r s t r i n g ' . t x t ' ' , ' . . . 

' G r a i n C h a r a c t e r i s t i c s , ' ' d e l i m i t e r ' ' , ' ' \ t ' ' , ' . . . 

' ' ' p r e c i s i o n ' ' , ' ' % . 4 f ' ' ) ' ] ; 

e v a l ( w r i t e s t r i n g ) ; 

l i n e n r = linenr+Mexp+6; 

end 

%End o f : C h a r a c t e r i z e G r a i n s . m 
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