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Summary 

This thesis deals with error correcting block codes for reliable transmis­
sion or storage of data in a communication system using a binary channel. 
Most classes of codes have been designed for use on symmetric channels, 
on which 0 —> 1 cross-overs and 1 —> 0 cross-overs occur with equal proba­
bility (symmetric errors). However, in certain applications, such as optical 
communications, the error probability from 1 to 0 is significantly higher 
than the error probability from 0 to 1. These applications can be modeled 
by an asymmetric channel, on which only 1 —» 0 transitions can occur 
(asymmetric errors). Further, some recently developed memory systems 
behave like a unidirectional channel, on which, even though both 1 —* 0 
and 0 —* 1 errors are possible, all errors are of the same type when sending 
a certain codeword (unidirectional errors). 

Codes correcting symmetric errors have been studied extensively. Of 
course, these codes can also be used to correct asymmetric or unidirec­
tional errors. However, it is likely that codes correcting asymmetric or 
unidirectional errors that need less redundancy than a comparable sym­
metric error correcting code can be constructed. The main object of this 
thesis is to provide upper and lower bounds on the maximum cardinality 
of a code of length n which corrects up to t asymmetric or unidirectional 
errors. 

In Chapter 1 we sketch the overall communication system, give a brief 
introduction on binary block codes, and treat the symmetric, unidirec­
tional, and asymmetric error types. Further, general conditions for error 
correction and/or detection capabilities of block codes are derived, where 
we focus on the correction of one single error type. 

Upper bounds on the maximum cardinality of asymmetric or unidirec­
tional error correcting codes are treated in Chapters 2, 3, and 4. First in 
Chapter 2, we give explicit upper bounds that are based on the sphere-
packing concepts or make use of known upper bounds on the maximum 
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cardinality of symmetric error correcting codes. For codes of relatively 
small lengths the best of these bounds are shown to be tight. Hence we 
know the exact value of the maximum cardinality in these cases. Then 
in Chapter 3, we treat upper bounds that can be obtained by solving an 
integer programming problem. In these programming problems the total 
number of codewords in a code is maximized over certain constraints on the 
weight, distribution of the code. The integer programming bounds often 
improve on the explicit bounds, but are much harder to calculate. Finally 
in Chapter 4, we improve the integer programming bound in a number of 
specific cases by using some combinatorial arguments that seem hard to 
generalize. 

Lower bounds on the maximum cardinality of asymmetric or unidirec­
tional error correcting codes can be obtained by constructing codes, which 
is the subject of Chapters 5 and 6. In Chapter 5, we present a general 
construction method in which codes correcting up to t asymmetric or uni­
directional errors are obtained by expurgating and puncturing an initial 
code that corrects up to t symmetric errors. Algorithms to optimize the 
cardinality of such codes and decoding aspects are also discussed. In Chap­
ter 6 we apply this method and some-trial and error techniques to obtain 
good codes of length up to 23 that correct up to 1, 2, 3, or 4 asymmetric 
or unidirectional errors. 

Bounds on the cardinality of codes that are linear are discussed in Chap­
ter 7. It is shown that any linear code correcting up to t unidirectional 
errors also corrects up to t symmetric errors. Therefore we only consider 
linear symmetric error correcting codes and linear asymmetric error cor­
recting codes. Again the maximum cardinality can be exactly determined 
when the length is relatively small. For single and double error correction 
we show that the maximum cardinality of a linear asymmetric error cor­
recting code exceeds the maximum cardinality of a linear symmetric error 
correcting code for only a finite number of lengths. On the construction 
side, we derive a class of linear codes of length 2m correcting up to 2m~2 — 1 
asymmetric errors for all even integers m not less than 4, the cardinality 
of which exceeds the largest cardinality of a comparable symmetric error 
correcting code. 

In the appendices we give tables with bounds on the maximum number 
of codewords in a code of length n correcting up to t symmetric, up to t 
unidirectional, or up to t asymmetric errors as well as tables with bounds 
on the maximum dimension in a linear code of length n correcting up to 
t symmetric or up to t asymmetric errors, in all cases for 1 < t < 4 and 
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t <n< 23. 
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Chapter 1 

Introduction 

1.1 The overall communication system 
Error control coding has shown itself to be a powerful tool in obtaining 
efficient and reliable transmission of data over a noisy channel (see e.g. 
[20,31]). A simple model of a communication system in which error control 
coding is applied is shown in Figure 1.1. A source generates a message u 
which is an element of a message set U. The number of possible messages, 
i.e. the cardinality \U\ of the set U, is denoted by M. The message u has 
to be transmitted to a user over a noisy binary channel. To this end the 
message u is encoded into a codeword c which is an element of a binary 
block code C. Such a code is a subset of [GF(2))n, the vector space of all 
binary vectors of length n. More details about these codes will be treated 
in Section 1.2. The encoding is performed by a bijection ƒ : U H-> C. Hence 

source 
u 

» encoder 
c 

• channel y 
decoder 

u' user 

noise 

Figure 1.1: The overall communication system. 
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Figure 1.2: Binary Symmetric Channel. 

\C\ — M and n > log2(M). Next the codeword c is sent over a binary 
channel, on which are both the input alphabet and output alphabet {0, l } . 
Because of channel noise, the received vector y may be different from c. 
The number of coordinates in which c and y differ is called the number 
of errors made during transmission. The decoder must decide from y 
which message or, equivalently, which codeword was transmitted. This 
is performed by a surjection g : (GF{2))n i-> U. Then u' = g(y) is an 
estimation of the original message u. 

From the foregoing, it will be clear that the efficiency and reliability of 
such a system depend on the behavior of the channel, the choice of the code 
C, and the encoding and decoding functions ƒ and g. A widely used channel 
model is the Binary Symmetric (Memoryless) Channel shown in Figure 1.2, 
on which both 0 —> 1 and 1 —> 0 cross-overs occur with equal probability 
p. Many good codes have been constructed for this channel, and efficient 
additional functions ƒ and g have been developed (see e.g. [2lJ). In this 
thesis two other channel models are considered: the Binary Asymmetric 
Channel and the Binary Unidirectional Channel. These models will be 
discussed in Section 1.3. 

To obtain reliable communication we demand that the decoder must 
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be able to indicate the correct codeword although some errors could be 
made during transmission. Let B(c,t) denote the set of all binary vectors 
of length n that can arise from the codeword c suffering t or less errors. 
We say that the code C is able to correct up to t errors if the sets B(ci,t) 
and B(c2,t) are disjoint for all C],c2 € C with Ci / c2. If a vector y is 
received that belongs to a certain B(c,t), then this vector can be decoded 
into u' = / - 1 ( c ) . If a vector is received that does not belong to any 
B(c,t), then we can conclude tha t at least t + 1 errors have been made. If 
the occurence of t + l,t + 2 , . . . , 5 errors (with s > t) always leads to a 
received vector outside the union of all the sets B(c,t), then we say that 
the code is also able to detect up to 5 errors: the code is t error correcting 
and 5 error detecting (i-EC s-ED). Necessary and sufficient conditions for 
a code to be i-EC s-ED will be derived in Sections 1.4 and 1.5 for various 
channels. 

In the communication system considered in this section we speak of 
sending, receiving etc. Nevertheless, one should not think only of the 
transmission of messages from one place to another, but also of the storage 
of data ('transmission in time'). For of various reasons'the data may be 
disturbed during storage in a memory system. Hence coding techniques 
are also often applied in these situations. 

1.2 Binary block codes 
As mentioned in Section 1.1, a binary block code C is a subset of (GF(2))n. 
Therefore, we first discuss (GF(2))n. Here GF(2) is the field containing 
only two elements 0 and 1, on which the following addition + and multi­
plication ■ are defined: 

0 
1 

0 
0 
0 

1 
0 
1 

+ 
0 
1 

0 1 
0 1 
1 0 

The n-dimensional vector space (GF(2))n (with n > l) consists of all 
vectors x = (xi, x2, ■ ■ ■ , ! „ ) , where each "X; 6 GF(2). In such a vector a;,-
is called the iih symbol or ith coordinate. Since each x, is equal to 0 or 1, 
the cardinality of {GF(2))n is equal to 2". The number ofcoordinat.es that 
equal 1 in x is called the weight w{x) of x: 

u;(x) = |{i | i i = 1}|. (1.2) 
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For two vectors u and v from (GF(2))n , let A r(u,v) denote the number 
of coordinates where u equals 0 and v equals 1: 

JV(u,v) = \{i\ui = OAu, = 1}|. (1.3) 

If A^u, v) = 0 the vector u is said to cover the vector v (u > v). If u > v 
or v > u the vectors u and v are said to be ordered, otherwise they are 
said to be unordered. The Hamming distance d(u,v) between u and v is 
defined to be the sum of N(u,v) and 7V(v,u): 

d(u ,v) = JV(u,v) +N{v,u) = \{i\ut^v,}\. (1.4) 

For example we consider the vectors 

u = 111111000000 
v = 110000111110 

giving tu(u) = 6, u;(v) = 7, Ar(u,v) = 5, N(v,u) = 4, and d(u,v) = 
5 + 4=9. 

It can easily be checked that d(u, v) satisfies the demands to be a metric 
on {GF{2))n: 

(i) d ( u , v ) > 0 for all u , v € (GF(2))n 

(ii) d (u ,v ) = 0 ^ u = v for all u , v e (GF(2)) n 

(iii) d (u ,v ) = rf(v,u) for a l l u , v € {GF{2))n (1.5) 
(iv) d (u ,v ) < r f ( u , w ) + d ( w , v ) for all u , v , w e {GF{2))n 

(triangle inequality). 

The (minimum) Hamming distance d of a code C is now defined to be: 

d = m in{d(u ,v ) | u ,v e C A u / V } . (1.6) 

This distance is important with respect to the error correcting/detecting 
capability of the code. 

So far we have met the following three parameters of a code C: 

n : the number of symbols in each codeword, 
which is called the length of the code; 

M : the number of codewords, which is called 
the cardinality or size of the code; 

d : the minimum Hamming distance between any two 
different codewords, which is called 
the Hamming distance of the code. 
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Further, let .4, denote the number of codewords of weight i in C: 

At = \{c G C\w{c) = ?:}| for i = 0,1,...,n. (1.7) 

The numbers AQ- A\,... ,A„ are called the weight distribution of C. A code 
in which all the codewords have the same weight w is called a constant 
■weight code of weight w. The rate R of a code, defined by 

R= n , 1.8 
n 

is a measure for the efficiency of the code. In general, we want codes 
with a high rate ('efficiency') and a large Hamming distance ('reliability'). 
Regretfully, these are conflicting goals. Very important in this respect is 
the following function: 

A(n,d) : the maximum number of codewords in a code 
of length n and Hamming distance at least d. (1-9) 

Both upper bounds Au(n,d) and lower bounds Al(n,d) on A{n, d) have 
been investigated extensively (see e.g. [21]). When the best (smallest) 
known upper bound meets the best (largest) known lower bound the exact 
value of A(n,d) has been determined. Two other important functions in 
coding theory are: 

A(n,d, w) : the maximum number of codewords in a 
code of length n, Hamming distance at 
least d, and constant weight w; (l.10) 

T(wl,ni,W2,n2,d) : the maximum number of codewords in 
a code of length n.\ + n2 and Hamming 
distance at least d, where each codeword 
has exactly W\ ones in the first nj 
coordinates and exactly u>2 ones in the 
last n2 coordinates. ( l . l l ) 

Upper and lower bounds on A{n,d,w) will, be denoted by Au(n,d,w) 
and Al(n,d,w), respectively. Analogously, upper and lower bounds 
on T(w\,ni:W2,n2,d) will be denoted by Tu(wl,n,i,W2,n2,d), and 
Tl(wi, 7ii,u>2,n2,d), respectively. 
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If C is a subspace of (GF{2))" the code is called linear. In this case the 
sum of any two codewords Cj and c2 is again a codeword: 

c 1 ; c 2 G C => ci + c 2 G C. (1.12) 

This property can be very useful with regard to encoding and decoding 
aspects. The dimension of the subspace will be denoted by k. As is well 
known from linear algebra, such a subspace can be generated by k basis 
vectors b i , b 2 , . . . , b^ : 

c € C <£> c = aibi + a 2b 2 + h akbk (1-13) 

with a, G GF(2) . Hence the cardinality of the code equals 2*. A generator 
matr ix G of a linear code C is a k x n matrix, the rows of which form a 
basis of C. Note that any linear code contains the all-zero vector, which 
will be denoted by 0 or 0". In a linear code C the Hamming distance equals 
the minimum weight over all codewords except the all-zero vector: 

d = m in{d(u ,v ) | u ,v G C A u ^ v} = min{w(c)|c G C A c ^ 0}. (1.14) 

For any vector a G {GF{2))n, the set 

a + C = {a + c|c G C} (1.15) 

is called a cosei of C. The code C and any of its cosets have the same 
length n, cardinality M, and Hamming distance d. 

Finally, two codes are called equivalent if they differ only in the order 
of the coordinates. Hence equivalent codes have the same parameters n, 
M , and d. 

1.3 Symmetric, unidirectional, and asym­
metric errors 

As mentioned in Section 1.1 many codes have been designed for the correc­
tion and/or detection of errors caused by a binary symmetric channel as 
shown in Figure 1.2. The assumption that the 0 —> 1 cross-over ('0-error') 
and the 1 —> 0 cross-over ('1-error') occur with equal probability has shown 
to be quite reasonable in many applications. However, in some applica­
tions, such as optical communications, the errors have a highly asymmetric 
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1 * • • 1 
1 - p 

Figure 1.3: Binary Asymmetrie Channel (Z-channel). 

nature. Channels causing this kind of error can often be modeled by a bi­
nary asymmetric channel or Z-channel (see Figure 1.3), on which only 
1-errors can occur. As an example, we mention the photon communica­
tion systems as described in [37], in which photons are used to transmit the 
information. Due to energy losses in the channel a photon may not be re­
ceived. Since the number of received photons does not exceed the number 
of transmitted photons, the photon channel is an asymmetric channel. 

Further, in some recently developed memory systems (cf. [5]), the er­
rors appear to be of a unidirectional nature. These memory systems can 
be modeled by a binary unidirectional channel, which behaves for a certain 
codeword either like the Z-channel or like the inverted Z-channel, on which 
only 0-errors can occur (see Figure 1.4). For example (cf. [28]) we mention 
that the faults that affect address decoders often cause unidirectional er­
rors, since this will result in either no access or multiple access. No access 
yields an all-zero vector readout, while multiple access causes the OR of 
several vectors to be read out. In the former case we only have 1-errors and 
in the latter case we only have 0-errors if the correct codeword is contained 
in the accessed set. Other sources of unidirectional errors are failures in 
one of the shift registers in a shift register type memory or failures in the 
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Figure 1.4: Inverted Z-channel. 

power supply. 
Based on the preceding statements, we shall now define the error types 

tha t will be considered. When sending a codeword c G C and receiving 
a vector y 6 (GF(2))n, we say that c has suffered t asymmetric errors if 
c covers y and d(c ,y) = t, that c has suffered t unidirectional errors if 
c covers y or is covered by y and d(c,y) = t, and that c has suffered t 
symmetric errors if d(c,y) — t: In accordance with the three error types, 
we define three kinds of spheres with radius r for each x € (GF(2))n: 

SSy(x,r) = { y e ( G F ( 2 ) ) " | c f ( x , y ) < r } (1.16) 
SL,(x,r) = { y € ( G F ( 2 ) ) n | ( i ( x , y ) < r A ( x > y V y > x ) } ( l . l 7 ) 

S A , (x , r ) = { y e ( G F ( 2 ) ) n | d ( x , y ) < r A x > y } . (1.18) 

For the sake of convenience we also define a super-sphere 

S{x,rur2,r3) = 5 S s ( x , r 1 ) u 5 ( , ( x , r ! ) u S 1 , ( x , r 3 ) (1.19) 

for each x € (GF(2))n and 0 < rx < r2 < r3. Each sphere Sx{c.,t) contains 
the vectors that can be received when codeword c is sent suffering i or 
fewer errors of type X (with X — Sy(mmetric), X — f7(nidirectional), or 
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X = ^s(ymmetric) , respectively). Hence we say that a code C can correct 
up to t errors of type X if the spheres Sx{c,t) are disjoint for any two 
distinct codewords. On the other hand, we say that a code can detect up 
to 5 errors of type X if the sphere Sx{c,s) does not contain codewords 
different from c for all c 6 C. Necessary and sufficient conditions are 
known for a code to be capable of correcting or detecting errors of each 
of the three types. However, sometimes a combination of correction and 
detection is required or even simultaneous correction and/or detection of 
errors of various types. For example, some authors (see e.g. [2,4,5,25]) 
considered codes correcting up to t symmetric errors and detecting all (i + 1 
or more) unidirectional errors, since it was observed that in some memory 
systems the number of unidirectional errors can be unlimited, while the 
number of symmetric errors is limited with high probability. A necessary 
and sufficient condition for this case was derived in [5j. To be able to 
deal with such cases it is interesting to look for necessary and sufficient 
conditions for all combinations of correction and detection capabilities for 
the three error types considered here. 

We call a code ^-SyEC /.2-UEC i3-AsEC d,-SyED d2-UED d3-AsED 
(0 < t1 < ii < /.3, 0 < d\ < &i < d3, ti < dt) if it can correct up to t\ 
symmetric errors, up to t-i unidirectional errors, and up to t$ asymmetric 
errors, as well as detect from ij + 1 up to d\ symmetric errors that are 
not of the unidirectional type, from f2 + 1 up to d2 unidirectional errors 
that are not of the asymmetric type, and from tz + 1 up to d3 asymmetric 
errors. In the context of the spheres this means that 

S ( x , ( „ ( ! , J s ) n 5 ( y , 4 4 < ' ! ) = 0 (1-20) 

for any two distinct codewords x and y. In the next section we derive nec­
essary and sufficient conditions for a code to be ti-SyEC /,2-UEC /3-AsEC 
rfi-SyED d2-UED d3-AsED. Hence we can obtain necessary and sufficient 
conditions for correction and/or detection of any combination of symmet­
ric/unidirectional/asymmetric errors by making appropriate choices for £,• 
and d{. 

1.4 Conditions for correction and/or detec­
tion capabilities 

In the literature (see e.g. [5,7,19,21]) many necessary and sufficient condi­
tions were derived on block codes to have certain error correcting and/or 
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detecting capabilities. Since in each derivation the same kinds of techniques 
were used, we tried to obtain general conditions including all combinations 
concerning symmetric, unidirectional, and asymmetric errors. The final 
result is given in Theorem 1.1. 

T h e o r e m 1.1 A code C is t^-SyEC t2-UEC t3-AsEC dx-SyED d2-UED 
dz-AsED (with 0 < t1 < t2 < t3) 0 < dx < d2 < d3, U < dj if and only if 
all a , b G C with a ^ b and A r(a,b) > 7V(b,a) satisfy 

d(a ,b ) > t3 + d.2 + 1 Ad(a,b) > t2 + d3 + 1 ifN[b,a)=0 
d{a,b) yto + dt + 1 Ad(a,b) > tt + d3 + 1 

AA r(a,b) > d3 + 1 if 1 < A r(b,a) < t3 

. d(a,b) > t3 + dj + 1 t /A^b.a) > *3 + l 

Proof. A proof is given in Appendix A. D 
Sometimes a code turns out to have stronger error correcting/detecting 

capabilities than it was originally designed for, as can be seen from the next 
theorem. 

T h e o r e m 1.2 Any 1^-SyEC t2-UEC t3-AsEC dx-SyED d2-UED d3-AsED 
code (with 0 < tx < t2 < t3, 0 < dx < d2 < d3, ti < d{) is also a t^-SyEC 
t'2-UEC t'3-AsEC d\-SyED d'2-UED d'3-AsED code with 

t\ 
t\ 

's 
d\ 
d'2 

d3 

= 
= 
= 
= 
= 
= 

max{<i,t3 + di - d3}, 
max{<2, t3 + d2 - d3}, 
h, 
maxjdi, mm{t3 + l,ti + d3 

max{d2,t2 + d3-t3}, 
d3. 

- * » } } 

Proof. A proof is given in Appendix A. D 
Many known results on error correcting/detecting codes appear as spe­

cial cases of the general result stated in Theorem 1.1. In the next two 
corollaries we treat the cases of pure correction and pure detection. 

C o r o l l a r y 1.3 A code C is ty-SyEC t2-UEC t3-AsEC (with 0 <h<t2< 
t3) if and only if all a , b £ C with a / b and N(a,b) > N(h, a) satisfy 

i d ( a ,b ) > t2 + t3 + 1 ifN{b,a) = 0 
\ d(a,b) > ( I + ( 3 + 1 A N[a,b) > t3 + 1 if iV(b,a) > 1 
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Proof. Substitute d, = tt (i = 1,2,3) into Theorem 1.1. D 

C o r o l l a r y 1.4 A code C is d^-SyED d2-UED d3-AsED (with 0 < dx < 
d2 < d3) if and. only if all a , b 6 C with a / b and iV(a,b) > 7V(b,a) 
satisfy 

'd(a,b)>d3 + l ifN{h,a) = 0 
d(a ,b ) > di + 1 if N(b,a) > 1 

Proof. Substitute £; = 0 (i = 1,2,3) into Theorem 1.1. □ 
From Corollary 1.4 (and also from Theorem 1.2) it follows that any 

di-SyED d2-UED 4 -AsED code is also a dx-SyED d3-\JED d3-AsED code. 
Hence we only have to consider c^-SyED d2-UED codes. 

Other interesting results are stated in the next corollary and in [49]. 

C o r o l l a r y 1.5 A code C is tx-SyEC t2-UEC d2-UED (with 0 < tY < t2 < 
d2) if and only if all a , b € C with a ^ b and JV(a,b) > JV(b, a ) satisfy 

{ d{a,b) > t2 + d2 + 1 ifN{b,a) = 0 
{ d{a,b) > tx + d2 + 1 A N{a,b) > d2 + 1 if 1 < JV(b,a) < t2 

Proof. Substitute t3 = t2, d^ = tx, and d3 = d2 into Theorem 1.1. □ 

1.5 Single type error correction 
Traditional coding theory is mainly focussed on codes correcting and/or 
detecting errors of the symmetric type. However, as mentioned before, 
in some modern communication systems the errors appear to be of other 
types. In order to be able to deal with such cases we have derived necessary 
and sufficient conditions for a code to be tj-SyEC £2-UEC <3-AsEC d\-
SyED d2-UED d3-AsED. But it seems a very big step in the development 
of coding theory to study these codes in general. Therefore we concentrate 
in this thesis on codes correcting errors of one single type: £-SyEC codes, 
i-UEC codes, and <-AsEC codes. To this end we define three distances 
between two vectors a and b in (GF(2))n: 

dSy{a,b) = N{a,b) + N{b,a) =d{a,b) 
dAs{a,b) = 2max{7V(a,b),7V(b,a)} 

, _ ƒ d S v ( a ,b ) if 7 V ( a , b ) = O v 7 V ( b , a ) = 0 
a [ ' l a , D J _ \ d„,(a,b) if N{a,b) > 0 A 7 V ( b , a ) > 0 

(1.21) 
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It, is obvious that 

ds„(a ,b) < dv{a,b) < dA?{a,b). (1.22) 

The distances ( ^ ( a , ^ and dAf!(a,b) are related by 

< W a , b ) = d 5 l / (a ,b) + \w{a) - w{b)\. (1.23) 

Hence 
d5 i ,(a,b) = dv{a,b) = dAs{a,b) ^> w(a) = w{b). (1.24) 

It can easily be checked that eU,(a,b) is a metric (see (1.5)) on (CF(2) )" 
just like d 5 ! / (a ,b) . Note that dLr{a,b) is not a metric on (GF{2))" (for 
n > 3), since it does not satisfy the triangle inequality, as can be seen from 
the next example (n = 3): 

d t , ( l lO, 100) +d[ , ( l00 ,00 l ) = l + 2 = 3 < 4 = d r ( l l 0 , 0 0 l ) . 

For a code C we also define three distances: 

f dSy = min{d 5 ! , ( a ,b ) | a ,b G C A a ^ b} 
I dv = min{d f f ( a ,b ) | a ,b € C A a # b } . (1.25) 
( o^s = m i n { d A 5 ( a ' b ) | a , b € C A a ^ b } 

The error correcting capability of a code C can be expressed in these three 
distances, as can be seen from the next corollary. The corollary simply 
recasts several well-known results (cf. [21,5,7]) in accordance with our 
notation. 

Corollary 1.6 Let C be a code of length n with distances dsy! dv, and 
dAs-

1. C is t-SyEC if and only if dSy > 2t + 1; 

2. C is t-UEC if and only if dv > 2t + 1; 

3. C is t-AsEC if and only if dA:, > 21 + 1. 

Proof. These results follow from definitions (l .2l) and (1.25) and by 
making the following substitutions into Corollary 1.3: 

1. U = 1.2 = h = t; 

2. ti = 0 and t2 = ts = t\ 
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3. tx = U = O and t3 = t. D 

In [7] it is mentioned that a code with dAf > 2t + 1 is able to correct t0 

or fewer 0-errors and t1 or fewer 1-errors, where t0 and ij are fixed and 
ô + ^i ^ t- The correction of t asymmetric errors corresponds to the case 

that t0 = 0 and tx = t. 
As mentioned before one of the most basic problems in coding theory 

is to find the largest code of a given length with a certain error correcting 
capability. Therefore, we define for all 1 < t < n: 

Asv(n,t) : the maximum number of codewords in 
a <-SyEC code of length n\ (1-26) 

Aii(n,t) : the maximum number of codewords in 
a i-UEC code of length n; (1.27) 

AAs{n,t) : the maximum number of codewords in 
a i-AsEC code of length n\ (1-28) 

and 

Ksy(n,t) : the largest .dimension of a 
linear i-SyEC code of length n; " (1-29) 

Ka(n,t) : the largest dimension of a 
linear i-UEC code of length n; (1.30) 

KAs(n,t) : the largest dimension of a 
linear £-AsEC code of length n. (1-31) 

Of course, 

A AS [n,t) 
KAt[n,t) 
Ksy(n,t) 
Kv[n,t) 

KAt{n,t) 

> 
> 
< 
< 
< 

Av(n,t) > ASy{n,t) = 
Kv{n,t) > KSy{n,t); 
[\og2{ASy{n,t))\; 
[]og2{Av{nj))\; 
[\og2(AAs{n,t))\. 

-- A{n,2t + 1); (1.32) 
(1.33) 
(1.34) 
(1.35) 
(1.36) 

Here [xj denotes the largest integer not exceeding the real number x. On 
the other hand, \x] will denote the smallest integer not less than the real 
number x. 
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1.6 Retrospect and prospect 

In this chapter we have described a simple model of a communication 
system in which data is sent over a noisy binary channel. In order to control 
the errors caused by the channel binary block codes are used. We have 
distinguished the following three error types: symmetric, unidirectional, 
and asymmetric. Necessary and sufficient conditions on a binary block 
code to correct/detect any combination-of these three error types have 
been derived. Special attention has been paid to the correction of errors of 
one single type (SyEC, UEC, AsEC, respectively), since codes having such 
capabilities are the main subject of the rest of this thesis. In particular, 
we try to obtain upper and lower bounds on the maximum cardinality of 
i-AsEC codes and i-UEC codes of length n. These maximum cardinalities 
are denoted by AAs(n,t) and Air(n,t), respectively. 

In the next chapter we will derive some explicit upper bounds on 
AAs(n,t) and Au{n,i). These will be obtained by applying the sphere-
packing concept and by making use of known upper bounds on Asy{n,t), 
the maximum cardinality of a i-SyEC code of length n. The best of these 
bounds will be shown to be tight for relatively small values of n. 
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Chapter 2 

Explicit upper bounds 

2.1 Sphere-packing bounds 
Many upper bounds on Asy{n,t) are known (see e.g. [l,2l]). One of the 
oldest bounds is due to Hamming ([12]). Since in a i-SyEC code of length 
n and size M the spheres Ss„(c, t) must be disjoint for all codewords c, he 
concluded that the product of M and the number of vectors in a sphere 
Ssv{c,t) is upper bounded by the number of vectors in (GF(2))n: 

2" = | (GF(2))" | > £ 1 - W c O I = M ( t ( n. ) ) • (2.1) 

Varshamov (see [38]) applied this sphere-packing technique on i-AsEC 
codes C of length n and size M . He encountered the problem that the 
number of vectors in 5/i.,(c,t) depends on the weight of the codeword c, 
which was not the case with Ssv{c,t). By observing that the inverted code 
C = {c + l | c € C} is also a i-AsEC code and by using the estimation 

is„.(c,oi+is,.(e,oi = É ( ( "V) + ("- ;r ( c ) ) ) 
> t l" /2J) + ( l ( n + 1)/2J)),(2.2) 

he derived 

2"+ 1 = 2\(GF(2))n\>Y,(\SA,(ct)\ + \SA,(c,t)\) 
c£C 

t 

1=0 
> M ( E I I ^ 2 J U l ( n + . - 1 ) / 2 J l l l - (« ) 
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We meet the same problem if we apply the sphere-packing technique on 
tf-UEC codes C of length n and size M. Using (2.2) we find 

2" = \{GF(2))n\>Y,\Su{c,t)\ 
cec 

= 5 ( > + 1 ( 1 c ) ) + ( " _ ;(c) 

Hence we have now established (from (2.1), (2.4), and (2.3)) the following 
theorem. 

T h e o r e m 2.1 (Sphere-packing bounds) For all n > t > 1 we have 
2" 

1. ASy(n,t) < — 
n 

t = 0 

on 
2. A0{n,t) < -

! + £ [ ( ln(2\ ) + ( L(̂  + l)/2j 

2"/' 
= 2 - ^ ( 1 + ,(»)); 

9n+l 

£ / 7 [n/2j \ , ƒ L(»+1)/2J 

2 n / ' 
2' — ( l + o(n)). 

n ' 
D 

2.2 Combining bounds 
Since bounds on Asv[n,t) are well studied, it seems a good idea to try to 
use these bounds for obtaining bounds on Au(n,t) and AA„(n,t). For the 
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asymmetric case this was established by Borden (see'[18]), whose results 
are stated in the next two theorems. 

Theorem 2.2 (Borden) For n > t > 1 we have 

AAs(n,t) < (t + l)ASy{n,t). 

D 

Theorem 2.3 (Borden) For n > t > 1 we have 

AAs,(n,t) < ASy[n + t,t). 

D 

Using arguments similar to Borden's we can sharpen these bounds for 
the unidirectional case. The bound corresponding to the first Borden 
bound (Theorem 2.2) is given in Theorem 2.4, and the bound correspond­
ing to the second Borden bound (Theorem 2.3) is given in Theorem 2.6. 
Lemma 2.5 is used to prove Theorem 2.6. 

Theorem 2.4 For n > t > 1 we have 

Au(n,t) < tASy{n,t). 

Proof. Let C be a code of length n with du > 2t + 1 and \C\ = Av{n,t). 
Define 

Cr = {x € C\w{x) = 2r (mod 2t) Vw(x) = 2r + 1 (mod 2t)} 

for r = 0 , 1 , . . . ,t—1. We shall prove that each Cr is a code with d$y > 2t+l. 
Let a , b € Cr with a ^ b and w(b) > w(a). 

1. The case A r(b,a) > 0. 
Note that either w(b) - w(a) < 1 or w(b) - w(&) > 2t — 1. 

(a) The case w(h) — w(a) < 1-. 
Since dAt,(b,2i) > rfff(b,a) > 2t + 1 and dAf(b,a) is even, it 
follows that ^^..(bja) > 2^ + 2. Hence it follows from (1.23) 
that 

dSy{h,a) = dAs{b,a) - (w(b) - w{a)) > 2t + 2 - 1 = 2t + 1. 
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(b) The case w{b) - w(a) > 24 - 1. 
Since 7V(a,b) - JV(b,a) > 24 - 1 and N{b,a) > 1, it follows 
from (1.21) that 

dSy{b,a) = N{a,b) + N{b,a) > 24 - l + 2N[b,a) > 24 + 1. 

2. The case N(b , a )=0 . 
It follows from (1.21) that, 

dSy{b,a) = dv{b,a) > 24 + 1. 

In conclusion, each Cr is a i-SyEC code of length n , and so 

'\Cr\ < ASy{n,t) 

for all r = 0 , 1 , . . . , t — 1. Hence 
t-\ 

Av{n,t) = \C\ = Y1 \Cr\ < tASy{n,t). 
r=0 

D 
Note that in the case 4 = 1, Theorem 2.4 gives Air[n,l) < Asy{n,l), 

while it follows from (1.32) that ASy(n, l) < Av{n,\). Hence 

ASy{n,l) = Av{n,l) (2.5) 

for n > 1. This is not surprising at all, since there is no difference between 
a single symmetric error and a single unidirectional error. 

L e m m a 2.5 (Borden) Let I ' G { 1 , 2 , 3 , . . . } . We define the function u, 
which maps an integer z to a vector in [GF(2))1 by 

u({z) = (s{z),s{z + l ) , . . . , s ( z + i - 1)), 

where 

n _ f 0 if z = 0,1,...,i (mod2i' + 2) 
S^Z' ~ \ 1 if z = i+l,i + 2,...,2i+l (mod 2i + 2) 

Then we have for all integers x and y that 

dSy{ui(x),Ui(y)) + dSy{\it(x + i + l),u,-(y)) = i, 

and for all integers x and y with x<y<x + i+l that 

y- x - 1 < dSy(ui{x),ut{y)) < y - x. 

D 
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T h e o r e m 2.6 For n > t > 1 we have 

Av(n,t) < ASy{n + t - l,t). 

Proof . From Theorem 2.4 it follows that the theorem holds for t = 1. If 
t > 2, let C be a code of length n with rft; > 2< + 1 and size Au{n,t). Let 
the function u ( _! be defined as in Lemma 2.5. We now construct a code V 
of length n +1 — 1 by lengthening each codeword c £ C with U(_!(w(c)): 

P = { ( c , u i _ 1 ( W ( c ) ) ) | c G C } . 

We shall prove that D is a t-SyEC code. Let a , b € C with a ^ b and 
iy(a) > w(b). 

1. The case 7V(a, b) > 0. 
In this case 

A r (b ,a) = d A , ( a , b ) / 2 = d f , ( a ,b ) /2 > t + 1 

and 7V(a,b) > 1. 

(a) The case 7V(a, b) + N{b, a) < 2t and 0 < N(b, a) - N(a, b) < i. 
Then w(b) < u>(a) < w(h) + t. Hence it follows from Lemma 2.5 
that 

dS ! /(u t-.1(u;(a)),u i„1(u;(b))) 
> w(a) — w(b) - 1 
= 7V(b,a) - J V ( a , b ) - 1 
= 27V(b, a) - 1 - 7V(a, b) - N{b, a) 
> 2i + 2 - 1 - J V ( a , b ) - 7V(b,a) 
= 2£ + l - J V ( a , b ) - JV(b,a). 

(b) The case JV(a,b) + JV(b,a) < 2 t a n d i + l < W ( b , a ) - J V ( a , b ) < 
2t - 2. 
Then w{b) + t + 1 < w(a) < w(b) + 2i - 2. Hence tu(b) < 
t u ( a ) - f - 1 < w{b)+t-3, and so u>(b) < w(a) — £ < u>(b) + 1 . 
So it follows from Lemma 2.5 that 

dSy{ut-i{w(a)),ut-i(w{b))) 
= i - 1 - d5„(u t_i(u;(a) - 0 ,u ( _ i (w(b ) ) ) 
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> t - 1 - {w{a) - t - w{b)) 
= 2t - 1 - (tu(a) - w{b)) 
= 2 2 - 1 - (7V(b ,a ) -7V(a ,b ) ) 
= 2i - 1 - iV(b,a) + N(a,b) 
= 2 « - l - 7 V ( b , a ) - 7 V ( a , b ) + 2iV(a,b) 
> 2* + 1 - J V ( b , a ) -N{a,b). 

(c) The case N{a,b) + 7V(b,a) > 2< + 1. Then 

dSy{ut-i{w{a)),Ut-i{w(b))) 
> 2t + l-N{a,b)- N(b,a). 

Hence 

dS! ,((a,U(_1(w;(a))),(b,u,_1(u;(b)))) 
= dSy{a,b) + dsyiut^wia^^t^iwib))) 
= 7V(a,b) + 7V(b,a) + dSy{ut^{w{a)),ut^{w{b))) 
> N{a,b) + W(b,a) + 2t + 1 - 7V(a,b) - JV(b,a) 
= 2t + l. 

2. The case JV(a,b) = 0. 
In this case 

d 5 ! / ( (a ,u (_i(w(a))) , (b ,Ui_i(w(b))) ) 
> d s „(a ,b ) = d£r(a,b) > 22 + 1. 

Hence D is a i-SyEC code of length n + t — 1. In conclusion, 

AL,(n,t) = \C\ = \D\< ASy{n + t - l,t). 

D 
Now by combining the results presented in Theorems 2.2, 2.3, 2.4, 2.6 

and known upper bounds on Asy(n, t) = A(n, 2t+1) (see e.g. [21,1]) we can 
obtain upper bounds on Av{n,t) and A^n.t). For example, combining 
Theorems 2.2, 2.4, and the Hamming bound from Theorem 2.1 we obtain 

t2n 2nV 
Au{n,t) < tASy{n,t) < -j— r- = t — {\ + o{n)) (2.6) 
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and 

AA,{n,t)< {t+l)ASy{n,t)< ^ ~ ~ = [t + l ) ^ ( l + o(n)). (2.7) 

£(:) " 
Note that these bounds are better than the corresponding sphere-packing 
bounds from Theorem 2.1 for large values of n. 

We once again state the bounds from Theorems 2.2, 2.3, 2.4, and 2.6: 

AA,{n,t) < {t + l)ASy[n,t); (2.8) 
AA,{n,t) < As„[n + t,t); (2.9) 
Av[n,t) < tASv{n,t)\ (2.10) 
Av(n,t) < ASy{n + t-l,t). (2.11) 

When comparing the two bounds on Av{n,t) using the best known results 
on Asy{n,t) in either case, we can conclude that the bounds equal for 
/. = 1, and that bound (2.11) is preferable for t = 2 since ASy{n + 1,2) < 
2ASy{n,2). However, for t > 3 bound (2.10) mostly appears to be the bet­
ter one. Analogously comparing the bounds on AAs(n,t), we can conclude 
that bound (2.9) is preferable for t = 1 since ASy(n + 1 , 2 ) < 2ASy{n,2), 
but that for t > 2 bound (2.8) mostly appears to be the better one. 

After having found some relations between A>is(n,f) and Asy{n,t) and 
between Au(n,t) and Asy{n,t), we can also try to find relations between 
AA!,(n,t) and Aii(n,t). Such a result is presented in Theorem 2.8. 

L e m m a 2.7 Let C be a t-AsEC code of length n (\ < t < n). Then each 
code D{ (i' = 0 , 1 , . . . , Zt) of length n defined by 

Vi = { c € C\w(c) =i,i + l,...,i + t (mod 3t + l ) } 

ist-UEC. 

Proof . Let a , b G Dt with a / b and w(a) > w(b) . Then either w(a) — 
w(b) < t or w(a) - w(b) > 2i + 1. 

1. The case w(a) - w(b) < t. Since a , b G C, it follows that dAs{a,b) > 
2t + 1. Suppose 7V(a,b) = 0 or A^(b,'a) = 0, then 

dA,{a,b) = 2|w(a) - w(b) | < 21. 

This contradicts dA!(a,b) >2t + l. Hence 7V(a,b) > 0 a n d A ^ ( b , a ) > 
0, and so 

dv[a,b) = d ^ ( a , b ) >2t + l. 
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2. The case w(a) — w(h) > 2t + 1. In this case we have 

d F ( a , b ) > dS i / (a ,b) > w(a) - w(b) > 2t + 1. 

Hence A is t-VEC. D 

Theorem 2.8 For n > t > 1 we /iawe 

, , . 3* + 1 , . 
AAt(n,t) < ^ Av{n,t). 

Proof. Let C be a i-AsEC code of length n and size AA.{n, t), and let the 
t-XJEG codes P, be denned as in Lemma 2.7 (i = 0 , 1 , . . . , 3 t ) . Since each 
codeword of C is also a codeword of exactly t + 1 codes Dt (|{i|c € A } | = ^ + 1 
for all c £ C), it follows that 

{t + l)AA,(n,t) = {t+ 1)\C\ = X ) | A | < ( 3 t + l)J4 tr(n,<)-
t'=0 

D 
Hence it can be concluded from (1-32) and Theorem 2.8 that 

Av{n,t) < AA,(n,t) < (3 - ——)Au{n,t) < 3Av[n,t) (2.12) 

for n > t > 1. For t = 1 Theorem 2.8 coincides with Theorem 2.2: 

AAt{n,l)<2Av{n,l) = 2Asy{n,l) (2.13) 

for n > 1. 

2.3 Tight bounds for small lengths 
In this section we give the exact values of Asy{n,t), Air(n,t), and AAs(n,t) 
for relatively small values of n. The results on Asy(n,t) given in Theo­
rem 2.9 are well known (cf. [21]) and are treated here for the sake of 
completeness. 

Theorem 2.9 We have 

1. Asy{n, t) = 1 for t < n < 2t and t > 1; 
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2. ASy{n,t) = 2 for 2t + 1 < n < 3t + 1 and t > I; 

3. ASy{3t + 2,t) = 4 for t > 1. 

Proof. 

1. The code of length t containing only the all-zero word is £-SyEC. 
Further, a t-SyEC code of size 2 must have length at least 1i + 1 
because of dSy > 2t + 1. Hence 

1 <ASv(t,t) < ASy[t + l,t) < . . . < ASv{2t,t) < 1. 

2. The code of length 2t + l containing the all-zero vector 0 and the all-
one vector 1 is i-SyEC, since dSy = 2t + 1. From the Plotkin bound 
(see e.g. [21]) it follows that the size of a £-SyEC code of length 3t + l 
does not exceed 2. Hence 

2 < ASy{2t + l,t) < ASy{2t + 2,i) < . . . < ASy{St + l,t) < 2. 

3. The code of length 3t + 2 containing the four codewords 

Q3( + 2 , 2 ( + 1Q( + 1 I (Q* + 1 I ( + 1 Q6 , 2É + 2 

is i-SyEC, since d$v = 2t + 1. Hence 

4 < ASv{3t + 2,t) < 2ASv[3t + l , t ) = 4. 

D 

The results on Au{n,t) and yl^^n,^) as stated in Theorems 2.10 and 
2.11 are derived by constructing codes of length n correcting up to 1 errors, 
the sizes of which reach the best corresponding upper bounds from the 
previous section. 

Theorem 2.10 We have 

1. Av{n,t) = 1 for t < n < t + 1 and t > 1; 

2. Av{n,t) =2fort + 2<n<2t + 2 andt > 1; 

3. Av{2t + 3,t) = 4 for t > 1. 
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Proof . 

1. From Theorems 2.9 and 2.6 it follows that 

1 = ASv{t,t) < Av{t,t) < Av{t + l,t) <ASy{2t,t) = 1. 

2. The code of length t+2 containing the two codewords 10'+1 and 0 1 i + 1 

is i-UEC, since dv = 2£ + 2. With Theorems 2.6 and 2.9 it now follows 
that 

2 < Av{t + 2,t) < AL,{t + 3,t) < . . . < Av{2t + 2,l) 

< ASy{Zt + l,t) = 2. 

3. The code of length 2£ + 3 containing the four codewords 

noo^ooii'o'.oiio'iSioor" 
is t-\JEC, since dv = 2t + 2. Hence 

4 < Av(2t + 3, i) < 2An{2t + 2, t) = 4. 

D 

T h e o r e m 2.11 We have 

1. AAs(t,t) = 1 for t> 1; 

2. AAs{n,t) =2fort+l<n<2t + l and t > 1; 

8. AAf{2t + 2,t) = 4 for t > 1. 

Proof . 

1. From Theorems 2.9 and 2.3 it follows that 

1 = ASv{t,t) < AA,{t,t) < ASy{2t,t) = 1. 

2. The code of length t + 1 containing the two codewords 0 and 1 is 
i-AsEC, since dAs = 2i + 2. With Theorems 2.3 and 2.9 it now follows 
that 

2 < AAs{t + l,t) < AAs{t + 2,t) < . . . < AA,{2t + l,t) 
< ASy{3t + l,t) = 2. 
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n 
t 

t + 1 
t + 2 

2t 
2t + 1 
2t + 2 
2t + 3 

3t + l 
3t + 2 

Asv{n,i) 
1 
1 
1 

1 
2 
2 
2 

2 
4 

Au(n,t) 
1 

' 1 
2 

2 
2 
2 
4 

yU f(n,<) 
1 
2 
2 

2 
2 
4 

Table 2.1: Asv{n,t),Aii(n,t),AA3(n,t) for £ > 2 and relatively small n. 

3. The code of length 2t + 2 containing the four codewords 

Q 2 ( + 2 Qi + l i t + l I « + 1Q< + 1 i 2 i + 2 

is i-AsEC, since dAs = 2t + 2. Hence 

4 < AAs{2t + 2,t) < 2 ^ , ( 2 ^ + 1,0 = 4. 

□ 
The results of this section are summarized in Tables 2.1 and B. l . 

2.4 Retrospect and prospect 

In this chapter we have met some explicit upper bounds on Av(n,t) and 
■AA,{n,t). The sphere-packing concept suffers from the fact that the num­
ber of vectors that can be received when sending a codeword c in which 
t or less unidirectional or asymmetric errors occur depends on the weight 
of c. By making use of known upper bounds on Asy(n,t) we obtain bet­
ter results. To obtain explicit upper bounds in the unidirectional case we 
recommend the use of Theorem 2.6 if t < 2 and the use of Theorem 2.4 if 
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t > 3. To obtain explicit upper bounds in the asymmetric case we recom­
mend the use of Theorem 2.3 if t = 1 and the use of Theorem 2.2 if t > 2. 
These bounds have been shown to be tight for relatively small values of n. 

To improve the upper bounds found in this chapter we can apply the 
sphere-packing concept on the vectors of a certain weight instead of all vec­
tors in (GF(2)) n . Then by collecting all the results on the weights 0 , 1 , . . . n 
and by adding some other results on the maximum number of codewords 
of certain weights, we can formulate an integer programming problem, the 
solution of which gives the desired upper bound. These bounds, that we 
will treat in the next chapter, are usually better than the explicit bounds, 
but much harder to calculate. 
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Chapter 3 

Integer programming bounds 

3.1 Constraints on the weight distribution 
of AsEC and UEC codes 

In order to obtain upper bounds on the maximum number of codewords 
in a SyEC code, a well-known approach is first to derive some constraints 
on the weight distribution of the code and then to collect these results to 
bound the total number of codewords. Goldbaum ([lO]) used the same 
approach to derive upper bounds on the maximum number of codewords 
in an AsEC code. His constraints on the weight distribution Ai of a t-
AsEC code C of length n are based on the sphere-packing concept from 
Section 2.1. Instead of applying this concept to the whole space (GF[2))n 

in one go, he applied the concept only to the vectors of length n having a 
certain weight i. To describe this idea, we first define 

D, = { X É {GF{2))n\w(x) = i} (3.1) 

for i = 0 , 1 , . . . , n, and 

W . M _ ( { x € V , - | x > v } i f « ; ( v ) < t , , 
^ " l V j " \ { x £ X | v > x } i f « ; ( v ) > t [ ' 

for i = 0 , 1 , . . . , n and v € {GF{2))n. Hence 

|K , . (v ) |= . 

n — w{\) 
i — w{v) 

w{\) 
i 

if iw(v) < i 

if w(v) > i 

(3.Ï 
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for i = 0, ] , . . . , n and v £ (GF{2))n. Now since the sets SAf{c,t) have to 
be disjoint; for all codewords c in a /-AsEC code C, Goldbaum concluded 
t h a t 

\\\ 

> [jsAAc,t))C\vt 

U *(c) 
cec 

i<w{c)<i + t 

E I* 
cec 

i<w[c)<i + t 

= E 
y=o 

i + J 
^.■+i (3.4) 

for 2 = 0 , 1 , . . . , n . Delsarte and Piret ([8]) gave a generalization of this 
result, as stated in the following theorem. 

T h e o r e m 3.1 (Delsarte and Piret ) In a t-AsEC code C of length n the 
weight distribution 

A0,Au...,An 

satisfies 

i-k 

E 
3 = 1 

i + j 
Ai-i + E i +3 

J 
Ai+j < 

for i = 0 , 1 , . . . ,n and k = 0 , 1 , . . . ,£. D 

Goldbaum's result (3.4) corresponds to the case k = t in Theorem 3.1. 
Delsarte and Piret ([8]) also derived another class of constraints on the 

weight distribution A0, Ai,..., An of a £-AsEC code C. For any integers s 
and i with 0 < s < i < n, juxtaposition of a vector of length s and weight 
j t o each codeword of weight i — j (0 < j < s) gives a code C' of length 
n + s, constant weight i, and Hamming distance at least It + 2. Hence 

E Aj = \C'\ < A{n + 5,2/. + 2,1 (3.5) 
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for i = 0 , 1 , . . . . n and s = 0 , 1 , . . . , i. This result was extended by Klove 
(J17J), as stated in the next theorem. 

Theorem 3.2 (Klove) In a t-AsEC code C of length n the weight distri­
bution 

A0,Au...,An 

satisfies 
i 

] T Al{s-,2t + 2,i-j)Aj < Au{n + s,2t +2,i) 

for i = 0,1,... ,n and s = 0 , 1 , . . . , i. D 

Delsarte and Piret 's result (3.5) corresponds to the case that all lower 
bounds Al(s,2t + 2,i — j) are set equal to 1 in Theorem 3.2. 

Klove ([17]) now formulated an integer programming problem in which 
the sum A0 + Ai + ■ ■ ■ + An is maximized over constraints as stated in 
Theorems 3.1 and 3.2. The solution of this problem gives an upper bound 
on AAs{n,t). By considering only a subset of the constraints Kl0ve derived 
an upper bound which is usually somewhat weaker, but- much simpler to 
compute. 

When applying the integer programming approach to derive upper 
bounds on Au{n,t), we can use the same constraints as in the asymmetric 
case, since any i-UEC code is also <-AsEC However, it can be expected 
that some constraints can be strengthened. For the sphere-packing concept 
this turns out to be as stated in the next theorem. 

Theorem 3.3 In a t-UEC code C of length n the weight distribution 

A0,Au...,An 

satisfies 

t{'-} + i)^t{yh'<'} 
for i = 0 , 1 , . . . ,n. 

Proof. Proceeding as in (3.4) we find 

( I ) - 1*1 
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> fuMc,o)n 
\c€C / 

U Mc) 
cec 

i - K « ( c ) < i T i 

E l̂ -(c) 
c6C 

i-t<vi{c)<i + t 

v,-

E 
3=1 

i + J 
■"■i-j E 

3=0 

l + J 
j 

A+3 

D 
In Section 3.2 we will sharpen the constraints from Theorems 3.1 and 

3.3. Integer programming problems which include these new constraints 
and lead to upper bounds on AAs(n,t) a n d Av(n,t) are then stated in Sec-

3.2 Sharpened constraints 
3.2.1 The asymmetric case 
The fundamental idea in the constraints as stated in Theorem 3.1 is that 
for a £-AsEC code the sets #,-(c) are disjoint for all codewords c of weight 
between i + k — t and i + k. When considering also the codewords of 
weight i + k + 1 it may occur that some of these sets overlap. Nevertheless, 
estimates of these overlaps can lead to sharper constraints on the weight 
distribution. The results are given in Theorem 3.4 for 0 < k < t — 1 and 
in Theorem 3.5 for k — t. 

T h e o r e m 3.4 In a t-AsEC code C of length n the weight distribution 

A0,Au...,An 

satisfies 
1 k ' n-i + j \ X { i+j Y. 

+ fi{i,k,t)Ai+k+1 < 
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for i = 0 , 1 , . . . ,n — k — 1 <md A: = 0 , 1 , . . . ,£ — 1, where 

fi(i,k,t) = 

Proof. Let 

i + k + 1 t + 1 
/c + 1 

i + k + 1 
£ + 1 

<f = {c G C\i - t + k < w(c) < i + /c}, 
£\ = { c € C|u>(c) = i — t + k}, 
£2 = {c € C\i-t + k+ 1 < w(c) <z' + fc}, 
7 = {c € C|u/(c) = i + k + 1}. 

First, we study the sets #,-(a) n #,-(b) for all a , b £ f u 7 , a / b . 

1. If a , b G <? or a , b G 7 or a G <?2,b G 7 , then 

K,-(a)nK,-(b) = 0. 

For if the contrary holds, i.e. there exists a v G l*,- such that v G 
#,-(a)n#,-(b), then dAf(a,b) < 2t, which contradicts the code C being 
i-AsEC. 

2. If a G £u b G J , b ^ a, then 

K,-(a)nK,-(b) = 0. 

For if the contrary holds, i.e. there exists a v 6 V, such that v G 
Mi {a.) n #,(b) , then b > v > a, which contradicts b ^ a. 

3. If a G <?i, b G J , b > a, then 7V(b,a) = 0 and JV(a,b) = t + 1, and 
so 

' *+ 1 
/c + 1 

|K,- (a)nty(b) | = | v G "V,-|b > v > a } | 

When estimating the number of codewords in £i that are covered by 
a particular codeword f in 7 , note that these codewords form a constant 
weight code of length i' + k + 1, weight i — t + k and Hamming distance at 
least 2t + 2, after deleting those coordinates where f equals 0. Hence 

|{eG £j|f > e } | 
< A(i+k+l,2t + 2,i-t + k) 
= A{i + k + l,2t + 2,t + 1) 

i + k + 1 
t + 1 
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for all f G J. 
In conclusion, 

= IT." I 

> U W U U W 

U W 
e£f 

U *.-(f) 
^f65 eGf 

û (e) n u w 
U"e5 

= E W(«0I + E W(f)l - E E l̂ .(e) n K,.(f)| 
e6f f 67 f e / e e f , 

f>e 

i + k + 1 \ I t + 1 
k + 1 Ai+h+1 ~[ k + 1 

i' + fc + 1 
t + 1 

A, + *+!• 

D 

T h e o r e m 3.5 /n a t-AsEC code C of length n the weight distribution 

A0,Au...,An 

satisfies 

3=0 
E ( lV |A.-+ ,+ A,+t+l < , t 

n —ï 
(+1 

/or i — 0 , 1 , . . . ,n — £ — 1, where 

ti(i,t,n) =[ l + \+1 ) -J2Tu{t + l,i + t + l,j,n-i-t-l,2i + 2). 

Proof. Let 

£ = {c G C|t' < w(c) < i + t} , 
J = {c<EC\w{c) = i + t + l}. 

First, we study the sets Mi {a) n #,(b) for all a , b G f U J , a ^ b . 
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1. If a , b e f, then 
^ • ( a ) n ^ - ( b ) = 0 . 

For if the contrary holds, i.e. there exists a v G V,- such that v G 
#,-(a)n.)/f-(b)) then ^ ? ( a , b ) < 2i, which contradicts the code C being 
i-AsEC. 

2. If a G <f U 7 , b G 7 , then w(a) = i + j (with 0 < j < t + l) and 
JV(a,b) = t + 1 + s (with 5 > 0), for iV(a,b) < t would imply 

dA,(a,b) = 2JV(a,b) < 2t, 

which contradicts the code C being t-AsEC. Hence we may assume 
without loss of generality that a and b look like 

V> _ 1 i _ s i < + ! + .« n s + J Qn — t' — J—! — .«-;' 

a i t - s rU+H".* Q J + 1 + S J^ + J Q r t - i - ( - l - . « - 3 

which shows that 

1 if 5 = 0 
| M ( a ) n ^ ( b ) j = | { v G X | a > v A b > v } | = , Q .{g>Q 

When estimating the number of codewords e in <? having N(e, f) = t + 1 
with a particular codeword f in 7, note that iV(e,f) = t + 1 implies 

|{fc|efc = 1 A fk = 1}| = Ï 
|{fc|A = 1}| = t + i + 1 

|{fc|e, = l A / f c = 0} | = j 
\{k\fk = 0}\ = n - » - * - l 

if 10(e) = 1 + j . Since for any two different codewords a and b of equal 
weight 

dSv{a,b) = dA,{a,b) - \w{a) - w{b)\ = dAs{a,b) > 2t + 2, 

it follows that 

|{eG <f|tu(e) = i + j A N{e,f) = i + l } | 

< T(i,i+t + l,j,n-i-t-l,2t + 2) 
= T(t + l,i + t + l,j,n-i-t-l,2t + 2) 
< Tu[t + l,i + t + l,j,n-i-t - 1,2*+ 2) 
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for all 0 < j < t and f E 7. 
When estimating the number of codewords in J that cover a particular 

vector v in "V,-, note that in each coordinate where v equals 0 at most one 
of the covering codewords of weight i + t + 1 equals 1, due to their mutual 
distances. Hence 

n — i |{f e 7|f > v} | < 
t + 1 

for all v G V,. 
Next consider the set X containing all the vectors in "V, that are not 

covered by a codeword e G <f: 

X = X\({jK(e)). 
\ees ) 

Let fi ,f2 , . . . ,f,i,+,+i be the elements of J. For each fr we consider the set 
XT containing all the vectors in "V; that are covered by fr, but not covered 
by any codeword e € <f: 

Xr = Mfr)nX 
for r = 1,2, . . . ,Ai+t+i- These sets have the following properties: 

1X1 = M ( U *(e) 

3 = 0 \ J 

A-i+j 'i 

l * r | 

> 

IW) |~ * , ( f r )n ( (J* , ( e ) 

i + t + 1 
i £ i 

e€f 
N(e,r,)=t+1 

i + t + 1 
i 

t 

Y,Tu{t + l,i+ t + l,j,n-i-t - l,2t + 2) 

= / 2 ( j J , " ) , 
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for all 1 < r < Ai+t+-[; 

\{Xr\xeXr}\ 

for all x 6 X. 

n conclusion, 

f2(i,t,n) • A{+t+1 

< E E i 
r = l X.GX, 

= E E i 
xer r=i 

xer r 

* (C)-s( 

= |{fr e 7|fr > x}| 

< n — i 

.*+ !. 

i + j A.+j I' n — i 

.t + l . 

D 
Theorems 3.4 and 3.5 were obtained by considering the sets #,(c) for 

all codewords c of weight between i + k — t and i + k in a <-AsEC code, 
and then including the codewords of weight i' + k + 1 into the discussion. 
When taking the codewords of weight i + k — t — l instead of the codewords 
of weight i + k + 1, similar results can be obtained. These are stated in 
Theorem 3.6 for 1 < k < t and in Theorem 3.7 for k = 0. 

T h e o r e m 3.6 In a t-AsEC code C of length n the weight distribution 

A0,Au...,An 

satisfies 

- k,t)Ai+k-t-i 
n - i + j 

f\ {n - i, t 
t-k 

+ E 
for i = t + 1 - k,t + 2 

fi{i,k,t) = 

Ai-j E 
J=0 

+ J 
J 

k,... ,n and k = 1,2, 

i+k+1\_( t+l 
k + 1 

A+j < 

t, where 

i + k + 1 
t+l 
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Proof. This theorem can be proved in the same way as Theorem 3.4. □ 

Theorem 3.7 In a t-AsEC code C of length n the weight distribution 

A0:Au...,An 

satisfies 

f[{n - i,t,n) J~^ ( n - i + j v-W n — t + J \ , ^ n 
!+lJ 3=° X ' X 

for i = t + l,t + 2 , . . . , n, where 

fl
2{i,t,n) = (l + t.+ 1 ) - YlTu{t + l,i + t + l,j,n-i-t- 1,2*+ 2). 

Proof. This theorem can be proved in the same way as Theorem 3.5. D 

3.2.2 The unidirectional case 
We now try to sharpen the constraints from Theorem 3.3 by using ar­
guments similar to the ones used in the previous subsection. Hence we 
consider not only the sets )/,(c) for all codewords c of weight in between 
i — t and i + t in a i-UEC code, but also for codewords of weight i + t + 1. 
The result is given in Theorem 3.8. When including the codewords of 
weight i' — t — 1 instead of weight i + t + 1, we obtain the result as stated 
in Theorem 3.9. 

Theorem 3.8 In a t-UEC code C of length n the weight distribution 

A0,Ax,...,An 

satisfies 
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for i — 0 , 1 , . . . , n — /. — 1, where 

,,,. , ( i + t+1 \ ( 2t + l \ AUI. 
fl{i:t,r>) = I ■ j - I t + 1 )Au(i + t + l,2t + 2,2t + l) 

t 
-]}2Tu(t + l,i+t + l,j,n- i-t-l,2t + 2). 

Proof . Let 

£ = {c G C|z - t < w{c) < i + t}, 
<fi = {c G C |w(c ) = z - t}, 
£, = {c <=C\i-t + l <w{c) <i}, 
£3 = { c € C | t + l < tu(c) < t' + i } , 
7 = {c G C|w(c) = i + t + l } . 

First, we study the sets )/,(a) n )/,-(b) for all a , b G if U / , a ^ b . 

1. If a , b G £, then 
^■(a )n^ - (b ) = 0 . 

For if the contrary holds, i.e. there exists a v G "f, such that v G 
#,-(a) n )/,-(b), then dj/(a,b) < 2t, which contradicts the code C being 
t-UEC. 

2. If a G <?!, b G 7 , b ^ a, then 

^ ■ ( a ) n ^ ( b ) = 0 . 

For if the contrary holds, i.e. there exists a v G V,- such that v G 
)/i(a) n #,-(b), then b > v > a, which contradicts b ^ a. 

3. If a G <?!, b G J , b > a, then JV(b,a) = 0 and JV(a,b) = 2t + 1, and 
so 

' 2t+l | ^ ( a ) n ^ - ( b ) | = | v € X | b > v > a } | = 1 

4. If a G £2, b G J , then 

^(a)n^-(b) =0. 
For if the contrary holds, i.e. there exists a v G "V,- such that v G 
Mi(a) n #,-(b), then b > v > a, and so 

dL,{a,h) = w(b) - w(a) < 2t, 

which contradicts the code C being i-UEC. 
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5. If a e <?3 U 7 , b € / , then w{a) = i + j (with 1 < j < t + l) and 
N{a,b) = t + 1 + 5 (with s > 0), for 7V(a,b) < t would imply 

dv[a,b) < 2N{a,b) < 2t, 

which contradicts the code C being i-UEC. Hence we may assume 
without loss of generality that a and b look like 

u _ 1 , _ s i t+l+J n*+J nn-i-t-l-f-j 
a _ jt-." Q( + 1 + .« J.« + J Qn-i-t-1-r-j 

which shows that 

1 if s = 0 
| ^ ( a ) n ^ ( b ) | = | { v e V , - | a > v A b > v } | = , Q . { s > Q 

When estimating the number of codewords in £\ that are covered by 
a particular codeword f in 7, note that these codewords form a constant 
weight code of length i + t + l, weight i — t and Hamming distance at least 
2t + 2, after deleting those coordinates where f equals 0. Hence 

| { e € £i|f > e } | < A{i + t + l,2t + 2,i-t) < Au{i + t + 1,2* + 2,t' - t) 

for all f G 7. 
When estimating the number of codewords e in <f3 having N(e,f) = t + 1 

with a particular codeword f in 7, note that 7V(e,f) = t + 1 implies 

\{k\ek = 1 A fk = 1}| = i 

I W * = 1}| = i + t+l 
|{fc|ct = l A / t = 0 } | = j 

|{fc|/fc = 0 } | = n - i - t - 1 

if w(e) = i + j . Since for any two different codewords a and b of equal 
weight 

ds„(a,b) = (LAMM ~ k ( a ) - w(b)l = dA»{si,b) >2t + 2, 
it follows that 

|{eG £\w[e) = i + j A 7V(e,f) = t + l}\ 
< T{i,i + t + l , j , n - i - t - l , 2 t + 2) 
= T{t + l , i ' + t + l,j,n- i - t - l,2t + 2) 
< T"{t + l,i + t + l,j,n- i - t - l,2t + 2) 
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for all 1 < j < t and f <2 7. 
When estimating the number of codewords in 7 that cover a particular 

vector v in "f,, note that in each coordinate where v equals 0 at most one of 
the covering codewords of weight i+t + 1 equals 1, because of their mutual 
distances. Hence 

| { f e ^ | f > v } | < n ~ l 

j + l 
for all v G X . 

Next consider the set X containing all the vectors in "V, that are un­
ordered with all codewords e £ S: 

Veef 

Let fi,f2,...,fA,-+(+1 be the elements of 7. For each fr we consider the set 
containing all the vectors in "V,- that are covered by fr, but are unordered 
with all codewords e € £: 

XT = y.-(fr) n X 

for r = 1 ,2 , . . . , Ai+t+i- These sets have the following properties: 

1. 

1*1 = M U W 
eef 

" -E 
3 = 1 

n — i + j 

J Ai-, - E 
3=0 

i + j 
■A-i+j', 

\*r\ = mi)\-

> 

i + t + 1 

t + 1 
i 

eef 

2t + 1 
E 

eef, 
fr>e 

E 
e6f3 

W(e,f,)=t + 1 

™+l )Au{i + t + l,2t + 2,i-t) 

~ E r " ( f + l,i + t + l,j,n- i-t - l,2t + 2) 
3 = 1 

= fz(i,t,n), 
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for all 1 < r < Ai+t+l\ 

| { I r | x G X r } | = | { f r € / | f r > x } | 
n — i 

< 

for all x G X. 

In conclusion, 

f^{i,t,n) ■ Ai+i+1 

< E E i 
r=i xer r 

= EE i 
xex r=i 

x € I r 

t + 1 

< n -^ I n — i + j \ A v^/ l "+" J 

■ < - s i > Aw - E 
y=o 

A +1 
n — i 
t + l 

T h e o r e m 3.9 In a t-UEC code C of length n the weight distribution 

A0,AU...,A„ 

satisfies 

fl
3{n- i,t,n) 

-Ai-t-l IrfrJ 
t 

+ E 
/or i = £ + 1, £ + 2, . . . , n, where 

' '"-•+1)A-,+i(,+i 

/ l ( t , t , n ) = ( Z + ^.+ 1 j - ^ 2 ^ ! 1 )A»(i + t + l,2t + 2,2t + l) 

t 

- E r " ( f + 1.* + * + 1,J',TI - t " - i - 1 ,2*+ 2). 

Proof . This theorem can be proved in the same way as Theorem 3.8. 

40 



3 .2 .3 E v a l u a t i o n 

All the constraints on a weight distributions Aj taken under consideration 
in this chapter are of the form 

c0A0 + C] Ai + ... + cnAn < b, 

where c0, e^ . . . ,cn and b are real numbers. Since A0, A\,..., An are non-
negative integers, we call one constraint sharper than another if all cy in the 
former constraint are not less than the Cj in the latter constraint, b in the 
former constraint does not exceed 6 in the latter constraint, and equality 
does not hold for at least one cy or b. Hence it completely depends on the 
values of the functions 

fi{i,k,t) = 
i + k + 1 

i 
t + l 
k + 1 

i + k + 1 
t + 1 

(3.6) 

fl
z{i,t,n) = 

i+t+l 
i 

t a 

J2Tu{t + l,i + t + lJ,n-i-t-l,2t + 2) (3.7) ^ 
3=0 

t + t + 1^ ( 2 t
t ^ \ Au(i + t + l,2t + 2,2* + 1) 

-^2Tu{t + l,i + t + l,j,n-i-t - l,2t + 2) (3.8) 
>=i 

whether the constraints from the previous two subsections are sharper 
than the corresponding constraints from Theorems 3.1 and 3.3. Such a 
new constraint is sharper than the old one if and only if the function value 
concerned is positive. Hence evaluation of the new constraints can be done 
by studying the functions / i , / j , and fl

3. 

Evaluat ion of f\ 

When examining the function fl(i,k,t) for 0 < i < n and 0 < k < 
t — 1 < n — 1, we distinguish between the cases i + k < t and i + k > t. If 
i' + k < t, we find tha t 

fi{i,k,t) = 
k + 1 
i 

t + l 
k + 1 

k + 1 
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i + k + 1 
i 

> 0. 

If i + k > t, we find that 

/ i ( t , M ) = 

> 

(3.9) 

t + 1 
fc + 1 

t + 1 
k+ 1 

i' + k + 1 
i + 1 

i' + k + 1 

i' + k + 1 
i 

i + k + 1 
t' 

(i + ifc + 1)! 
i!(fc + l)! (fc + l)!(«-'fc)!(t + l) 

i + k + 1 ({i + k)\ t\ 

t + 1 
(t + l)!(t + A: + l) 

k + 1 
i + k + 1 

k+1 

i\k\ k\{t - k)\ 
i+k \ ft 

k k 

> 0. 

Note that equality holds everywhere in (3.10) if and only if 

i + k+ 1 = 0 (mod t + l) A (k = 0 V i + k - t). 

(3.10) 

(3.11) 

Hence the constraints from Theorem 3.4 equal the constraints from The­
orem 3.1 in the cases satisfying (3.11), and they are sharper in all other 
cases. Also, it follows that the constraints from Theorem 3.6 equal the 
constraints from Theorem 3.1 in the cases satisfying 

n - i - k = 0 (mod t + l) A {k = t V k (3.12) 

and that they are sharper in all other cases. For example, we consider 
/ i ( t , ( M ) : 

/ i ( t , 0 , 0 = (t + 1) - (É + 1) 
t ' + l 
t + 1 

0 \{i = t (mod i + l) 
1 if i = 0 (mod t + l) 
2 if i = 1 (mod t + l) 

t if i = t - 1 (mod t + 1) 
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E v a l u a t i o n of fl
2 

In order to examine the function fl
2{i,t,n) for 0 < i < n — t — 1 and 

1 < t < n — 1, we first consider the function 

f2{i,t,n) = i+t + 1 -J2T{t+l,i+t + lJ,n-i-t-l,2t + 2), (3.13) 
j=o 

on which f2{i,t,n) is a lower bound. Since the function T(t + l,i + t + 
l,j,n — i — t — l,2t + 2) is nondecreasing in n, the function f-z{ht,n) is 
nonincreasing in n. So if we are able to find a ri such that f-2(i,t,n') is 
nonpositive, then fz{i,t,n) is nonpositive for all n > n*. To this end we 
define the code C = {c r} of size 

M = i + t + l 
t + 1 

length i + t + 1 + Mt, and Hamming distance 2t + 2 by 

Cl 

c2 

c3 

CM 

= 
= 

= 

V l 

v2 

Vs. 

V M 

1( 

0' 
0* 

0( 

0' 
1' 
0( 

0( 

0' 
o4 

1( 

0' 

0' . 
0( . 
0* . 

0( . 

. 0( 

. 0' 

. 0' 

. 0' 

0' 
0' 
0( 

1' 

where v r runs through all the vectors of length i 
It follows from this code that 

t + 1 and weight t + 1. 

T{t + l,i + t + l,t,t[ * | ^ 1 )-,2t + 2) > | C | = + t + 1 
t + 1 

and so we have for all lengths 

n > n = i + t + 1 + i 

that 

+ i + l 
t + 1 

fl
2{i,t,n) 
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< f2{i,t,n) 
i + t + l 

i - I ] T ( / . + l , t ' + * + l,j,n - i - i - 1,2*+ 2) 
i=o 

<. 
i + t + l 

i 

i + t + l 
i 

- T{t + l,i + t+ l,t,n- t - 1,2/.+ 2) 

i + t + l 
i 

T{t + l,i + t + l,t,l\ l+
tWl 1,2/+2) 

i + t + l 
t + 1 < 

= 0. 

On the other hand, we find for the smallest possible length 

n=i+t+l 

tha t 

h{i,t, 

i + t + l 
i 

i + t + l 
i 

i + t + l 
i 

i + t + l 
i 

Y^T{t + l,i + t + l,j,n-i -t-l,2t+2) 
j=0 

t 
-J^T{t + l,i + t + l ,y ,0 ,2( + 2) 

i=o 

- T(t + l,i + t + 1,0,0,2/ + 2) 

i + t + l 
t + 1 

> 0, 

where equality holds if and only if i = 0. Hence we can conclude that 
the constraints from Theorem 3.5 do not improve the constraints from 
Theorem 3.1 (k = t) if i = 0 or if n is relatively large with regard to / 
and i. The constraints from Theorem 3.5 certainly are sharper than the 
constraints from Theorem 3.1 (fc = /.) for i > 0 and n = i + t + 1 when 
choosing 

f^{i,t,n) = + t + l i + t+l 
t + 1 
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and they may be sharper for i > 0 and n not too large with regard to 
£ and i. It can also be concluded that the constraints from Theorem 3.7 
may only be sharper than the constraints from Theorem 3.1 (k = 0) if 
i < n and n is not too large with regard to £ and n — i. We illustrate the 
foregoing by showing an example in which i = t = 1 and n > 3. It can 
easily be checked that 

7 , ( 2 , 3 , 0 , n - 3 , 4 ) = 1 

and 

r ( 2 , 3 , l , n - 3 , 4 ) = 

So 

f 0 if n = 3 
1 if n = 4 
2 if n = 5 
3 if n > 6 

/ 2 ( l , l , i ) = 

= < 

- £ r ( 2 , 3 , . 7 > - 3 , 4 ) 
;=0 

if n = 3 
if n = 4 
if n = 5 

1 if n > 6 

Hence for i = £ = 1 the constraints from Theorem 3.5 are stronger than 
the constraints from Theorem 3.1 (k = l) if 3 < n < 4, they are equally 
strong if n = 5, but they are weaker if n > 6. 

E v a l u a t i o n of ƒ0 

In order to examine the function f^(i,t,n) for 0 < i < n — £ — 1 and 
1 < £ < n — 1, we follow the same strategy as in the examination of 
fl(i,t,n). Hence we first consider the function 

fz(i,t,n) = i + t + 1 2t + 1 
£ + 1 

A[i + t + l,2t + 2,21 + 1) 

■Y,T{t+l,i + t + l , y , n - i - t~l,2t +2). 
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on which fl
3{i.t.n) is a lower bound. This function fz{i,t,n) is nonincreas-

ing in n and is nonpositive for all 

{i+t+1 n > n =i+t+l+t 
t + l 

For the smallest possible length 

we find that 

i + t + 1 

i+t+1\ I 2t + 1 , A(i + t + l,2t + 2,2t+ 1) 

Y,T{t + l,i + t + l , j , n - i - t - l,2t + 2) 

• + ' , + 1 ) - ( 2
1

,
+

+
1

I ) ^ ( . + . + l , 2 1 + 2 , 2 1 + l ) 

t 

Y,T{t + l,i + t + l,j,0,2t + 2) 

i + t + 1 \ ( 2t + 1 

> 

i A(i + t + l,2t + 2,2t+ 1) 

i + 1 A Z' 2t + 1 \ ï + t + 1 i' + t i + 1 
i 7 \ ( + 1 j 2t+l 2t t+l 

i + t + 1 \ {2t + l)\{i + t + l)\t\ 
i ) *!(t + l)!t'!(2t-r-l)! 

i + t + 1 \ {i + t + l)\ 
i (t + l)!t! 

0, 

where we have used a well-known upper bound for constant weight codes 
(see e.g. [21]) to estimate A(i + t+ 1,21, + 2, 2t + l). Hence we can conclude 
tha t the constraints from Theorem 3.8 certainly are not weaker than the 
constraints from Theorem 3.3 when n is relatively small with regard to t 
and i, and that they certainly are not stronger when n is relatively large 
with regard to t and i. This also holds for the constraints from Theorem 3.9 
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when substituting i by n — i. Again, we illustrate the foregoing by showing 
an example, in which i = 3, t = 1, and n > 5. It can easily be checked 
that 

and 

So 

.4(5,4,3) 

5,4)= ■ 

= 2 

' 0 
2 
4 
6 
8 
10 

if n — 5 
if n = 6 
if n = 7 
if n = 8 
if n = 9 
if n > 10 

/s(3,l ra) 

-d) 
= 10-6 

= • 

' 4 
2 
0 

-2 
-4 
-6 

- ( J ) .4(5,4,3)-
- T(2,5,l,n-5,4 
if n — 5 
if n = 6 
if n = 7 
if n = 8 
if n = 9 
if n > 10 

; = 1 

Hence for i = 3 and t = 1 the constraints from Theorem 3.8 are stronger 
than the constraints from Theorem 3.3 if 5 < n < 6, they are equally 
strong if n — 7, but they are weaker if n > 8. 

3.3 Integer programming problems 
When considering for example 1-AsEC codes of length 9, it follows from 
the constraints of Section 3.1 that the weight distribution 

A0,AI,...,AQ 

of such a code C satisfies 

A0+Ai < .4(10,4,1) = 1 (Theorem 3.2 with i = 1,5 = l) 
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A2 < .4(9,4,2) = 4 (Theorem 3.2 with ?; = 2,5 = 0) 
Az < -4(9,4,3) = 12 (Theorem 3.2 with i = 3,5 = 0) 

A2 + A3 < .4(10, 4, 3) = 13 (Theorem 3.2 with i=3,s= 1) 
A4 < .4(9,4,4) = 18 (Theorem 3.2 with 7 = 4,5 = 0) 

A5 < i4(9,4. 5) = 18 (Theorem 3.2 with i' = 5,5 = 0) 
A6 < .4(9,4,6) = 12 (Theorem 3.2 with 7 = 6,s = 0) 
A7 < A (9,4, 7) = 4 (Theorem 3.2 with i = 7,5 = 0) 

A6+A7 < .4(10,4,7) = 13 (Theorem 3.2 with i = 7,5 = l) 
A8 + A9 < A(10,4,9) = 1 (Theorem 3.2 with i = 9,5 = l) 

A3 + 4A4 < I I = 84 (Theorem 3.1 with i = 3, k = l) 

6 
AAZ + AQ < I I = 84 (Theorem 3.1 with i = 6, k = 0) 

Hence 

\C\ = [Ao + AJ + {A2 + A3) + A< + Ab + (Ae + A7) + [A8 + A(J) 
< 1 + 13 + 18 + 18 + 1 3 + 1 
= 64. 

Including also the sharpened constraints from Section 3.2 we obtain 

A2 + Az + 4A4 < I 0 I = 84 (Theorem 3.6 with i = 3, k = l) 

4A5 + A6 + A7 < I 1 = 84 (Theorem 3.4 with i = 6,k=0) 

which gives 

6 

A2 + A3 + A4 < 30 
A5 + A6 + A7 < 30 

and so 

|C| = {A0 + Ai) + [A-i + A3 + A4) + (.45 + A6 + A7) + (A8 + A9) 
< 1 + 30 + 3 0 + 1 
= 62. 
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Since this holds for any 1-AsEC code of length 9 we have thus established 
the upper bound 

A t , ( 9 , l ) < 62. 
This upper bound turns out to be tight, since Delsarte and Piret ([8]) have 
found a 1-AsEC code of length 9 and size 62. 

Of cource, this technique can be applied for any n and t to obtain up­
per bounds on the size of <-AsEC or 2-UEC codes of length n. In fact, we 
are solving an integer programming problem in which the total number of 
codewords is maximized over several constraints on the weight distribu­
tion. We now state these integer programming problems, the solutions of 
which give upper bounds on AAs(n,t) (Theorem 3.10) and Av(n,t) (The­
orem 3.11). 

T h e o r e m 3.10 For n > t > 1 let 

n 

r=0 

luhtre the maximum is taken over the following constraints: 

1. fa) Zr are nonnegative integers for r = 0 , 1 , . . . , n. 
(b) Z0 = 1 and Zr = 0 for r = 1, 2, . . . , t. 
(c) Zn = 1 and Zn-r = 0 for r = 1 ,2 , . . . ,t. 

2. 
i 

J2 Al{s,2t + 2,i-j)Zj < Au{n + s,2t + 2,i) 
j=i-s 

for i = t + 1, t + 2 , . . . , n — t — 1 and s = 0,1,... ,i — t — 1. 

3. (a) 

£("T')*'+£("'> 
+ fi{i,k,t)Zi+k+1 < 

for i = t — k,t~k + l,...,n — k — 1 and k = 0,1,... ,t — 1, 
where 
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(b) 

i+j £ ( ' ^ ) Z I + J + max{0, n {i,t,n). 

3=0 

for i = 0 , 1 , . . . , n - t - 1, where 

i-i i ■ . \ / t + i + 1 

——}z,+t+1 < v t 
(+i J 

- X) ^U(* + 1, i + t + l^,n - i - t - 1,2* + 2). 
y=o 

w 
^ ( n - i,t - k,t)Zi+k-t-i 

( n-i+ j ë ( n - * + j W £ ( ' + ' i*«< 
j = 0 V 

/or i = i + 1 — k,t + 2 — k,... ,n — k and k = 1,2,... ,t, where 

fx(i,k,t) = 
i + k + 1 t + 1 

k + 1 
i + k + 1 

t + l 

(d) 

max{0, i - j - , }Zi-t-i + l^\ ,■ Z-W ^ . t 

/or i = t + 1, £ + 2 , . . . , n, where 

fic 4 \ i i + t + l 
f2{i,t,n) = 

Then 

- H T^i* + l,i + t + l,j,n-i-t-l,2t+2) 
y=o 

^K*)<^>. t ) -
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Proof. Let C" be a i-AsEC code of length n and size. AAs{n,t). Let ZT be 
the number of codewords in C~ of weight r: 

Zr = |{c 6 C | I Ü ( C ) =r}\ 

for r = 0 , 1 , . . . , n. Hence the Zr are nonnegative integers. Kl0ve ([17]) has 
shown that removing all codewords of weight m with m < t or m > n — t 
from a i-AsEC of length n and then including 0 and 1 does not decrease the 
size nor the distance dAs of the code. Hence we may assume ZQ = Zn = 1 
and ZT = Zn-r = 0 for r = 1,2, . . A. It follows from Theorems 3.2, 3.1, 
3.4, 3.5, 3.6, and 3.7 that the Zr also satisfy the other constraints. Hence 

n 

AA,(nA) = \C\ = J2Zr < IL(nA). 
r=0 

T h e o r e m 3.11 For n > t > 1 let 

n 

Iv{n,t) = m a x ^ Z r , 
r=0 

where the maximum is taken over the following constraints: 

1. Zr are nonnegative integers for r = 0 , 1 , . . . ,n. 
2. 

i 

Y, Al[s,2t + 2,i -j)Zj < Au{n + s,2t + 2,i) 

for i = 0 , 1 , . . . , n and s = 0 , 1 , . . . , i. (a) 

t(-;+ '>'+s(' 'y' i*« 
max {0 n i, <, n) 

n—i 
(+1 

}Zi + t+l ^ 

D 
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for i = 0 . 1 , . . . , n — /. — 1, where 

fl
3{i,t,n) = ,«,. . x i i+t + 1 

i 

(b) 

- ( 2t + i jAu{i+t + l,2t + 2,2t + l) 

t 

- ^ T u ( £ + l,i + t + l,j,n- i-t-l,2t+2). 

/ j ( n - t , f , n ) 
max{0, j——j ) A - t - i 

Lï+rJ 

" i V J ; = 0 j / \ * 
n 

{or i = t + l,t + 2,. . ., n, where 

fl
3(i,t,n) = 

~ ( 2f + i ) Au{i + t + l,2t + 2,2t + l) 

r l ( . v I l+t + 1 

Then 

■ Yl Tu{t + l,i + t + l,j,n-i-t-l,2t + 2). 
3 = 1 

Au{n,t) < I?,(n,t). 

Proof. Let C' be a <-UEC code of length n and size Au(n,t). Let ZT be 
the number of codewords in C" of weight r: 

Zr= | { c € C > ( c ) = r } | 

for r = 0 , 1 , . . . , n . Hence the ZT are nonnegative integers. It follows 
from Theorems 3.2, 3.3, 3.8, and 3.9 that the ZT also satisfy the other 
constraints. Hence 
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Av{n,t) = \C'\ = £ Z r < Iu(n,t). 
r=0 

D 
The superscript " in both integer programming bounds I^s(n,t) and 

I",{n,t) indicates that the actual value of these bounds depends on the 
choices for the values of functions like A'(s,2t + 2,i — j), Au(n + s,2t + 
2,i) , and Tu{t + 1, i + t + 1, j , n - i - t - l,2t + 2) that appear in the 
constraints. To obtain the best results, we take the largest known values 
for all lower bounds and the smallest known values for all upper bounds in 
the constraints (see e.g. [21,1,29]). Enlargement of the knowledge about 
these bounds can affect the values of I^s(n,t) and ƒ",(n,t). 

The integer programming bounds I^$[n,t) and I",{n, t) provide the best 
possible or best known upper bounds on AA?{n,t) and Aii(n,t) for many 
small values of n and t (see Tables B.l , B.2, B.3, B.4). For large values 
of n computational problems arise concerning the solving of the integer 
programming problem. Furthermore, the bounds on constant weight codes 
are less well studied for lengths of 25 or more. Therefore, the integer 
programming approach appears to be less appropriate for large lengths. 

3.4 Retrospect and prospect 

In this chapter we have described a way of finding upper bounds on 
AAa{n,t) and Au(n,t) by solving an integer programming problem. In this 
integer programming problem the total number of codewords in a AsEC or 
UEC code is maximized over some constraints on the weight distribution 
in such a code. Known techniques to obtain these constraints are based on 
constant weight and sphere-packing arguments as treated in Section 3.1. 
The latter can be sharpened for many cases as shown in Section 3.2. Col­
lecting these results gives the integer programming bounds as stated in 
Section 3.3, which usually improve the explicit bounds from the. previous 
chapter, but are much harder to calculate, especially when n is large. 

In the next chapter we will see that for some values of n and t the 
integer programming bounds can be improved by applying some extra 
combinatorial arguments on the weight distribution of a i-AsEC or i-UEC 
code of length n. Since it seems hard to generalize these arguments, they 
will be demonstrated by showing several examples. 
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Chapter 4 

Combinatorial upper bounds 

4.1 More constraints on the weight distri­
bution of AsEC codes 

In the previous chapter upper bounds on AAf{n,t) were obtained by de­
riving constraints on the weight distribution 

A0,Au...,An 

of a t-AsEC code of length n. Such an upper bound often turned out to 
be the best known, in which case there are two possibilities: 

1. the largest known lower bound on ^ „ ( n , t) equals this upper bound; 

2. the largest known lower bound on A/ia(n>0 'S ' e s s than this upper 
bound. 

If the former holds, the problem of finding AAs{n,t) for this n and t has 
been solved. If the latter holds, we still do not know the exact value of 
AAs{n, t). Hence we can try to construct a larger code in order to increase 
the lower bound, or to lower the upper bound, or both. For all options 
the constraints on the weight distribution from the previous chapter might 
be helpful, as they indicate how the weight distribution of a larger code 
should look. In some cases this can lead to the actual construction of such 
a code, for example by trial and error, which will be treated in Chapter 6. 
In other cases the nonexistence of such a code can be proved, which is the 
subject of this chapter. The constraints on the weight distribution from 
the following theorem form an important tool to derive this nonexistence. 
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T h e o r e m 4 .1 Let C be a t-AsEC code of length n vnth weight distribution 

A0,Au...,An. 

Let s and i be integers such that O < s < i < n. Define 

D = É A3, 

i 

E = E 3A^ 
j=i-t 

q = [E/n\, 
r = E — nq, 

k+i-t-l 
sk = J2 Ai for k = 1,2,...,s, 

j=i-t 

7 = 1 

Then 
nq{q - l) + 2rq + S < D{D - \){i - t - l ) . 

Proof. We define a subcode C' of C by 

C' = { c € C\i-s < w(c) < i } . 

Then we extend C' by adding a tail o s _ , + m r ~ m of length 5 to each codeword 
of weight m (i — s < m < i). Let X = (xab) (with 1 < a < D and 
1 < b < n + s) be a D x (n + s) matrix of these extended codewords 
as shown in Figure 4.1. Each row then has weight i and the Hamming 
distance between two different rows is at least 2t + 2. Next we consider 
the sum P of the inner products (over the real numbers) of the rows: 

D D n+s 

^ = E E E xfhxah. 
f=l 3=1 h=\ 

Since the Hamming distance between two different rows is at least 22 + 2, 
their inner product is at most i — t - 1. Evaluating the sum P 'rowwise', 
we can thus conclude that 

P < D{D - l)(i-t- 1). 
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n + s 

D 

Codewords of C' of weight i — s 

Codewords of C' of weight i' — s + 1 

Codewords of C' of weight i — 1 

Codewords of C' of weight i 

1 1 ••• 1 1 

1 1 ■■• 1 1 

0 1 ••• 1 1 

0 1 •■ ■ 1 1 

0 0 •■• 0 1 

• 0 0 ■•• 0 1 

0 0 •-• 0 0 

0 0 •■• 0 0 

Ai-t+i 

Ai-! 

At 

Figure 4.1: Matrix X. 
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On the other hand, we can also evaluate the sum P 'columnwise': 

n+t D D 

h=l J=\ g=\ 

Let yh denote the number of 1's in column h of X : 

Vh = \{f\xfh = 1}| 

for h = 1, 2 , . . . , n + s. Then this column contributes yh{Vh — l) to the sum 
P. Hence 

h = \ 

From Figure 4.1 it is clear that yh = Sh-n for h = n + l , n + 2 , . . . , n + s. 
Hence 

n+s 

P = £ y / , ( t / h - i ) 
n n+s 

= £ y * ( y k - i ) + £ Vhivh-i) 
h=l h=rc+l 

= £ y h ( y h - i ) + £ s* ( s f c - i ) 
h=l k=\ 

= £y2-X> + s 
h=\ h=\ 

Note that S £ = 1 Vh equals the total number of 1's in C', so 

£ yh = £ J ^ = £■ 
/ j = l j = i —j . 

The minimum of y)JJ_] z\ subject to S £ = 1
 zh — E = n<j+r and the zh's being 

nonnegative integers, is attained when Zi = z2 = . . . = zr — q+1 and zr+l = 
zr+2 = ... = zn = q. This minimum then is given by r(q + l ) 2 + (n - r)q2. 
Hence 
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D(D- 1)(» - t - 1) > P 
n n 

h=l h=l 

> (r{q+ l)2 + (n-r)q2) - {nq + r) + S 
= nq{q - l) + 2rg + 5 . 

D 
These constraints are nonlinear in A,, and therefore not suitable for 

inclusion in the integer programming problems from Section 3.3. How 
we can apply these constraints to sharpen upper bounds on AA$(n,t) and 
Air(n,t) will be explained in the next two sections by showing several 
examples, in which also some other combinatorial arguments will be used. 

4.2 Some combinatorial bounds on the size 
of AsEC codes 

In this section, let C' be a i-AsEC code of length n and size AAs{n,t), 
where n > t > 1. Kl0ve ([17]) showed that in this code we may assume 
A0 = An = 1 and A, = An_j = 0 for j = 1 ,2 , . . . , t. With this in mind we 
can derive the new upper bounds. 

Theorem 4.2 We have 
AAS{14,3) < 3 4 . 

Proof. Let C be a 3-AsEC code of length 14 and size yl j 4 s(l4,3). 

1. From Theorem 3.2 [s = 0, i — 4 ,5,6; s = l,i — 5,6) it follows tha t 
A4 < 3, A5 < 4, A& < 7, A4 + Ah < 6, and A5 + A6 < 10. Thus 
A4 + A5 + A6 < 13. Suppose A4 + A5 + A6 = 13, then A4 = A5 = 3 
and A6 = 7. This contradicts Theorem 4.1 (s = l,i — 5). Hence 
A4 + A5 + AG < 12. 

2. Proceeding as in the previous case we can prove that J48 + A9 + Ax0 < 
12 

3. From Theorem 3.2 {s = 0,r' = 7) it follows that A7 < 8. 

59 



In conclusion, 

14 

^ , ( 1 4 , 3 ) = \C\ = Y,A, < 1 + 12 + 8 + 1 2 + 1 = 3 4 . 

D 

T h e o r e m 4 .3 We have 
.4^(16,3) < 9 0 . 

Proof. Let C" be a 3-AsEC code of length 16 and size AAp{\6,3). From 
Theorem 3.2 (s = 0,i = 4; s = l,i = 6,8,10,12) it follows that 

16 

KI = Y.Ai• ^ 1 + 4 + 17 + 34 + 27 + 7 + 1 = 91. 
i=o 

Suppose \C"\ = 91, it then follows from Theorem 3.2 (s = 0, i = 4,12; 
5 = 1,7 = 5 , 6 , . . . , 12) that A4 = 4 and /15 = 3. However, it is easy to see 
tha t A4 = 4 implies ^45 = 0, which contradicts A$ = 3. Hence 

,4^(16,3) = \C\ < 9 0 . 

D 

T h e o r e m 4.4 We /icwe 
.4^,(10,2) < 18. 

Proof. Let C be a 2-AsEC code of length 10 and size AAf(l0,2). From 
Theorem 3.2 (s = 0,i = 3,4, 5,6,7; s = 1,1■ = 4, 7) it follows that J43 < 3, 
A4 < 5, A5 < 6, ^ 6 < 5, A7 < 3, .4» + A4 < 6, and A6 + A7 < 6. We 
distinguish between two cases for Ac,: A5 < 4 and yJ5 > 5. 

1. In the case yi5 < 4, we have 

r 10 
lc' I = H ■̂ < 1 + 6 + 4 + 6 + l = 18-

2. In the case ^45 > 5, suppose A3 + A4 = 6. Then A3 = 3 — x and 
yl4 = 3 + x with x G {0,1,2}. We will now derive a contradiction for 
each value of x. 
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(a) In the case x = 0, we have Az = 3 and AA = 3. Without loss of 
generality we may assume that the codewords of weight 3 and 
4 resemble the following vectors c^c.2,. ■ ■ , c e : 

cj = 1 1 1 0 0 0 0 0 0 0 
c2 = 0 0 0 1 1 1 0 0 0 0 
c3 = 0 0 0 0 0 0 1 1 1 0 
c4 = 1 0 0 1 0 0 1 0 0 1 
c5 = 0 1 0 0 1 0 0 1 0 1 
c6 = 0 0 1 0 0 1 0 0 1 1 . 

Considering only the codewords of weight 5, we note that each 
column contains two or three 1's, since A(9,6,4) = A(9,6, 5) = 
3. Hence there is a codeword c of weight 5 whose last coordinate 
is equal to 1. For this codeword c we have 

< W c , c 4 ) + dAs(c,cb) + dAs{c,cG) = 16, 

which implies that dA,[c,Cj) < 4 for at least one j € {4 ,5 ,6} . 
This contradicts the code being 2-AsEC. 

(b) In the case x = 1, we have A3 = 2 and A4 = 4. By evaluating 
the sum of the inner products of the codewords of weight i 
and weight j (3 < i < j < 5) in two ways ('rowwise' and 
'columnwise'), we conclude that the inner product of a codeword 
of weight i and a different codeword of weight j is equal to 0 if 
i = j = 3, is equal to 1 if j = A and i — 3,4, is equal to 2 if 
i = j = 5, and is less than 3 if j = 5 and i = 3,4. Hence we may 
assume without loss of generality that the codewords of weight 
3,4, and 5 resemble the following vectors Ci,c-2,... ,Cn (or Ci2): 

C! = l 1 1 0 0 0 0 0 0 0 
c2 = 0 0 0 1 1 1 0 0 0 0 
c3 = 1 0 0 1 0 0 1 1 0 0 
c4 = 1 0 0 0 1 0 0 0 1 1 
c5 = 0 1 0 0 0 1 1 0 1 0 
c6 = 0 0 1 0 0 1 0 1 0 1 
c7 = 1 
c8 = 1 
c9 = 0 
cio = 0 
Cll = 
(C,2 = )• 
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Let c be a codeword of weight 5 whose first coordinate is equal 
to 1. At least two of the coordinates C2,c3,c6 of c are equal to 
1 since the inner product of c and Cj must be less than 3 for 
j = 3,4. Furthermore, the vector c' = {C2,C3,CQ,) is different 
from 110 and 111 since the inner product of c and Cj must be 
less than 3. Finally, the vectors c' must be different for all c, 
since the inner products of these codewords c taken two at a 
time are equal to 2. Hence c' is equal to 101 or Oi l , A$ = 5, 
and the first coordinate of Cn is equal to 0. 
Let x be c9, Cjo, or c n and suppose xe = 1. Then x4 = x5 = 1 
since the inner product of x and Cj must be less than 3 for 
j = 5,6. Hence dJ4,,(x,c2) = 4, which contradicts the code 
being 2-AsEC. Thus x6 = 0. 

Consider the code C' which is formed by taking c 
c n and then deleting the first and the sixth column. C' is a 
constant weight code of length 8, size 3, Hamming distance at 
least 6, and weight 5. This contradicts A(8,6,5) = 2. 

(c) In the case x = 2, we have Az = 1 and A4 = 5. This contradicts 
Theorem 4.1 (s = l,i' = 4). 

Thus it follows that A3 + A4 < 5. In a similar way we can prove that 
AQ + A1 < 5. Hence 

10 

3 = 0 

In conclusion, 

T h e o r e m 4.5 We have 

A„?(10, 2) = |C"| < 18. 

D 

AA,{16,4) < 16. 

Proof. Let C' be a 4-AsEC code of length 16 and size ^4^,(16, 4). From 
Theorem 3.2 (s = l , i = 6,8; s = 2,i = 11) it follows that 

16 

\C"'I = 5ZV4J ^ 1+3 + 6 + 6 + 1 = 17. 
;=0 

Suppose |C"| = I?-
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1. From Theorem 3.2 (s = 2,i = 7) it follows tha t As + A6 + A7 < 6. 
Suppose A5 + Ap + A7 < 5, it then follows from Theorem 3.2 (s = 
l,i = 9,11) that \C"\ < 1 + 5 + 6 + 3 + 1 = 16, which contradicts 
\C'\ = 17. Hence A5 + A6 + A7 ~ 6. 

2. Proceeding as in the previous case we can prove that AQ + AIQ + AU = 
6, A7 + As = 6, and ^8 + ^9 = 6. 

Hence A8 = 17 - 1 - 6 - 6 - 1 = 3 and A7 = Ac, = 6 - 3 = 3, which 
contradicts Theorem 4.1 (s = 2,i = 9). In conclusion, 

AA.,(l6,4) = \C'\ < 16. 

D 

T h e o r e m 4.6 We have 
A^,(17,4) < 2 6 . 

Proof. Let C" be a 4-AsEC code of length 17 and size A/i ,( l7,4). 

1. From Theorem 3.2 (s = l , i = 6 ,8) ' it follows that A5 + A6 < 4 and 
A7 + A8 < 9. Hence A5 + A6 + A7 + A8 < 13. Suppose A5 + A6 + 
A7 + A8 = 13, then A5 + A6 = 4 and A7 + As - 9. From Theorem 3.2 
(s = 0,i = 8) it follows that A8 < 6. We now derive a contradiction 
for each possible value of A8. 

(a) Suppose A8 = 6, then A7 — 9 - 6 = 3. This contradicts Theo­
rem 4.1 (s = l , i = 8). 

(b) Suppose A8 = 5, then A7 = 9 — 5 = 4. From Theorem 3.2 
(s = 0, i = 5,6) it follows that A 5 < 3 and A6 < 3. Hence 
Ac > 1, which contradicts Theorem 4.1 (s = 2,i' = 8). 

(c) Suppose A8 < 4, it then follows from Theorem 3.2 (s = 2,z' = 
7) that A5 + A6 + A7 + A8 < 8 + 4 = 12. This contradicts 
A5 + Ac + A7 + A8 = 13 

Hence Ab + A& + A7 + Ag < 12. 

2. Proceeding as in the previous case we can prove that A9 + Ai0 + Au + 
Ai2 < 12. 

'Note that 4(18, 10,6) is equal to 4 (not 3, as in [29, table VI]). 
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In conclusion, 

17 

,4,4,(17,4) = \C'\ = ^2 Aj < 1 + 12 + 12 + 1 = 26. 

D 
Two other examples on improving the integer programming bounds 

by combinatorial arguments similar to those used in the proofs of the 
preceding theorems were found by Böinck ([3]). His results are stated in 
Theorems 4.7 and 4.8. Proofs are included since the results have remained 
unpublished thus far. 

Theorem 4.7 (Böinck) We have 

AAf{l9,4) < 7 4 . 

Proof. Let C" be a 4-AsEC code of length 19 and size ^ ^ s ( l 9 , 4 ) . 

1. From Theorem 3.2 (s = 0, i = 5.6,7; 5 = l,i' — 6,7) it follows that 
A5 < 3, As < 4, A7 < 8, Ab + A6 < 5, and A6 + A7 < 10. Thus 
As + A6 + A7 < 13. Suppose Ab + AG + A7 = 13, then A5 = 3, A6 = 2, 
and A7 — 8. This contradicts Theorem 4.1 (s = l,i — 6). Hence 
A5 + A6 + A7 < 12. 

2. Proceeding as in the previous case we can prove that ^12 + ^13 + ^14 < 
12. 

3. From Theorem 3.2 (5 = l , i = 9,.11) it follows that Ag + A$ < 24 and 
^ 1 0 + ^ 1 1 < 24. 

In conclusion, 

19 
^ , ( 1 9 , 4 ) = \C\ = Y,AJ' < 1 + 12 + 24 + 24 + 12 + 1 = 74. 

y=o 

D 

Theorem 4.8 (Böinck) We have 

AAs{20,4) < 133. 

Proof. Let C' be a 4-AsEC code of length 20 and size ylA.,(20,4). 
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1. From Theorem 3.2 (s = 0,z' = 5,6,7; 5 = l,i — 7) it follows that 
Ah < 4, Tic, .< 5, A7 < 10, and A6 + A7 < 13. By applying Theo­
rem 4.1 (s — l,i — 6) we find that A$ ~ 4 implies Ac = 0 and tha t 
A5 = 3 implies A6 < 2. Hence Ah + A$ + A7 < 15. 

2. From Theorem 3.2 (5 = l , i = 9,11,13,15) it follows that 4 8 + y49 < 
39, .410 + Au < 44, A12 + Al3 < 26, and Au + A^ < 7. 

In conclusion, 

'20 

AA,(20,4) = \C'\ = J2AJ < 1 + 15 + 39 + 44 + 26 + 7 + 1 = 133. 
;=0 

D 
The integer programming bound I^s(n,t) from Theorem 3.10 gives 

AAs(U,4) < 7^,(14,4) = 9. Helgesen ([13]) showed that the shortest 
possible length of a code containing 9 codewords and correcting up to 4 
asymmetric errors is equal to 15. Hence AAs[l4,4) < 8. We can also derive 
this result using arguments based on Theorems 3.2 and 4.1, as we did in 
the proofs of the preceding theorems. 

Theorem 4.9 (Helgesen) We have 

AA,{14,4)<8. 

Proof. Let C' be a 4-AsEC code of length 14 and size AAs(l4,4). From 
Theorem 3.2 (s = 2,i = 7; s = l,i = 9)2 it follows that 

14 

lC*l = ^Aj < 1+4 + 3 + 1 = 9. 
3=0 

Suppose jC'l = 9. We will derive a contradiction in several steps. 

1. Define J = {5,6, 7 ,8 ,9} . From Theorem 3.2 (s = 0, i = 5 ,6 ,7 ,8 ,9) 
it follows that Aj < 2 for all j G J. Suppose Aj = 0 for some j € J. 
It then is easy to check that |C'| < 8 by employing Theorem 3.2 
(5 = 0,i' = 5 ,6 ,7 ,8 ,9 ; 5 = l,i = 6 ,7 ,8 ,9 ; s = 2,i' = 7 ,8 ,9) , which 
contradicts \C" \ = 9. Thus 1 < A3 < 2 for all j 6 J. 

2Not.e Hi at A(1G, 10,7) is equal to 4 (not 3, as in [21, fig. 3], [l, table IID], [11, 
table IV]). 
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t 
2 
3 
3 
4 
4 
4 
4 
4 

n 
10 
14 
16 
14 
16 
17 
19 
20 

IA,M 
(Theorem 3.10) 

20 
36 
91 
9 
17 
28 
76 

135 

combinatorial 
bound 

18 
34 
90 
8 
16 
26 
74 

133 

reference 
Theorem 4.4 
Theorem 4.2 
Theorem 4.3 
Theorem 4.9 
Theorem 4.5 
Theorem 4.6 
Theorem 4.7 
Theorem 4.8 

Table 4.1: Some combinatorial upper bounds on AAs(n,t). 

2. Suppose A7 = 2. It follows from Theorem 3.2 (s = 2,i = 7,9) that 
A5 + A6 < 4 - 2 = 2 a.nd A8 + AQ < 4 - 2 = 2. Hence \C'\ < 
1 + 2 + 2 + 2 + 1 = 8 , which contradicts \C | = 9. Thus A7 = 1. 

3. From Theorem 3.2 (s = 2,i = 7) it follows that As + A6 + A7 < 4. 
Suppose J45 + Ae + A7 < 3. It then follows from Theorem 3.2 (s = 
l,i ' = 9) that \C*\ < l + 3 + 3 + l = 8 , which contradicts |C*| = 9. 
Thus A5 + A& + A7 = 4. 

4. It follows from the preceding steps that A5 = 2, AG = 1, A7 = 1 or 
A$ = 1, AQ = 2, A7 — 1, which contradicts Theorem 4.1 (3 = 2,i' = 
7). Thus |C' | # 9 . 

In conclusion, 
^ , ( 1 4 , 4 ) = \C\ < 8 . 

D 
In Table 4.1 we summarize the results found in this section. 

4.3 Some combinatorial bounds on the size 
of UEC codes 

In this section, let C' be a t-UEC code of length n and size Au(n, t), where 
n > t > 1. We give three examples on improving the integer programming 
bound Iy(n,t) from Theorem 3.11 by using combinatorial arguments. 

66 



Theorem 4.10 We have 

Av(9,2) < 10. 

Proof . Let C be a 2-UEC code of length 9 and size Av{9,2). 

1. From Theorem 3.2 {s = 2,i = 2; s = 0,?: = 3,4; 5 = l,i = 4) it 
follows that A0 + A1 + A2 <1,A3< 3, A4 < 3, and A3 + A4 < 5. Thus 
A0 + A1 + A2 + A3 + A4 < 1+5 = 6. Suppose A0 +Ax +A2 +A3 +A4 = 6, 
then A0 + Ai + A2 = 1 and A3 + A4 = 5. Since A3 = 3 implies 
A4 = 0, we have A3 = 2 and A4 = 3. Without loss of generality we 
may assume the codewords of weight 3 and 4 look like the following 
vectors Ci,c2 , •. • , c 5 : 

Ci = 1 1 1 0 0 0 0 0 0 
c2 = 0 0 0 1 1 1 0 0 0 
c3 = 1 0 0 1 0 0 0 1 1 
c4 = 0 1 0 0 1 0 1 0 1 
c5 = 0 0 1 0 0 1 1 1 0 . 

Let c be the codeword of weight less than 3. Then \{j\cj = Uj = 
l } | = 0 for u = Ci,c2 . Hence c ; > c for at least one j'E {3 ,4 ,5} , 
in which case dy(c ;-,c) = dsy(cj,c) < 4. This contradicts the code 
being 2-UEC. Hence A0 + Al + A2 + A3 + A4 < 5. 

2. Proceeding as in the previous case we can prove that A$ + AQ + A7 + 
A8 + Ac, < 5. 

In conclusion, 

9 
Av(9,2) = \C\ = ^ A y < 5 + 5 = 10. 

D 

T h e o r e m 4.11 We have 

A f , ( l l , 3 ) < 7 . 

Proof. Let C; be a 3-UEC code of length 11 and size yl[ , ( l l ,3) . From 
Theorem 3.2 (s = 0,i = 4 ,5 ,6 ,7 ; s = l,i = 5,7; s = 2,z = 6,7; s = 
3,i' = 3,11) it follows that A4 < 2, Ah < 2, A6 < 2, A7 < 2, A4 + A5 < 3, 
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A6 + A-j < 3, A4 + A5 + A& < 4, A5 + A6 + A7 < 4, A0 + Ax + A2 + A3 < 1, 
and A8 + A9 + A10 + A n < 1. Thus A0 + Ax + ... + An < 8. Suppose 
A(, + Ai + . . . + A„ = 8, then A0 + A1+A2 + A3 = 1, As + A9 + A10 + Au = 1, 
A4 = A7 = 2, and A5 = A6 = 1. Without loss of generality we may 
assume that the codewords of weight 4 and 5 look like the following vectors 
cli c 2 ; c 3 : 

Ci = 1 1 1 1 0 0 0 0 0 0 0 
c2 = 0 0 0 0 1 1 1 1 0 0 0 
c3 = 1 0 0 0 1 0 0 0 1 1 1 . 

Let c be the codeword of weight less than 4. Then \{j\cj = Uj = l } | = 0 
for u = c 1 , c 2 - Hence c 3 > c, which implies du(cz,c) = dSy{c^,c) < 5. 
This contradicts the code being 3-UEC. Hence A0 + Ax + . . . + Au ^ 8. In 
conclusion, 

11 

Atr[11,3) = \C\ = Y1A>■< 7-

D 

T h e o r e m 4.12 We have 
Ay (12,3) < 10. 

Proof. Let C" be a 3-UEC code of length 12 and size Ay (12, 3). From 
Theorem 3.2 [s = 0, i = 4 ,5 ,6 ,7 ,8 ; s = l,i = 5 ,6 ,7 ,8; s = 3,i = 3,12) 
it follows tha t A4 < 3, A5 < 3, A6 < 4, A7 < 3, A8 < 3, A4 + A5 < 3, 
A5 + A6 < 4, A6 + A7 < 4, A7 + A8 < 3, A0 + Ax + A2 + A3 < 1, and 
A9 + A10 + A n + A12 < 1. From Theorem 3.3 [i = 1,11) it follows that 
12A0 + Ai + 2A2 + 3A3 + 4A4 < 12 and 4A8 + 3A9 + 2A10 + A n + 1 2 A 1 2 < 12. 
Hence A4 = 3 implies A0 = Ai = A2 = A3 = 0. Thus 

(A0 + Ax + A2 + A3 + A4) + (A5 + A6) 
+ (A7 + A8) + (A9 + A10 + A „ + A12) 

< 3 + 4 + 3 + 1 = 11. 

Suppose A0 + Ax + ... + A 1 2 = 11, then A0 + Ax + A2 + A3 = 1, A9 + A10 + 
^11 + -412 = 1, A4 = A8 = 2, A5 = A7 = 1, and A6 = 3. Let Y = (yab) 
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(with 1 < a < 11 and 1 < ft < 12) be a 11 x 12 matrix of these codewords: 

Yi = | y i of weight less than 4 
y2 of weight 4 

Y? = { y 3 of weight 4 
y4 of weight 5 
y 5 of weight 6 

Y = Y 3 = { y 6 of weight 6 
y 7 of weight 6 
y g of weight 7 

Y 4 = { y9 of weight 8 
y1 0 of weight 8 

Y s = { y u of weight more than 

The matrix Y 2 is equivalent to 

or equivalent to 

1 1 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 1 1 1 1 0 0 0 0 
1 0 0 0 0 0 0 0 1 1 1 1 

1 1 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 1 1 1 1 0 0 0 0 
1 0 0 0 1 0 0 0 1 1 1 0 

In the former case it is impossible to choose a matrix Y i . Hence the latter 
case holds. Analogously it follows that Y 4 is equivalent to 

0 1 1 1 0 1 1 1 0 0 0 1 
0 0 0 0 1 1 1 1 1 1 1 1 
1 1 1 1 0 0 0 0 1 1 1 1 

Matrix Y 3 is equivalent to 

1 1 1 1 1 1 0 0 0 0 0 0 
1 1 0 0 0 0 1 1 1 1 0 0 
0 0 1 1 0 0 1 1 0 0 1 1 

Now it easily follows that the weight of y! equals 2 and the weight of y H 

equals 10. 
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Next we consider the sum Q of the inner products of the rows of Y 2 

and the rows of Y 3 : 

4 7 11 

t = 2 j = 5 fc=l 

As the inner product of a row of Y2 and a row of Y3 is at most 2, we find 
by evaluating this sum 'rowwise' that 

Q < 3 -3 -2 = 18. 

By observing that Y 3 contains six columns of weight 2 and six of weigth 1 
and that Y 2 contains two columns of weight 2, nine of weight 1, and one 
of weight 0, we find for the 'columnwise' evaluation that 

Q > l - 0 - 2 + 5 - l - 2 + 4 - l - l + 2 - 2 - l = 0 + 1 0 + 4 + 4 = 1 8 . 

Hence the inner product of a row of Y2 and a row of Y 3 must be exactly 
2, the columns of weight 2 in Y 2 must face columns of weight 1 in Y 3 , 
and the column of weight 0 in Y 2 must face a column of weight 2 in Y 3 . 
Using similar arguments to the rows of Y 4 and Y 3 , we can conclude that 
the inner product of yg and a row of Y 3 must be exactly 3, that the inner 
product of yg or yio and a row of Y 3 must be exactly 4, that the columns 
of weight 1 in Y 4 must face columns of weight 2 in Y 3 , and that the column 
of weight 3 in Y 4 must face a column of weight 1 in Y 3 . 

By starting with Y 2 and then (partially) filling in Y l 5 Y 3 , Y 4 , and Y 5 

we find for the matrix Y without loss of generality: 

0 
1 
0 
1 
1 
0 
0 
1 

1 

0 
1 
0 
0 
0 
1 
0 
1 

1 

0 
1 
0 
0 
0 
1 
1 
1 

1 

0 
1 
0 
0 
1 
0 
1 
0 
1 
1 
0 

0 
0 
1 
1 
0 
1 
0 
1 
1 
1 
0 

0 
0 
1 
0 
1 
0 
1 
1 

1 

0 
0 
1 
0 
0 
1 
1 
0 
1 

1 

0 
0 
1 
0 
1 
0 
0 
1 

1 

0 
0 
0 
1 
1 
1 
0 
0 
1 

1 

0 
0 
0 
1 
0 
0 
1 
0 
1 
1 
1 

1 
0 
0 
1 
0 
0 
1 
1 
1 
0 
1 

1 
0 
0 
0 
1 
1 
0 
0 
0 
1 
1 

Now since the inner product of y 9 and y5 must be equal to 4 and since y 9 

is not allowed to cover y 3 , the first coordinate of y 9 must be equal to 1. 
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t 
2 
3 
3 

n 
9 
11 
12 

I?r{n,t) 
(Theorem 3.11) 

12 
8 
11 

combinatorial 
bound 

10 
7 
10 

reference 
Theorem 4.10 
Theorem 4.11 
Theorem 4.12 

Table 4.2: Some combinatorial upper bounds on Ay(?i,t). 

But then y9 covers y4 and so dy(y<),y4) = 8 — 5 = 3 which contradicts the 
code being 3-UEC. Hence A0 + Ax + . . . + Au ^ 11. In conclusion, 

12 

Ay(12,3) = \C'\ = ^Aj < 10. 

' . D 
In Table 4.2 we summarize the results found in this section. 

4.4 Retrospect and prospect 

In this chapter we have sharpened some of the integer programming bounds 
on AAs(n,t) and Av{n,t) from the previous chapter by using some extra 
combinatorial arguments. The main argument has been given in Theo­
rem 4.1 in Section 4.1. Combining Theorems 4.1 and 3.2 is mostly the 
key to the new bounds. Examples have been given in Section 4.2 for the 
asymmetric case and in Section 4.3 for the unidirectional case. 

This chapter completes the part of the thesis on upper bounds on 
■4/is(n>0 a n d Air(n,t). The best known upper bounds in the ranges 
1 < t < 4 and t < n < 23 can be found in Tables B.l, B.2, B.3, and 
B.4. The next two chapters will be devoted to deriving lower bounds on 
A.As{n->t) and Au(n,t) by constructing AsEC and UEC codes. 
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Chapter 5 

Construction method 

5.1 Expurgation and puncturing 
Lower bounds on AAs{n,t) and Au(n,t) can be obtained by constructing 
codes. Some well-known construction methods for AsEC codes are the 
'prefix/suffix' constructions of Kim and Freiman ([15,16]), and the 'group-
theoretic' constructions of Varshamov ([40,22]) and Constantin and Rao 
([7,24,14,9]). 

In [8] Delsarte and Piret introduced the idea of constructing a f-AsEC 
code by modifying an initial code with good (Hamming) distance properties 
by successive judicious deletions of coordinates and vectors. Shiozaki ([34]) 
presented a construction method in which a f-AsEC code of length n — 1 
is obtained by expurgating and puncturing a i-SyEC code of length n. In 
this chapter we generalize Shiozaki's method in such a way tha t a <-AsEC 
or t-XJEC code of length n - m is obtained by expurgating and puncturing 
a i-SyEC code of length n. 

In this first section we give the construction method itself. In Sec­
tion 5.2 we present algorithms to optimize the cardinalities of the codes 
obtained by this method. In Section 5.3 we consider some decoding aspects 
of the codes. In each section we start by treating the subject in general, 
then we continue by splitting up in the asymmetric case and the unidirec­
tional case, and finally we finish by giving some examples. 

G e n e r a l case 

We start by describing the expurgating and puncturing technique in 
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general. We consider a tf-SyEC code C\ of length n and vectors 

a 0 , a 1 , . . . , a r i _ m (5.1) 

of length m, where 1 < m < n - 2i. Let x = (x'.x") be the (n — m,m) 
partition of any x £ {GF(2))n. We define 

T{[s) = { c £ C1\w{c') = t" Ac" = s} (5.2) 

for i = 0, l , . . . , n - m and s € (GF(2)) m . We define the code \j of length 
n by 

n—m 

y = U 7;-(a.-)- (5.3) 

The code C2 of length n — m is now formed by taking all the codewords of 
y and then deleting the last m coordinates of each codeword. The size of 
the code C2 equals 

n—m 

|C2| = I J / l = £ | 7 ; ( a , ) l - (5.4) 
t = 0 

The whole concept is sketched in Figure 5.1. 

A s y m m e t r i c case 

If the vectors a, satisfy 

dsv[a.j^a.j+i) < 1 for all 0 < j < n - m — 1, (5.5) 

then the code Ci is i-AsEC. This can be shown as follows. Let u , v £ C-i 
with u ^ v. Because of (5.5) it follows that 

^! , (a«W.a»(v)) < \w{u) - VJ{V)\. 

Therefore, 

^ , ( v i , v ) = dSy[u,v) + |w(u) - w(v)| 

> 2t + l - dSw(aw(u),a«;(v)) + k ( u ) - w(v)| 
> 2t + 1 - \w{u) - w(v) | + |iu(u) - w(v)\ 
= 2t + l. 

Hence C2 is indeed i-AsEC if the a, satisfy (5.5). 
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Figure 5.1: Construction method diagram. 
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Shiozaki's method corresponds to the situation that m = 1, in which 
case (5.5) is satisfied for an)' choice for the a,. 

U n i d i r e c t i o n a l case 

If the vectors a, satisfy both 

dSy{aj, a J + 1) < 1 for all 0 < j < n — m - 1 (5.6) 

and 
a ; = a J+2( for all 0 < j < n - m — 2t, (5.7) 

then the code C2 is /-UEC. This can be shown as follows. For convenience 
we first define 

an-m+j = an-m+j-2t for all 1 < j < 2t (5.8) 

in addition to (5.1). Let u , v £ C2 with u 7̂  v and w(v) > w{u). We 
distinguish between the cases 7V(v,u) > 0 and N(v,u) = 0. 

1. The case 7V(v,u) > 0. Since w(v) > w(u), it follows that N(u,v) > 
JV(v.u) > 0, and so it follows from (5.6) that 

<Mu,v) = d4 , (u ,v) 

= <*Sl/(u,v) + |w(u) - tu(v)| 
> 2t + 1 - ^!/(aw(u),aw(v)) + |w(u) - w(v) | 
> 2t + 1 - \w{u) - w{\)\ + \w{u) - w(v) | 
= 2t + l. 

2. The case N(v,u) = 0. In this case 

dv(u,v) = dSv(u,v) = w(v) - w(u) > 2t + 1 - m. 

Suppose w(v) - w(u) = 2t + l — k with 1 < k < min{m, 2t + l } , then 

k < dSy[aw^),aw^)) 

= fl5j(a«)(u)+2!+i-fc) a„,(u)) 
— dsy[a.w(u)+-2t+i-ki aJu(u)+2() 
< \w{u) + 21 + 1 - k - w{u) - 2t\ 
= k — 1 (contradiction). 

Thus dv(u,v) = w{\) - w{u) > 2t + 1. 
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Hence C2 is /.-UEC if the ai satisfy (5.6) and (5.7). 
Note that in applying this construction method on a i-SyEC code Cj 

to obtain a /-UEC code C2, we only have to provide the vectors 

a o , a l 5 . . . , ao(_i 

because of the periodicity in the a^. These vectors satisfy 

ds w ( a ; , a J + 1) < 1 for all 0 < j < 2t - 2 (5.9) 

and 

ds„(aH-i ,a 0 ) < 1. (5.10) 
Hence it is quite natural to define 

L(n-m-t)/2ij 
S,-(s)= U Tl+2t3(s) (5.11) 

for i = 0 , 1 , . . . , 2t - 1 and s € (GF(2) ) m . With (5.4) it then follows that 
2 ( - l 

\C2\= £ \Ti(ai)\= El5.-(a,-) (5.12) 
i=0 i=0 

Examples 

Let Ci be the Golay code of length 23, size 4096, and Hamming distance 
7 (see e.g. [21]). This is a linear 3-SyEC code with generator matrix 

Il2 

1 
0 
1 
0 
0 
0 
1 
1 
1 
0 
1 
1 

1 
1 
0 
1 
0 
0 
0 
1 
1 
1 
0 
1 

0 
1 
1 
0 
1 
0 
0 
0 
1 
1 
1 
1 

1 
0 
1 
1 
0 
1 
0 
0 
0 
1 
1 
1 

1 
1 
0 
1 
1 
0 
1 
0 
0 
0 
1 
1 

1 
1 
1 
0 
1 
1 
0 
1 
0 
0 
0 
1 

0 
1 
1 
1 
0 
1 
1 
0 
1 
0 
0 
1 

0 
0 
1 
1 
1 
0 
1 
1 
0 
1 
0 
1 

0 
0 
0 
1 
1 
1 
0 
1 
1 
0 
1 
1 

1 
0 
0 
0 
1 
1 
1 
0 
1 
1 
0 
1 

0 
1 
0 
0 
0 
1 
1 
1 
0 
1 
1 
1 

(5.13) 

where I12 denotes the 12 x 12 identity matrix. Further we choose rn — 2. 
The cardinalities of the sets 7ï(s) and S;(s) are now shown in Table 5.1. 
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i 
0 
1 
2 
O O 

4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
E 

i 
0 
1 
2 
O O 

4 
5 
E 

7" (00)| 
1 
0 
0 
0 
0 
0 
0 

120 
210 

0 
0 

336 
280 

0 
0 

56 
21 
0 
0 
0 
0 
0 

1024 
1 Si (00)1 

281 
120 
210 
56 
21 

336 
1024 

1^(10)1 
0 
0 
0 
0 
0 
0 

56 
120 

0 
0 

336 
336 

0 
0 

120 
56 
0 
0 
0 
0 
0 
0 

1024 
15,-(10)| 

56 
120 
120 
56 

336 
336 
1024 

I'S (oi)| 
0 
0 
0 
0 
0 
0 

56 
120 

0 
0 

336 
336 

0 
0 

120 
56 
0 
0 
0 
0 
0 
0 

1024 
1 S.(oi)! 

56 
120 
120 
56 

336 
336 
1024 

1^(11)1 
0 
0 
0 
0 
0 

21 
56 
0 
0 

280 
336 

0 
0 

210 
120 

0 
0 
0 
0 
0 
0 
1 

1024 
|5,(H) 

56 
210 
120 
281 
336 
21 

1024 

Table 5.1: Cardinalities of the sets 7J(s) and 5,(s) for the Golay code with 
m = 2. 
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i 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
E 

asymmetric 

a, 
00 
00 
00 
00 
01 
11 
10 
00 
00 
10 
10 
00 
00 
01 
01 
01 
00 
00 
00 
00 
10 
11 

case 
l^(ai)l 

1 
0 
0 
0 
0 
21 
56 
120 
210 
0 

336 
336 
280 
0 

120 
56 
21 
0 
0 
0 
0 
1 

1558 

a, 
00 
01 
00 
10 
10 
10 
00 
01 
00 
10 
10 
10 
00 
01 
00 
10 
10 
10 
00 
01 
00 
10 

unidirect 
case 

|7;-(a,-) 
1 
0 
0 
0 
0 
0 
0 

120 
210 
0 

336 
336 
280 
0 
0 
56 
0 
0 
0 
0 
0 
0 

1339 

ional 

|5,-(a,-)| 
281 
120 
210 
56 
336 
336 

1339 

Table 5.2: A possible choice for the a, in applying the construction method 
to the Golay code with m = 2. 
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In Table 5.2 we give a possible choice for the a; in the asymmetric and 
a possible choice for the a-, in the unidirectional case. In this way we obtain 
a 3-AsEC code of length 21 and size 1558 and a 3-UEC code of length 21 
and size 1339, respectively. The largest possible 3-SyEC code of length 21 
contains only 1024 codewords. 

5.2 Optimization of the cardinality 
The size of a code C; constructed by the 'expurgating/puncturing' tech­
nique from the preceding section depends on the choice for the a,-. In this 
section we study how to choose the a ; to obtain the largest code C2 from 
a given code C\ with m. fixed. 

G e n e r a l case 

The problem of finding optimal a, in the construction methods can be 
solved by using a dynamic programming approach. For both the asym­
metric and the unidirectional case we will give a shortest-route algorithm 
similar to Viterbi's decoding algorithm for convolutional codes (see e.g. 
[23]). 

A s y m m e t r i c case 

In the asymmetric case we have to determine a 0 , a i , . . . , a n _ m keeping 
in mind that (5.5) holds. An optimal choice is achieved by the following 
algorithm: 

1. Initially, set 

Mo(s) := |7o(s)| for all s G {GF{2))m; 
b0(s) := s for all s <E (GF(2)) m ; 

J : = 1. 

2. For each s € {GF(2))m, find a t € (GF(2)) m such that 

(a) dSy{s,t) < 1; 

(b) Af,-_i(t) = m a x l M ^ H I u G {GF{2))m A dSy{s,u) < l } . 

80 



Then set 

M ; (s) := M3^(t) + |7i-(s)|; 
b ; ( s ) := (by_i(t) ,s) (concatenation). 

3. If j = n — m, then go to step 4. Otherwise, set j := j + 1 and go to 
step 2. 

4. Find an f G (GF{2))m such that 

M n_m(f) = max{M n _ m (u ) |u G (GF(2 ) ) m } . 

The size of the largest code Ci from Ci is equal to Mn-m(f)- This max­
imum can be obtained in the following way. Let a0 be equal to the first 
m coordinates of b n _ m ( f ) , let ai_.be equal to the next m coordinates of 
b n _ m ( f ) , etc. It can easily checked that 

2 - m | C 1 | < M „ _ m ( f ) < | C 1 | . (5.14) 

Note that for m = 1 the algorithm can be reduced to simply setting 

_ ƒ 0 if | 7 ; (0) |> |7Hl) | 
a , ' - \ 1 if | 7 - (0 ) |< |7 - (1 ) | 

for i = 0 , 1 , . . . ,rc — m. 

U n i d i r e c t i o n a l case 

In the unidirectional case we only have to determine a o , a l 5 . . . ,a2 ._i 
keeping in mind that (5.9) and (5.10) hold. For convenience we define 

S2i(s) = 0 (5.15) 

for all s € (GF(2))m in addition to (5.11). To make sure tha t (5.9) and 
(5.10) are satisfied we use an algorithm similar to the one used in the 
asymmetric case, where we force the path to start (j — 0) and finish 
(j = 2t) in the same vector v G (GF(2))m. Now considering all possible v 
gives the following algorithm: 

1. Initially, set 

M 0 (v ,v ) := | S 0 ( v ) | f o r a l l v € ( G J F ( 2 ) ) m ; 
b 0 ( v , v ) := v for all v G (GF(2) ) m ; 

j := 1. 
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2. For all s ,v € [GF{2))m such that dSv{s,v) < t - \t - j \ , find a 
t € {GF(2))m such that 

(a) dSy[s,t) < 1; 
(b) M ; _ ! ( t , v ) = max{M,-_1(u,v)|u G {GF{2))m A dSy{s,u) < 1 A 

ds„(u,v) < t - | t _ j + i | } . 

Then set 

M 3 (s ,v) := Af,-_,(t,v) + |Sy(s)|; 
b j ( s ,v ) := (by_i( t ,v) ,s ) (concatenation). 

3. If j = 2t, then go to siep 4. Otherwise, set j :— j' + 1 and go to step 
2. 

4. Find an f e (GF{2))m such that 

M2 ((f , f) = max{M 2 i (u ,u ) |u G (GF(2) ) m } . 

The size of the largest code C2 from Cx is equal to M 2((f , f ) . This max­
imum can be obtained in the following way. Let ao be equal to the first 
m coordinates of b 2 ( ( f , f ) , let ai be equal to the next m coordinates of 
b 2 ( ( f , f ) , etc. It can easily checked that 

2~m\C1\ < M 2 [ ( f , f ) < | d | . (5.16) 

Note that for m = 1 the algorithm can be reduced to simply setting 

_ f 0 if |S,(0)| >|S,-(1)| 
a , - \ 1 if |S,-(0)|<|S,-(l) | 

for i = 0, l,...,2t - 1. 

E x a m p l e s 

Again we choose m = 2 and take for C\ the 3-SyEC Golay code of 
length 23 and size 4096. For the asymmetric case the values of M ; ( s ) that 
follow from the optimization algorithm are given in Table 5.3, while for 
the unidirectional case the values of M ; ( s , v ) are given in Table 5.4. In 
both cases an example of an optimal path is marked by ^-symbols. Hence 
we obtain a 3-AsEC code of length 21 and size 1628 and a 3-UEC code 
of length 21 and size 1474, respectively. The cardinalities of these codes 
exceed the cardinalities of the codes obtained by choosing the a, as in 
Table 5.2. 
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5.3 Decoding aspects 
In this section we study some decoding aspects for the codes C2 from Sec­
tion 5.1. If the code C\ has nice decoding properties, which will often be 
the case, we can use these to decode C2. 

G e n e r a l case 

We assume that a decoding algorithm for Cx is available. When receiv­
ing a vector y ' from (GF(2))"~m, we can estimate the codeword c' from 
Ci that was sent as follows: 

1. Lengthen the vector y' with a tail y" of length m to obtain a vector 
y = (y' ,y") of length n. 

2. Apply the decoding algorithm for C\ on the vector y, which results 
in a codeword x from C\. 

3. Delete the last m coordinates of x to obtain a vector x ' , that we will 
use as an estimation for c'. 

As (c',a„j(c>)) is a codeword from C\ it follows immediately that 

<M(c',aMcl)), (y',y")) < t => x' = c'. (5.17) 

A s y m m e t r i c case 

When choosing 

y" = a ; with j = min{ti;(y') +t,n — m}, (5.18) 

the preceding decoding procedure always gives the correct codeword in the 
case that t or less errors occured during transmission over an asymmetric 
channel. We can prove this as follows. Since the errors are of the asym­
metric type we have c' > y' and w(c') — t < w(y') < w(c'). Hence we have 
for w(y') < n — m — t that 

^s !y((c ' ,aw ( c . )) ,(y ' ,y")) 

= dsvW>y') + d.Sy{^(c')^w(y') + t) 
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< tü(c') - ï ü ( y ' ) + 1 • |iü(y') +t- w(c') | 
= w{c') - w{y') + w[y') + t - w{c') 
= t, 

and for iu(y') > n — m — t that 

d s„ ( (c ' , a w ( c l ) ) , (y \y" ) ) 
= dSy{c',y') + dsy(aw(C')>an-m) 
< iu(c') - w(y') + 1 • \n — m — iu(c')| 
= IÜ(C') - w(y') + n - m — IÜ(C') 

< f. 

The assertion now follows from (5.17). 
If x ' ^ y ' , then we can conclude that at least t + 1 asymmetric errors 

must have occured. 

U n i d i r e c t i o n a l case 

When choosing 

y" = ay with j = w{y') + t - [{w{y') + t)/2t\ ■ 2t, (5.19) 

the preceding decoding procedure always gives the correct codeword in the 
case that t or less errors occured during transmission over a unidirectional 
channel. We can prove this as follows. Remember that 

a;- = a.j-2t for all 2t < j < n — m + 2t. 

We distinguish between two cases: c' > y' and y ' > c'. 

1. The case c' > y ' . In this case w(c') — t < w(y') < w(c'). Hence 

d5»((c ' ,am ( c . )) ,(y ' ,y")) 
= dSv{c',y') + dSy(aw(C'),aj) 

- dSv{c',y') + dsy(aUj(c'))aiu(y')+t) 
< w{c') - w{y') + I ■ \w{y') + t - w{c')\ 
= w{c') - w{y') + w{y') + t - w(c') 
= t. 
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2. The case y' > c'. In this case w(c') < w(y') < w(c') + t. Hence 

dsi/((c ' ,a„ ( c . )) , (y ' ,y")) 
= dStl(c',y') + d.S!/(aw{c,),a3) 

= dsy{c',y') + dsy{^w{c') + 2t^w(y') + t) 

< w{y') - w(c') + 1 • |w(c') + 2t - w(y') - *| 
= tu(y') - w[c')-+ w[c') +t - w{y') 
= t. 

The assertion now follows from (5.17). 
If x ' ^ y' a n d y' ^ x' , then we can conclude that at least t + 1 unidi­

rectional errors must have occured. 

E x a m p l e s 

Once again we choose m = 2 and take for Cj the 3-SyEC Golay code 
of length 23 and size 4096 with generator matrix as shown in (5.13). A 
decoding algorithm for this code can be found in [27]. We choose the a,-
as shown in Table 5.2. The code Ci of length 21 obtained in this way is 3-
AsEC and of size 1558 in the asymmetric case and 3-UEC and of size 1339 
in the unidirectional case. We consider various examples for the received 
vector y' . 

1. The asymmetric case. 

(a) 

y ' = 100000000000110000000 =» y" = a 3 + 3 = 10 => 
y = 10000000000011000000010 => 
x = 10000000000011011100010 => 
x' = 100000000000110111000 

(b) 

y' = 000100000000010100111 =4> y" = a6+3 = 10 
y = 00010000000001010011110 => 
x = 00010000000001011011100 => 
x' = 000100000000010110111 
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(c) 

y' = 100000000001111111111 => y" = a11+3 = 01 => 
y = 10000000000111111111101 => 
x = 00000000000111111111111 => 

x' = 000000000001111111111 

Since x' ~£_ y' we conclude that at least 4 asymmetrie errors have 
occured. 

2. The unidirectional case. 

(a) 

y' = 011000010000110110010 => y" = a8+3_6 = 10 => 
y = 01100001000011011001010 =4> 
x = 01100000000011011001001 => 
x' = 011000000000110110010 

(b) 
y' = 111110000000001101011 => y" = a10+3-i2 = 01 
y = 11111000000000110101101 => 
x = 01010000000000110101101 =>• 
x' = 010100000000001101011 

(c) 

y' = 000000001010110010011 => y" = a7+3_6 = 10 => 
y = 00000000101011001001110 =>• 
x = 00000000011011001001110 => 
x' = 000000000110110010011 

Since x' 2; y' and y' 2 x ' w e c a n conclude that at least 4 
unidirectional errors have occured. 
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5.4 Retrospect and prospect 

In this chapter we have given a construction method in which i-AsEC and 
/,-UEC codes can be obtained by expurgating and puncturing an initial t-
SyEC code. The method itself has been described in Section 5.1. Shortest-
route algorithms to optimize the cardinalities of the codes obtained by the 
method have been presented in Section 5.2. Finally, for decoding the codes 
it has been shown in Section 5.3 that we can use a decoding algorithm for 
the initial t-SyEC code with some small extra operations. 

In the next chapter we will use this method to obtain i-AsEC and 
Ï-UEC codes of length n that contain more codewords than the largest 
known i-SyEC code of length n. We will restrict ourselves to the area 
n < 23 and t < 4. 
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Chapter 6 

Constructions 

6.1 Trial and error 
In this chapter we try to construct AsEC and UEC codes tha t improve 
comparable SyEC codes in size. To this end we will use the construction 
method from the previous chapter. Further we will also use some trial and 
error techniques. These techniques are described in this first section. Then 
in Section 6.2 we construct i-AsEC codes of length n, while in Section 6.3 
we construct 2-UEC codes of length n. In both cases we focus on the area 
n < 23 and t < 4, since this is the area covered by most tables on the size 
of optimal t-SyEC of length n (see e.g. [21,29]). 

A first trial and error technique concerns the actual construction of 
codes. From the constraints on the weight distribution of an AsEC or UEC 
code as presented in Chapter 3 we can get some idea of how a code whose 
size approximates the corresponding integer programming bound should 
look. For example, it follows from Theorem 3.2 (s = 0,i — 3 ,4 ,5 ,6 ; s = 
l , i = 4 ,6 ; s = 2,i = 2,9) that for a 2-AsEC code of length 9 the weight 
distribution satisfies Az < 3, A4 < 3, A$ < 3, AG < 3, A3 + A4 < 5, 
A5 + A6 < 5, Ao + Ax + A2 < 1, and A7 + Ag + A9 < 1. Hence AA s(9,2) < 
1 + 5 + 5 + 1 = 12. If a 2-AsEC code of length 9 and size 12 actually 
exists, then it must hold that Ao + A\ + A-i = 1, A3 + A4 = 5, A5 + A$ = 5, 
and A7 + As + Ac, = 1. From Az + A4 = 5 it follows that A3 = 3, A4 = 2 
or Az = 2,A4 = 3. In the former case we can assume without loss of 
generality that the codewords of weight 3 look like the following vectors 
V i , v 2 , v 3 : 
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V] = 111000000 
v2 = 000111000 
v3 = 000000111. 

Now it is easy to see that no vector v4 of weight 4 can be chosen such tha t 
^As( v 4 ' v ; ) ^ 5 for all j = 1,2,3. Hence As = 2 and A4 = 3, which gives 
without loss of generality: 

V! = 111000000 
v2 = 000111000 
vo = 100100011 
v4 = 010010101 
v5 = 001001110. 

By using similar arguments for the codewords of weight 5 and 6, and by 
watching the distances between the weight < 4 and weight > 5 codewords, 
it follows that we can add the following vectors to the code: 

v6 = 000111111 
v7 = 111000111 
v8 = 011110010 
v9 = 101011001 

v1 0 = 110101100. 

Finally adding the all-zero and all-one vectors of length 9 gives the desired 
2-AsEC code of length 9 and size 12. 

Another way of applying trial and error techniques is trying to add 
vectors to an existing i-AsEC or i-UEC code without disturbing dAf > 
21 + 1 or dL, >2t + l. 

A third technique concerns the transposing of coordinates in the initial 
code in the construction method from the previous chapter. Although 
equivalent codes have the same properties in many respects, it often does 
mat ter which coordinates form the last m positions when applying the 
construction method. 
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6.2 Some AsEC codes 
For single asymmetric error correcting (1-AsEC) codes various construction 
methods are available. An overview has been given in [18]. For the 1-AsEC 
Constantin-Rao codes of length n (see e.g. [7]) it has been proved that their 
size equals at least 2 n / (n + l ) , which is also the Hamming upper bound 
(see Theorem 2.1) on the size of 1-SyEC codes of length n. Hence a 1-
AsEC code of length n improving the largest 1-SyEC code of length n 
can be obtained for al! n for which the Hamming bound is not sharp, i.e. 
n ^ 21 — 1. Also for some n = 21 — 1 better codes are known, for example 
Delsarte and Piret's 1-AsEC code of length 7 and size 18 (see [8]). 

The theory of multiple asymmetric error correcting codes is less well 
developed. Therefore we will now study 2-AsEC, 3-AsEC, and 4-AsEC 
codes. In [13] Helgesen constructed codes of sizes up to 12 correcting al­
most any fixed number of asymmetric errors and having minimal block 
length. In the context of this section this means that he has found optimal 
codes of length less than 10 for t = 2, less than 13 for t = 3, and less than 
16 for t = 4. We too give some codes having the same parameters (length, 
size, asymmetric error correcting capability) as the corresponding Helge­
sen codes. These codes were found independently and are listed in this 
thesis for the sake of completeness since Helgesen's results have remained 
unpublished thus far. 

6.2.1 2-AsEC codes 
In (8] Delsarte and Piret presented some 2-AsEC codes of length less than 
15 obtained by expurgation and puncturing techniques. We now give 2-
AsEC codes of length n = 9,12 improving their codes, and besides we also 
give 2-AsEC codes of length 15 < n < 23. 

L e n g t h 9 

In [18] it was stated that Delsarte and Piret's code C9 of length 9 and 
size 12 ([8]) that was presented as being 2-AsEC does not correct up to 2 
asymmetric errors since the dAf distance between the codewords 6 and 8 
is only 4. Correct 2-AsEC codes of length 9 and size 12 have been derived 
by Helgesen ([13]) and in Section 6.1 of this thesis. Table D.l once again 
lists the codewords of the latter code. 
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Length 12 

In [8] Delsarte and Piret constructed a 2-AsEC code C13 of length 13 
and size 98. They stated that a column i (l < i < 13) exists in which the 
symbol 0 appears for 50 vectors. Hence a code C\i of length 12 and size 50 
could be obtained by taking all the codewords having coordinate i equal 
to 0 and then deleting column i. Further investigation of C13 leads to the 
conclusion that there are 12 columns in which the symbol 0 appears for 50 
vectors and 1 column j' (l < j < 13) in which the symbol 0 appears for 
45 vectors. Hence we can construct a larger code of length 12 by taking 
all the vectors having coordinate j equal to 1 and then deleting column j . 
Further, we can add the all-zero vector to this code while keeping the code 
2-AsEC. Hence we have constructed a 2-AsEC code of length 12 and size 
98 - 4 5 + 1 = 54. 

Lengths 15,16,17,18 

Sloane et al. ([35]) constructed 2-SyEC codes of length 19 and size 
2048 by dividing the Hamming code of length 15, size 2048, and Hamming 
distance 3 into eight cosets of the Preparata code of length 15, size 256, and 
Hamming distance 5, and then attaching to each coset a different codeword 
of the even-weight code of length 4, size 8, and Hamming distance 2. Let Sjo 
be a code obtained in this way with 0 € S19. By applying the asymmetric 
construction method with C\ = S^, we obtain a 2-AsEC code of length 18 
and size 1217 if m = 1, of length 17 and size 647 if m = 2, of length 16 
and size 364 if m = 3, and of length 15 and size 266 if m = 4. Table E.l 
shows a possible choice for the a, that yields these results. 

It can easily be seen from Table E.l that we can add the all-one vector 
to the code of length 18 while keeping this code 2-AsEC. Hence we have a 
2-AsEC code length 18 and size 1218. 

Lengths 19,20 

Sloane et al. ([35]) also constructed 2-SyEC codes of length 20 and 
size 2560 by considering five cosets of the Preparata code (length 15, size 
256, Hamming distance 5) in the Hamming code (length 15, size 2048, 
Hamming distance 3) and five cosets of the repetition code (length 5, size 
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2, Hamming distance 5) in the code 

{ 00000,11000,10100,10010,10001, 
11111,00111,01011,01101,01110 } 

(length 5, size 10, Hamming distance 2), and then concatenating the vec­
tors of coset i of the Preparata code in every possible way with the vectors 
of coset i of the repetition code (l < i < 5). Let S20 be a code obtained in 
this way with 0 G Sw The weight distribution of S2o as well as the weight 
distribution of S19 are given in Table 6.1. 

Since S19 contains no codewords of weight 1,2,3,4 it follows that it 
holds for all vectors a G (GF(2))1 9 of weight 3 and codewords c G S19 that 
dAs(a,c) > 6 if 10(c) 41 5 a n d that dAs(a,c) > 4 if w(c) = 5. This distance 
equals 4 if and only if w(c) = 5 and c > a. Each c G S19 of weight 5 covers 
exactly 10 vectors of weight 3, and no vector of weight 3 is covered by two 
or more codewords of weight 5. Therefore, 

|{a € (GF(2))1 9 |u/(a) = 3 A dA ,(a, c) > 6 V c e 51 9}| 

= ( ? ) - " ( ; ) = «»>«■ 
Hence we can add at least one vector of weight 3 (which is not covered by a 
codeword of weight 5) to Sjg while keeping the code 2-AsEC. Furthermore 
we can also add the all-one vector while keeping the code 2-AsEC. In 
this way we can construct a 2-AsEC code of length 19 containing at least 
2048 + 2 = 2050 codewords. 

Considering the weight distribution of S2o, we note that 

| { a £ {GF{2))20\w{a) =3/\dA,{a,c) > 6 V c G S20}| 

= (») -„ (») = „„>„. 
Hence we can add a vector v of weight 3 to S2Q while keeping the code 
2-AsEC. Furthermore, 

|{a € (GF{2))20\w{a) = 3 A ^ . ( a . v ) > 6 A ^ . ( a . c ) > 6 V c G S20}\ 

> ( V ) - M ( 5 ) = M > . . 
Hence we can add at least one other vector of weight 3 while keeping the 
code 2-AsEC. We can also add the complements of these two vectors while 
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i 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
E 

Si 9 
A, 
1 
0 
0 
0 
0 
72 
160 
128 
210 
448 
432 
240 
168 
120 
48 
16 
5 
0 
0 
0 

2048 

■$20 
A, 
1 
0 
0 
0 
0 
63 
150 
147 
207 
430 
564 
430 
207 
147 
150 
63 
0 
0 
0 
0 
1 

2560 

^23 
Ai 
1 
0 
0 
0 
0 
84 
252 
445 
890 
1620 
2268 
2632 
2632 
2268 
1620 
890 
445 
252 
84 
0 
0 
0 
0 
1 

16384 

Table 6.1: Weight distribution of the 2-SyEC codes S19, S20, a n d 
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keeping the code 2-AsEC. In this way we can construct a 2-AsEC code of 
length 20 containing at least 2560 + 4 = 2564 codewords. 

Of course, these are very minor improvements. However, we can con­
clude from the foregoing that the codes 519 and S20 which might be optimal 
in the sense of having the largest number of codewords in a 2-SyEC code of 
length 19 (20), are certainly not optimal in the sense of having the largest 
number of codewords in a 2-AsEC code of length 19 (20). 

Lengths 21,22 

Wagner ([42]) constructed a 2-SyEC linear code W23 of length 23 and 
dimension 14. We consider a code WÓ3 which is equivalent to ~W. This code 
^23 has generator matrix 

111000011 
100110011 
101010110 
010111001 
100001011 
010100011 
001000111 
100100110 
010001101 
101011000 
110110100 
111101010 
011011111 
101111101 

By applying the asymmetric construction method with C\ = W.j3, we ob­
tain a 2-AsEC code of length 22 and size 8450 if m = 1, and of length 
21 and size 4251 if m = 2. Table E.2 shows a possible choice for the a, 
that yields these results. When the construction method is applied on the 
Wagner code "W itself, with generator matrix as stated in [42] or [6], the 
resulting 2-AsEC codes only have sizes 8322 and 4200, respectively. 

(6.1) 

Length 23 

It follows from the weight distribution of the Wagner code ~W2z a s shown 
in Table 6.1 (see [6]), that this code can be enlarged in a way similar to that 

97 



in which S2o w a s enlarged. This gives a 2-AsEC code of length 23 containing 
at least 214 + 4 = 16388 codewords, which shows that the Wagner code, 
tha t might be an optimal 2-SyEC code of length 23, is certainly not an 
optimal 2-AsEC code of length 23. 

6.2.2 3-AsEC codes 
We now give 3-AsEC codes of length n = 11 and 13 < n < 21. 

Lengths 11 ,13 ,14 

Table D.2 lists the codewords of 3-AsEC codes of length 11 and size 
8, of length 13 and size 18, and of length 14 and size 30, that have been 
found by trial and error. 

Length 15 

Let B15 be the linear 3-SyEC BCH code of length 15 and dimension 5, 
with generator matrix 

111011001010000 
011101100101000 
001110110010100 
000111011001010 
000011101100101 

(6.2) 

We can add the vectors Vi, v 2 , . . . , v 6 from Table F. l together with their 
complements to this code S15 while keeping the code 3-AsEC. Thus we 
have constructed a 3-AsEC code of length 15 and size 32 + 12 = 44. 

L e n g t h s 16 ,17 ,18 ,19 ,20 ,21 

Let £23 be the linear 3-SyEC Golay code of length 23 and dimension 
12, with generator matrix as shown in (5.13). By applying the asymmetric 
construction method with C] = Q-izi w e obtain a 3-AsEC code of length 
21 and size 1628 if m = 2, of length 20 and size 860 if m = 3, of length 19 
and size 450 if m — 4, of length 18 and size 234 if m = 5, of length 17 and 
size 122 if m — 6, and of length 16 and size 66 if m = 7. Tables E.3 and 
E.4 show a possible choice for the â  that yields these results. 
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Length 23 

Trying to enlarge the code Q-iz in a way similar to that, in which S19, 
S2o, and 1̂ 23 were enlarged, we note that 

I {a e ( G F ( 2 ) ) 2 > ( a ) = 4 A ^ , ( a , c ) > 8 V c G £ 2 3 } | 

= ( Ï ) ~ Al ( 4 ) = 8855 ~~ 253 ' 35 = °' 
Hence we cannot add a vector of weight 4 to £23 while keeping the code 3-
AsEC. A question which is still unresolved is whether £23> which is optimal 
in the sense of having the largest number of codewords in a 3-SyEC code 
of length 23, is also optimal in the sense of having the largest number of 
codewords in a 3-AsEC code of length 23. 

6.2.3 4-AsEC codes 
We next give 4-AsEC codes of length 13 < n < 23. 

Lengths 13,14,15,16 

Tables D.3 and D.4 list the codewords of 4-AsEC codes of length 13 
and size 6, of length 14 and size 8, of length 15 and size 12, and of length 
16 and size 16 that have been found by trial and error. 

Lengths 17,18,19 

Let £ 1 9 be the 4-SyEC code of length 19 and size 40 that contains the 
all-zero vector, the all-one vector, and the 19 cyclic shifts of both 

b = 1100111101010000110 
and its complement b . By applying the asymmetric construction method 
with C\ = £19, we obtain a 4-AsEC code £ i 8 of length 18 and size 30 if 
m = 1, and a 4-AsEC code £ 1 7 of length 17 and size 20 if m = 2. Table E.5 
shows a possible choice for the a, that yields these results. 

Table F.3 lists vectors v 1 , v 2 , . . . , v 6 that can be added to £17 while 
keeping this code 4-AsEC. Thus we have constructed a 4-AsEC code of 
length 17 and size 20 + 6 = 26. 

Table F.3 also lists vectors V i , v 2 , v 3 that can be added together with 
their complements to £1 8 or to the code £ 1 9 while keeping these codes 
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4-AsEC. Thus we have constructed 4-AsEC codes of length 18 and size 
30 + 6 = 36 and of length 19 and size 40 + 6 = 46. 

Lengths 20,21 

By lengthening all codewords from £iQ of odd weight with a 1 and all 
codewords of even weight with a 0 we obtain a code £2o °f length 20, size 
40, and Hamming distance 10. 

By taking the code of length 23, size 48, and Hamming distance 11 that 
contains the all-zero vector, the all-one vector, and the 23 cyclic shifts of 
both 

b = 11111010110011001010000 
and its complement b , and then deleting the last two columns of this code, 
we obtain a code £ 2 i of length 21, size 48, and Hamming distance 9. 

Table F.3 lists vectors v 1 , v 2 , . . . , v 7 that can be added together with 
their complements to £2o ° r £21 while keeping these codes 4-AsEC. Thus 
we have constructed 4-AsEC codes of length 20 and size 40 + 14 = 54 and 
of length 21 and size 48 + 14 = 62. 

Lengths 22,23 

In [36] van Tilborg constructed a linear code of 
7, and Hamming distance 10 with generator matrix 

' 001101101011011001000000 ' 
101010111111101101100000 
010100011110100111110000 
000111101101010010111000 
000010010101111000011100 
001001001011100100001110 
000001101110110011000111 

Deleting the last column of this code gives a code T2s of length 23, dimen­
sion 7, and Hamming distance 9. 

By applying the asymmetric construction method with C\ = T23, we 
obtain a 4-AsEC code T22 of length 22 and size 83 if m = 1. Table E.5 
shows a possible choice for the a, that yields this result. 

Table F.4 lists vectors v 1 , v 2 , . . . , v 5 that can be added to T22 or T23 

while keeping these codes 4-AsEC. Thus we have constructed a 4-AsEC 
codes of length 22 and size 83+5 = 88 and of length 23 and size 2 7 +5 = 133. 

100 
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6.3 Some UEC codes 
Since any 1-UEC code is also 1-SyEC code and vice versa, we use the 
well-studied single symmetric error correcting codes also for single unidi­
rectional error correction. 

The theory of multiple unidirectional error correcting codes is less well 
developed. Therefore we will now study 2-UEC, 3-UEC, and 4-UEC codes. 

6.3.1 2-UEC codes 
We now give 2-UEC codes of length 8 < n < 14, 16 < n < 18, and 
21 < n < 22. 

Lengths 8,9 

Table D.5 lists the codewords of 2-UEC codes of length 8 and size 6 
and of length 9 and size 10, that have been found by trial and error. 

Length 10 

Let Z\\ be the 2-SyEC code of length 11 and size 24 that contains the 
all-zero vector, the all-one vector, and the 11 cyclic shifts of both 

b = 11011100010 

and its complement b . By applying the unidirectional construction method 
with C\ = £u, we obtain a 2-UEC code of length 10 and size 16 if m = 1. 
Table E.6 shows a possible choice for the a, that yields this result. 

Lengths 11,12,13,14 

Let £i6 be the linear Reed-Muller code of length 16, dimension 5, and 
Flamming distance 8, with generator matrix 

1111111111111111 
0000000011111111 
0000111100001111 
0011001100110011 
0101010101010101 

(6.4) 
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We can now construct the Nordstrom-Robinson code Mie of length 16, size 
256, and Hamming distance 6, by shifting £ 1 6 over the following eight 
vectors bj (J/1<5 = uj= 0{c + b;-|c G R-ie,}): 

b0 
b, 
b2 
b3 
b4 
b5 
bG 
b7 

= 0000000000000000 
= 0011010110010000 
= 0101100100110000 
= 1001001101010000 
= 1000010000101110 
= 0100001010001110 
= 0010100001001110 
= 0001000100011110. 

Deleting the last column of M^ we obtain a code Mis of length 15, size 256, 
and Hamming distance 5. The weight distributions of Mis, MG> and ZIQ 
are shown in Table 6.2. 

We now apply the unidirectional construction method with C\ = Mis 
and m = 1. The cardinalities of 7J(0) and T,-(l) are also shown in Table 6.2. 
Choosing a0 = l , a i = 0, a2 = 0,a3 = 0 gives a code C'2 containing 176 
codewords. Choosing ao = l , a i = 0,a2 = 0, a3 = 1 gives a code C2 

containing also 176 codewords. Note that the Hamming distance of any 
two distinct codewords of weight 8 in M\e is at least 8, since these codewords 
are also contained in £ 1 6 . From Table 6.2 it follows that MK, contains no 
codewords of weight 7 or 9. Hence the Hamming distance of any two 
distinct codewords of weight 7 or 8 in Mis is at least 7. We can now easily 
check that C2uC2 is a 2-UEC code Mu of length 14 and size |C2| + |C2'\C2j = 
\C'2\ + |77(1)| = 176 + 8 = 184. 

Let u = (u 'm ,u^J denote the (14 — m,m) partition of any u 6 (Gi?(2))1 4 

for m = 1 ,2 , . . . ,5 . We define 

>Us) = {c 'Jce > / 1 4AC' ; = S} 

for s <G (GF(2))m and m = 1, 2 , . . . 5. In Table 6.3 we give the cardinality 
of M5{s) for all s G (GF(2))5 . From this table it follows that -V3(010) is a 
2-UEC code of length 11 and size 26, M-2{10) is a 2-UEC code of length 12 
and size 52, and Mi{0) is a 2-UEC code of length 13 and size 92. 

Lengths 16,17,18 

By applying the unidirectional construction method with C\ = Sio (see 
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i 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
E 

* 1 < 5 
At 
1 
0 
0 
0 
0 
0 
0 
0 
30 
0 
0 
0 
0 
0 
0 
0 
1 
32 

>/l6 
Ai 
1 
0 
0 
0 
0 
0 

112 
0 
30 
0 

112 
0 
0 
0 
0 
0 
1 

256 

-VlB 
Ai 
1 
0 
0 
0 
0 
42 
70 
15 
15 
70 
42 
0 
0 
0 
0 
1 

256 

1̂ (0)1 
1 
0 
0 
0 
0 
28 
42 
8 
7 
28 
14 
0 
0 
0 
0 

128 

1^(1) 
0 
0 
0 
0 
14 
28 
7 
8 
42 
28 
0 
0 
0 
0 
1 

128 

Table 6.2: Weight distribution of the codes £ l 6 , N^, and Mi5. 
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Subsection 6.2.1), we obtain a 2-UEC code of length 18 and size 1216 if 
m = 1, of length 17 and size 640 if m = 2, and of length 16 and size 352 if 
m = 3. Table E.6 shows a possible choice for the a, that yields these results. 

Lengths 21,22 

By applying the unidirectional construction method with CY = "W!23 (see 
Subsection 6.2.1), we obtain a 2-UEC code of length 22 and size 8448 if 
m = 1, and of length 21 and size 4224 if m — 2. Table E.7 shows a possible 
choice for the a; that yields these results. 

6.3.2 3-UEC codes 
We now give 3-UEC codes of length 11 < n < 14 and 16 < n < 22. 

Lengths 11,12 

Table D.6 lists the codewords of 3-UEC codes of length 11 and size 7 
and of length 12 and size 10, that have been found by trial and error. 

Lengths 13,14 

By applying the unidirectional construction method with C\ = Bis ( s e e 

Subsection 6.2.2), we obtain a 3-UEC code of length 14 and size 22 if 
m = 1, and of length 13 and size 14 if m = 2. Table E.8 shows a possible 
choice for the a* t h a t yields these results. 

Lengths 16 ,17 ,18 ,19 ,20 ,21 ,22 

We consider a code Q'2Z which is equivalent to the Golay code £23 of 
length 23, dimension 12, and Hamming distance 7. This code Q'2Z has 
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•■12 (6.5) 

generator matrix 
11011100010 
01110110001 
10101111000 
01011011100. 
00110101110 
00001110111 
10010011011 
11000101101 
11100010110 
01101001011 
10111000101 
11111111111 

By applying the unidirectional construction method with C\ = Q'23, we 
obtain a 3-UEC code £22 of length 22 and size 2588 if m = 1, and a 3-UEC 
code ff2\ °f length 21 and size 1474 if m = 2. Table E.8 shows a possible 
choice for the a, that yields these results. 

Let u = (u^ , u ^ ) denote the (21 - m , m) partition of any u G (GF(2))21 

for m = 1, 2 , . . . , 5. We define 

9m(s) = {c'm\ceg'21Acl = s} 

for s G (GF(2))m and m = 1, 2 , . . . 5. In Table 6.3 we give the cardinality 
of £5(s) for all s G (GF(2))5 . From this table it follows that &(01010) is a 
3-UEC code of length 16 and size 53, £4(1010) is a 3-UEC code of length 
17 and size 97, £3(010) is a 3-UEC code of length 18 and size 188, £2(10) 
is a 3-UEC code of length 19 and size 376, and £i(0) is a 3-UEC code of 
length 20 and size 737. 

6.3.3 4-UEC codes 
We now give 4-UEC codes of length 13 < n < 18 and n = 22. 

Lengths 13,14,15 

Table D.7 lists the codewords of 4-UEC codes of length 13 and size 6, 
of length 14 and size 8, and of length 15 and size 10 that have been found 
by trial and error. 
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Lengths 16,17,18 

By applying the unidirectional construction method with C\ = £ig (see 
Subsection 6.2.3), we obtain a 4-UEC code of length 18 and size 28 if 
m = 1, of length 17 and size 18 if m = 2, and of length 16 and size 11 if 
m = 3. Table E.9 shows a possible choice for the a, that yields these results. 

L e n g t h 22 

By applying the unidirectional construction method with C\ = T-iz (see 
Subsection 6.2.3), we obtain a 4-UEC code of length 22 and size 82 if 
m — 1. Table E.9 shows a possible choice for the a, that yields this result. 

6.4 Retrospect and prospect 

In this chapter we have applied the construction method from Chapter 5 
to obtain £-AsEC codes and i-UEC codes of length n in the area t < 4 
and n < 23, that are larger than comparable SyEC codes. Optimal choices 
for the tails a, in the method are given in Appendix E. Sometimes only 
minor improvements have been obtained, as for example the 2-AsEC code 
of length 21 and size 4251 (Subsection 6.2.1) compared with the largest 
known 2-SyEC code of length 21 that contains 4096 codewords. However 
in other cases, the number of codewords almost doubled, for example when 
comparing the 3-AsEC code of length 17 and size 122 (Subsection 6.2.2) 
with the largest known 3-SyEC code of length 17 that contains 64 code­
words. Often the final result depends on the arrangement of the columns 
in the initial code. As seen for the Wagner code (Subsection 6.2.1), the 
asymmetric construction method applied with m = 2 to the code "W23 gives 
a 2-AsEC code of length 21 and size 4200, while the method applied with 
m = 2 to the equivalent code ~W'2Z gives a 2-AsEC code of length 21 and 
size 4251. We are not sure if the arrangement of the columns as in the 
latter code is an optimal one for the construction method. To find this 
out would probably require a detailed study of the Wagner code, i.e. in 
general the initial code C\. 

Further, in Section 6.1 we have sketched a way to construct a code by 
trial and error with the use of constraints on the weight distribution that 
follow from Chapter 3. This technique seems to be particularly appropriate 
to derive optimal t-UEC and t- AsEC codes of length n just outside the area 
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covered by Theorems 2.10 and 2.11, i.e. n ss 2t + 4. Examples are listed 
in Appendix D. 

Finally, we have enlarged existing AsEC codes by adding vectors with­
out disturbing the asymmetric error correcting capability of the code. Ex­
amples of such vectors corresponding to some codes from Section 6.2 are 
listed in Appendix F. Again it would require detailed knowledge about the 
original code to optimize this technique. 

The sizes of most of the codes that have been constructed in this chapter 
appear as lower bound on AAs(n,t) and Au{n,t) in the Tables B. l , B.2, 
B.3 , and B.4. 

Almost all of the AsEC and UEC codes constructed thus far in this 
thesis are not linear. In the next chapter we will focus on linear AsEC codes 
in comparison with the well-studied linear SyEC codes. The unidirectional 
case need not be studied, since any linear <-UEC code turns out to be also 

- 1-SyEC. 
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Chapter 7 

Linear asymmetric error 
correcting codes 

7.1 Linear codes of relatively small lengths 
As mentioned in Section 1.2 we call a code of length n linear if it is a 
subspace of (GF(2))n. Linear SyEC codes have been studied extensively 
(see e.g. [21,36]). Bounds on the maximum dimension Ksv{n,t) of a linear 
<-SyEC code of length n can be found in [41]. For relatively small n the 
values of Ksy{n,t) are known exactly, as stated in the following theorem. 

Theorem 7.1 We have 

1. KSv{n,t) =0fort<n<2t and t > 1/ 

2. KSy{n,t) = 1 for 2t + 1 < n < Zt + 1 and t > 1; 

S. KSy{n,t) = 2 for Zt + 2 < n < Zt + 1 + \{2t + l ) /4 ] and t > 1; 

4. KSy{n,t) = 3 for n = Zt + 2+ \{2t + l ) /4 ] and t > 1. 

Proof. The Griesmer lower bound 

Ï>/(2')1 
j ' = 0 

for the minimal length of a linear code with dimension k and Hamming 
distance d is tight for 1 < k < 3 (see e.g. [36]). The theorem now follows 
by substituting d = 2t + 1 and k = 1,2,3. D 

109 



Since any linear code contains the all-zero vector 0, it follows that in a 
linear i-UEC code codewords of weight 1 ,2 , . . . , 2t do not occur. Because 
of (1.14) it follows that such a code is also i-SyEC. With (1.33) we get: 

KSy{n,t) = KL,{n,t) < KAf{n,t) (7.1) 

for all 1 < t < n. 
The values of KAs(n,t) can also be determined exactly for relatively 

small n, as stated in the next theorem. 

T h e o r e m 7.2 We have 

1. KAs:(n,t) = 0 for n = t and t > 1; 

2. KAs{n,t) = 1 for t + 1 < n < 2t + 1 and t > 1; 

S. KAf(n,t) = 2 for 2t + 2 < n < 3t + 2 and t > 1; 

4- KA$(n,t) = 3 for n = Zt + 3 and t > 1. 

Proof . The linear codes of dimension k and length k(t + l) having gen­
erator matrices consisting of t + 1 repetitions of the identity matrix Ik are 
i-AsEC, and thus KA,{k{t + l),t) > k for all k > 1. With (1.33), (1.36) 
and the Theorems 7.1 and 2.11 it now follows that: 

1. 

0 = KSy{t,t) < KA,(t,t) < [\og2(AAs{t,t))\ = Llog2(l)J = 0; 

2. 

1 < KAt{t + l,t)<-KAt{t + 2,t)<...<KA,(2t + l,t) 
< [ ^ ( ^ , ( 2 * + l , f ) ) J - [log2(2)J = 1; 

3. 

2 < KAs(2t + 2,t) < KA,{2t + Z,t) < . . . < KA!{3t + 2,t); 

4. 

3 < KA,(3t + Z,t) < KAs(3t + 2,t) + 1. 
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Hence the only thing left to prove is that KAt[Zt + 2,t) < 2. Suppose the 
contrary holds, i.e. there is a linear i-AsEC code C of length 3£ + 2 and 
dimension 3. Without loss of generality we may assume that three basis 
vectors of C look like 

bj = l a O0 01 I6 V' (y 1* 
b 2 = 0° l" Qi le 0f 1" 1" 
b 3 = 0 a 0" V 0f Is 1" l" 

with 
a + P + -) + 6 + ^ + rj + 0 = 3t+2 (*l) 

and «^(bi) < w[b2) < w{bs), i.e. 

a + 6 + s<0 + S + r]<i + <; + r). ( + 2) 

Because of (*2) we have 

< W b i , b 2 ) = 2(0 + v) > 2t + 2 (*3) 
< W b i , b 3 ) = 2{1 + r])>2t+2 (*4) 
dAs{b2M) = 2(-y + f) > 2 i + 2. (*5) 

Now (*1, *3, *5) give 

a + S + 6 = M + 2 - (/? + r?) - (-7 + f) 
< 3< + 2 - (* + 1) - (t + 1) = t. (*6) 

Because of (*6) we have 

cU*(bi + b 2 , b 2 ) = 2 (a + f ) > 2 < + 2 (*7) 
d>i,(bi + b3,b3) = 2(f + 0 ) > 2 < + 2. (*8) 

Since a +(3 < £ would imply that dA»(b i+b 2 , b 3 ) = 2(-y + 0) > 2t + 2 and so 
with (*3,*7) that (l + e) + (p + r]) + (a + ^ > (t + l) + {t + l) + {t + l) = 3t + 3 
which contradicts (*1), we have 

a + 0>t + l. (*9) 

Finally, it follows from (*4,*8,*9) that 

a + f3 + ~j + 6 + <; + v + 6 > 
{l+v) + {S + 0)+(a + p) > 

(t + 1) + (t + 1) + (t + 1) = 3t + 3, 
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n 
t 

t + 1 

2t 
2t + 1 
2£ + 2 

3t + 1 
3t + 2 
3t + 3 

3t + 1+ |"(2t + l)/4l 
3i + 2 + f(2i + l)/4l 

KSw(n,0 
0 
0 

0 
1 
1 

1 
2 
2 

2 
O 
O 

KA,{n,t) 
0 
1 

1 
1 
2 

2 
2 
3 

Table 7.1: Ksy[n,t) and i f ^ r a , ^ for t > 2 and relatively small n. 

which contradicts (*l). Hence no linear i-AsEC code of length 3i + 2 and 
dimension 3 exists, and so KAs[3t + 2,t) < 2. D 

The results of Theorems 7.1 and 7.2 are summarized in Tables 7.1 and 
C.l. 

Just as we were interested in cases in which AAs{n,t) > Asy{n,t) in 
the preceding chapters, we are interested in n and t for which X^ s (n , i ) > 
KSy{n, t) in this chapter. Theorems 7.1 and 7.2 give us the following result. 

Corollary 7.3 We have 

KAs{n,t) = KSy{n,t) + 1 

for t > 1 and t + 1 < n < 3t + 1 + \{2t + l ) / 4 ] , rr^ 2t + 1, 31 + 2. D 

Varshamov ([39]) was rather pessimistic of finding good linear AsEC 
codes. The reason why is treated in Section 7.2. For t — 1,2 all n for which 
KAs(nit) > Ksy(n,t) are determined in Section 7.3. Finally in Section 7.4 
it is proved that KA,{2m,2m-2 - l) > KSy{2m,2m~2 - l) = m + 1 for all 
m > 4, m even, by constructing a class of linear (2m~2 — l)-AsEC codes of 
length 2m and dimension m + 2. 
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7.2 Results of Varshamov 
In [39] Varshamov started to investigate linear codes that correct asym­
metric errors. The following lemma is the clue to his results. 

Lemma 7.4 ( V a r s h a m o v ) In any linear t-AsEC code C all u , v £ C with 
t + 1 < w;(u) < 21, satisfy 

\{l\ui — 1 A Vi — l } | 7^ t. 

G 

Using this lemma he derived the following theorem. 

Theorem 7.5 ( V a r s h a m o v ) For-all t > 1 and n > Zt we have 

KAt{n,t) - KA,{n - 2t,t) = 2t => KA,(n,t) = KSy{n,t). 

D 

Finally, the observation that the condition KAs(n,t) — KAs(n — 2t,t) = 2t 
is satisfied for almost all integers n when t is fixed gave the following 
corollary. 

Corollary 7.6 (Varshamov) For fixed t > 1 we have 

\{n\t < n < N A KSv{n,t) = KA,{n,t)}\ = N - O(logiV). 

D 

Hence it was concluded that KA,(n,t) equals Ksy{n,t) almost everywhere. 

7.3 Single and double error correcting codes 
From Corollary 7.3 it follows that KAs(n,t) = KSy(n,t) + 1 for n = 2,4 if 
t — 1 and for n = 3 ,4 ,6 ,7 ,9 if t = 2. We will show that these are the only 
cases in which KAf(n,t) > Ksy{n,t) for t — 1,2. To this end we will first 
give a generalization of Lemma 7.4. 

Lemma 7.7 In any linear t-AsEC code C all u , v G C with u ^ O satisfy 

\{i\ui = 1 A v{ = 1}\ > t + 1 V \{i\ui = 1 A V{ = 1}| < tu(u) - t - 1. 

113 



Proof. Since C is linear the vector u + v is a codeword. Without loss of 
generality we may assume tha t u, v, and u + v look like: 

u = la l " 07 0"' 
v = la 0" l1 0( 

u + v = 0 a l " V 0f. 

Hence 

dA„(v,u + v) = 2max{a,P} = 2max{a , w(u) - a } > 2£ + 2, 

which implies a > I + 1 or w(u) — a > t + 1. □ 
We will also need the following lemma. 

Lemma 7.8 We have 

KSy{n + t + l,t) >KSv{n,t) + l 

for all 1 <t <n. 

Proof. Let C be a linear i-SyEC code of length n and dimension k — 
Ksv{n,t). Without loss of generality we may assume that a basis of C 
looks l i k e b 1 , b 2 , . . . , b t - 1 , b J I : = i^ '+io""2 ' -1 . We add a tail 0t+1 to each of 
these k vectors, and we define an extra basis vector to be bjt+1 = l '0"~ ' l ( + 1 . 
The code C' with this new basis is a i-SyEC code of length n + t + 1 and 
dimension KSv{n,t) + 1. Hence KSv[n + t + l,t) > KSy{n,t) + 1. D 

The existence of a linear t-AsEC code whose dimension exceeds the 
dimension of the largest linear Z-SyEC code of the same length turns out 
to have important consequences. 

Theorem 7.9 A linear t-AsEC code C of length n and dimension k with 
n > 2t+ 1 and k = KA!:(n,t) > KSy(n,t) + 1 contains at least one codeword 
c with t + 1 < tu(c) < 2t. 

If C contains a codeword a with t + 1 < u>(a) < min{< + 2,2t), then 

KA,{n- t - l,t) > KAf{n,t) - 1 

and 
KAs[n - t - l , i ) > KSy(n - t - l,t) + 1. 
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Proof. Since 0 6 C and since the code is /-AsEC but not £-SyEC, C 
contains at least one codeword c of weight t + 1 < w(c) < It. 

In the case C contains a codeword a with t + 1 < w(a) < m'm{t + 2, 2t} 
we may assume without loss of generality that a basis of C looks like 
b ^ b s ^ . ^ b ^ - ^ b f c = i ^ W o " - ^ » ) , where the first t + 1 coordinates of all 
b ; (l < i < k — l ) equal 0 ( + 1 due to Lemma 7.7. We now omit b*. from the 
basis and delete the first t + 1 coordinates of the other k — 1 basis vectors. 
The code C' with this new basis is a f-AsEC code of length n — t — 1 and 
dimension k — 1. Hence 

KAf(n- t-l,t) > dim(C') = dim(C) - 1 = KAs[n,t) - 1. 

Suppose KAs{n — t - l,f) = KSfl[n — t — l,t), then 

KSy{n-t- l,t) = KAs{n-t-l,t) > KAt{n,t) - 1 > KSy(n,t), 

which contradicts Lemma 7.8. Hence 

KAs{n - t - l,t) > KSv{n - t - l,t) + 1. 

D' 

Corollary 7.10 If KAs{n,\) > KSy{n, 1) + 1 for a certain n > 3, then 

KAs{n - 2,1) > KAs{n, l) - 1 

and 
KAs(n - 2,1) > KSy{n - 2, l) + 1. 

Proof. This follows immediately from Theorem 7.9, as a 1-AsEC code of 
length n and dimension KA${n,l) > Ksy{n,l) + 1 contains at least one 
codeword a of weight 2. □ 

Corollary 7.11 If KAs(n,2) > KSy{n,2) + 1 for a certain n > 5, then 

KA,(n-3,2) > KAs{n,2) - 1 

and 
KAs{n-3,2) > KSy{n- 3,2) + 1. 

Proof. This follows immediately from Theorem 7.9, as a 2-AsEC code of 
length n and dimension KAs(n,2) > Ksy(n,2) + 1 contains at least one 
codeword a of weight 3 or 4. D 

We are now ready for the final results. 
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T h e o r e m 7.12 We have 

KAf(n, 1) = KSv(n, l) for all n > l , n ^ 2,4. 

Proof . Assuming that KAf(m,l) = .FTsi/l7™! l) for a certain m > 1, it 
then follows that also KAs,[m + 2, l) = i^sv(m + 2, l ) . For if the contrary 
would hold, i.e. KA,{m + 2,1) > KSy[m + 2, l) + 1, Corollary 7.10 (with 
n = m + 2) is contradicted. 

We now need two starting points. These can be obtained from Theo­
rems 7.1 and 7.2. First, since KAf{l,l) = KSy{l,l), we have KA„(n, l) = 
KSy(n, l) for all n > l , n o d d . Finally, it follows from KAs(6, l) = KSy{6,l) 
tha t KAf(n, l) = KSy(n, l) for all n > 6, n even. □ 

T h e o r e m 7.13 We have 

KAs{n,2) = KSy{n,2) for all n>2,n ^ 3 ,4 ,6 ,7 ,9 . 

Proof . Assuming that KA!{m,2) = Ksy{m,2) for a certain m > 2, it 
then follows that also KAs(m + 3,2) = Ksy[m + 3,2). For if the contrary 
would hold, i.e. KAs{m + 3,2) > KSy{m + 3,2) + 1, Corollary 7.11 (with 
n = m + 3) is contradicted. 

We now need three starting points. First, since KAs(2, 2) = ^5^(2,2) 
(see Theorems 7.1 and 7.2), we have KAl,{n,2) = KSy{n,2) for all n > 
2, n = 2 (mod 3). Further, it follows from Corollary 7.11 (with n = 
10) and KSy{l0,2) = 3 (see e.g. [4l]) that ^ , ( 1 0 , 2 ) > 4 would imply 
KA,{7,2) > 4 - 1 = 3. Since KAf(7,2) = 2 (see Theorem 7.2), we have 
7^ , (10 ,2 ) = KSy{lO,2) = 3, and so KAt[n,2) = KSy{n,2) for all n > 
10, n = 1 (mod 3). Finally, it follows from Corollary 7.11 (with n = 
12) and KSy{l2,2) = 4 (see e.g. [41]) that ^ , ( 1 2 , 2 ) > 5 would imply 
KAs(9,2) > 5 - 1 = 4. Since KAl,{9,2) = 3 (see Theorem 7.2), we have 
KAS{12,2) = KSy(l2,2) = 4, and so . ^ , ( ^ 2 ) = KSy(n,2) for all n > 12, 
n = 0 (mod 3). ' D 

7.4 A class of linear AsEC codes 
In this section we present a class of linear AsEC codes that are superior 
to comparable SyEC codes. 

i 
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D e s c r i p t i o n 

The codes can be described by taking a first-order Reed-Muller code 
and one of its cosets. A generator matrix G m of the first-order Reed-Muller 
code R(l,rn) with m > 1 can be defined as (cf. [21]): 

G» = (oGm:ó ?r:\)«.«. Gl = ( j ; ) . . P.2) 

These codes R{l,m) have length 2 r a , dimension m + 1, and Hamming 
distance 2 m _ 1 . All codewords in R(l,m) have weight 2TO_1, with exception 
of the all-one and all-zero vector, as shown in Table 7.2. 

For a certain m we call the rows of G m (from above) v 0 , V j , . . . , v m , 
respectively. Let u • x be defined as the vector (it! ■ x\, ti2 ■ i 2 , . . . , u „ • xn). 
The vector z m is now defined as 

Zm = Vj • V2 + V3 • V4 + • • ■ + V m _ i • V m (7.3) 

for m > 2, m even. 
For all m > 2, m even, we consider the code R'm consisting of the union 

of R(l,m) and its coset zTO + R(l,m) = {zm + c|c € R(l,m)}: 

Rln = {R(l,m))u{zm+R{l,m)). (7.4) 

It is easy to check (by induction) that R*m is a linear code of length 2 m , 
dimension m + 2, and Hamming distance 2 m _ 1 — 2"1 /2 - 1 , having generator 
matrix 

Gm = f ̂  1 (7.5) 

i 
0 

eym~ 1 fymJ2 — \ 

2 m - l 

2 " i - l _|_ 9 m / 2 - l 
2m 

j e ( l ,m) 
A' 
1 
0 

2 m + l _ 2 

0 
1 

z m + ^ ( l , m ) 
A-
0 

2m 

0 
2 m 

0 

zm 
Ai 
1 

2 m 

2m+l _ 2 

2 m 

1 

Table 7.2: Weight distributions of £ ( l , m ) , zm + R(l,m), and £J, 
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and weight distribution as shown in Table 7.2. 

E x a m p l e 

For example, we treat the case m = 4. The code £ ( l , 4 ) of length 16, 
dimension 5, and Hamming distance 8, has weight distribution A0 ~ 1, 
As = 30, A16 = 1, and generator matrix 

G 4 = 

1111111111111111 
0101010101010101 
0011001100110011 
0000111100001111 
0000000011111111 

Hence 

and so 
z4 = (0001000100011110), 

1111111111111111 
0101010101010101 
0011001100110011 
0000111100001111 
0000000011111111 
0001000100011110 

G; = 

(7.6) 

(7.7) 

(7.8) 

The cod 
8 - 2 = 
A16 = 1. 

e k\ has length 16, dimension 5 + 1 = 6, Hamming distance 
6, and weight distribution A0 = 1, A6 = 16, As = 30, Ai0 = 16, 

Error correction capabil i t ies 

Since the Hamming distance of R(l,m) equals 2m~1 , this code is (2m~2 — 
l)-SyEC for all m > 3. Hence £ ( l , m ) is also ( 2 m - 2 - l ) - A s E C for all m > 3. 
Since the Hamming distance of R."m equals 2m~l — 2m /2~1 , this code is only 
(2™-2 - 2™/2-2 - l)-SyEC for m > 4, m even. But Rm is still (2m~2 - l ) -
AsEC for all m > 4, m even! This can be shown as follows. Let u and v be 
two different codewords of R'm. If u , v £ R(l,m) or u , v € £ ( l , m ) + zm , 
then 

dAs{u,v) >dSv(u,v) >2m~\ 
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If u <E R(l,m) and v £ R(l,m) + zm , then the weight distributions of 
R{l,m) and £ ( l , m ) + zm give 

< W u , v ) = d s „ (u ,v ) + |w(u) - w(v) | > 2 m _ 1 - 2 m / 2 _ 1 + 2 m / 2 _ 1 = 2 m _ 1 . 

Hence the dAi, distance of Rm is at least 2m~1 , and so the code is (2m~2 — l)-
AsEC. 

For comparison we also consider (2m~2 — l)-SyEC codes of length 2m 

with m > 3. It follows from the R(l,m) codes that the largest possible 
dimension of such codes is at least m + 1. On the other hand, there is 
a result by Logacev (see e.g. [36]), in which it is claimed tha t tha t the 
minimum length of a linear code of dimension k and Hamming distance 
d with 3 < d < 2k~2 - 2 is at least 1 + E f j o M / 2 ' ! - Hence the minimum 
length of a linear ( 2 m _ 2 — l)-SyEC code of dimension m + 2 is at least 
2m + 1, and so the largest dimension of a linear (2m~2 — l)-SyEC code of 
length 2m is at most m + 1. 

Thus we can summarize the results of this section in the following 
theorem. 

T h e o r e m 7.14 We have 

KA,(2m, 2m~2 - 1) > m + 2 for m>4, m even; 
KSy{2m,2m-2 - 1) = m + l form>3. 

a 
Table F.2 lists vectors v 1 , v 2 , v 3 , v 4 that can be added together with 

their complements to R'4 while keeping the code 3-AsEC. Thus we have 
constructed a 3-AsEC code of length 16 and size 64 + 8 = 72. Hence 
AAS{16,3) > 72. 

7.5 Retrospect and prospect 

In this chapter we have considered linear AsEC codes in comparison with 
linear SyEC codes. Linear UEC codes do not have to be involved since 
any linear 2-UEC code is also i-SyEC. In Section 7.1 we have given the 
exact values for the maximum dimension Ksy{n,t) of a linear i-SyEC code 
of length n and for the maximum dimension KAs(n,t) of a linear £-AsEC 
code of length n for relatively small n, yielding some (trivial) cases in 
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which KA,(n,t) > KSy(n,t). Some of Varshamov's results concerning lin­
ear AsEC codes have been described in Section 7.2, giving rather pes­
simistic expectations on finding good linear AsEC codes. Varshamov's 
assertion 

'KA?{n,t) equals KSy(n,t) almost everywhere' 

has even be strengthened for t = 1 and /, = 2 to 

'KA:){n,t) equals KSy{n,t) everywhere, with the exception 
of only a finite number of values of n" 

in Section 7.3. It is still an open question as to whether the latter assertion 
holds for t > 3. 

Somewhat more optimistic expectations on finding linear AsEC codes 
that are superior to comparable SyEC codes follow from the results that 
have been presented in Section 7.4. The class of linear (2m~2 - l)-AsEC 
codes R'm of length 2 m and dimension m + 2 (m > 4, m even) indicates that 
KAs{n,t) > Ksy[n,t) + 1 in some nontrivial cases. Another open question 
is whether there are n and t satisfying KAl!(n, t) > Ks„[n,t) + 2. 

Considerations like the ones made in Theorem 7.9 might give a clue 
when trying to answer these open questions, since the necessary presence 
of codewords of weight between t + 1 and 2t in a linear i-AsEC code of 
length n and dimension at least Ksy(n,t) + 1 has shown to be of great 
importance when applying shortening techniques on such a code. 

Tables of bounds on KSy{n,t) and KAs(n,t) for n < 23 and i < 4 are 
given in Tables C.l and C.2 in Appendix C. 
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Appendix A 

Derivation of the conditions 
for error correction and/or 
detection capabilities 

In this appendix we prove the Theorems 1.1 and 1.2 tha t were stated in 
Section 1.4. 
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T h e o r e m 1.1 A code C is f,-SyEC /.2-UEC /.3-AsEC d,-SyED d2-UED 
4 - A s E D (with 0 < t} < t2 < t3, 0 < dx < d2 < d3, t, < dt) if and only if 
all a , b G C with a ^ b and A f(a,b) > A r(b,a) satisfy 

' d{a,b) > £3 + d2 + 1 Ad(a,b) > t2 + dz + 1 if 7V(b,a) = 0 
d{a,b) > t3 + dx + 1 Ad{a,b) > tx + d3 + 1 

AN(a,b) > d3 + l \ï 1 <N{b,a) <t3 

{ d{a,b) >t3 + di + 1 if A r(b,a) > t3 + 1 

Proof . From the definition of a ^ -SyEC <2-UEC *3-AsEC dj-SyED d2-
UED rf3-AsED code it follows that we have to prove that for all a, b 6 C 
with a ^ b and Af(a,b) > A r (b ,a ) : 

Sia^!,^,^) n S{b,d1,d2,d3) = 0 A S(b, tltt2,t3) n S{a,d1,d2,d3) = 0 

' d(a, b) > £3 + d2 + 1 Ad(a, b) > f2 + d3 + 1 if N(b, a) = 0 
d(a, b) > <3 + di + 1 Ad(a, b) > ti + d3 + 1 

A N ( a , b ) > r f 3 + l ifl<N(b,a)<ts 

{ d{a,b)>t3 + d1 + l if A r(b,a) > t3 + 1 

Without loss of generality we may assume that a and b satisfy 

a, = 6, for 1 < i < a 
a, > 6, for a + 1 < i < a + (3 
a , < 6, for a + (3 + 1 < i < a + (3 + -y = n 

with a = n- N{a,b) - N{b,a), (3 = N(b,a), and -y = N ( a , b ) . 
"=>" Define z € (GF(2))" as 

2, = at for 1 < i < a 
Zi — b{ for a + 1 < i < a + (3 
Zi = a, for a + /? + 1 < i < a + 0 +' /x 
Zi = 6, for a + /? + /x + 1 < i < a + 0 + 7 = n 

where /x will be filled in in accordance with the case under consideration. 

1. The case N{b,a) = 0. Suppose d (a ,b ) <t2 + d3 or <f(a,b) < t3 + d2. 

(a) If d (a ,b ) < t2 + d3, 
then z (with fi = min{7, d3}) 6 Sv(a,t2) n S,i.,(b,d3). 
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(b) If d{a,b) <h + d2, 
then z (with /z = min{7, 's}) € Sv(a,d2) n 5 ^ ( b , « 3 ) . 

2. The case 1 < N{b,a) < t3. Suppose d{a,h) < t3 + 4 or <f(a,b) < 
ij + d3 or A r(a,b) < d3. 

(a) If d (a ,b ) < t3 + 4 and t3 < 7, 
then z (with /z = t3) € 5 s w ( a , 4 ) n 5/i.«(b, £3). 

(b) If d{a,b) < £3 + 4 and i3 > 7, 
then z (with /z = 7) G S ^ a , ^ ) n S,u(b,£3). 

(c) If d (a ,b ) < <! + 4 and d3 < 7, 
then z (with /z = 4 ) £ 5s ! /(a , i1) n 5^ , (b ,d 3 ) . 

(d) If d (a ,b ) < tx + d3 and d3 > 7, 
then z (with /z = 7) € ^ „ ( a , ^ ) n 5 / i , (b ,d 3 ) . 

(e) If zV(a,b) < 4 , 

then z (with ^ = 7) E S.As(a,£3) n SU 5 (b ,4 ) -

3. The case 7V(b,a) > t3 + 1. Suppose rf(a,b) < £3 + 4 -

(a) If d (a ,b ) < t3 + d,, 
then z (with /z = t3) € S s „ ( a , 4 ) H S ^ b , ^ ) . 

Hence we have shown that 

z e s{a,tut2,t3) n S(b ,4 ,4 ,4) v z e S(b,ti,t2,*3) n 5(3 ,4 ,4 ,4) 

for each case, which contradicts the assumption that these two intersections 
of sets are both empty. 

"<*=" Suppose there is a z € {GF{2))n such that 

z E 5(a, i1 ,£2 ,<3) n S ( b , 4 , 4 , 4 ) V z € 5(b,<1 ,£2 ,£3) n S ( a , 4 , 4 , 4 ) . 

Again, we shall find a contradiction for each case. This will only be shown 
for 

z € S{a,tut2,t3) n 5 ( b , 4 , 4 , 4 ) , 

since it can be shown in a completely analogous way for 

z E S{b,tut2,t3) H 5 ( a , 4 , 4 , 4 ) . 

129 



1. The case A r(b,a) = 0. 

(a 

(b. 

2. The case 1 < N{b,a) < t3. 

(a 

(b 

(c 

(d 

(e 

(b 

If N{a,z) = 0, 
then d (a ,b ) = N(a,b) < N{z,b) < d{z.b) < d3. 

If N{a,z) > 1, 
then d(a.b) < d{a,z) + d(z,b) <U + d3. 

lï N(a,z) > 1 and N{z,a) > 1, 
then d(a,b) < d(a,z) + d(z,b) < t\ + d3. 

If JV(a,z) = 0, 
then JV(a,b) < N ( z , b ) < d{z,b) < d3. 

If N{z,a) = 0 and N{z,b) > 1 and N{b,z) > 1, 
then d (a ,b ) < d(a ,z) + d(z,b) < t2 + dx. 

If N ( z , a ) = 0 a n d N{z,b) = 0, 
then N{a,b) < N{a,z) < d(a,z) < t2. 

If W(z,a) = 0 and AT(b,z) = 0, 
then Ar(b,a) < N{b,z) = 0 . 

3. The case Ar(b,a) > t3 + 1. 

If iV(b,z) > 1 and N{z,b) > 1, 
then d{a,b) < d(a,z) + d(z,b) < t3 + d\. 

If N[z,b) = 0 , 
then AT(b,a) < 7V(a,-b) < N{a,z) < d{a,z) < t3. 

If N(b,z) = 0, 
then N ( b , a ) < Af(z,a) < d(z,a) < t3. D 
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T h e o r e m 1.2 Any <j-SyEC i2-UEC £3-AsEC di-SyED d2-UED d3-AsED 
code (with 0 < tx < t2 < t3, 0 < dy < d2 < d3, t{ < dt) is also a f'j-SyEC 
/.'2-UEC ig-AsEC d'j-SyED d2-UED d'3-AsED code with 

t\ = ma,x{t1,t3 + di- d3}, 
t'2 = max{<2, t3 + dn — d3}, 
t3 = t3, 
d\ = max{d1,min{<3 + 1, ty + d3 — ^3}}, 
d'2 = ma,x{d2,t2 + d3 — t3}, 

d'3 = d3. 

Proof. First, observe that t'2 + d3 = t3 + d'2. Next, since 

0 < ty < t\ = m&x{ti,ts + di — d3} < ma,x{t2,t'2 — d'2 + dy} 
< t'2 = max{t2,t3 + d2 — d3} < t3 = t'z, 

0 < di < d\ < m&x{dy,d3 + ty - t3} < max{d2,d'2 - t'2 + ty} 
< d'2 = ma,x{d2,d3 + t2 — t3} < d3 = d'3, 

t\ — max{i!,i3 + dy — d3} < dy < d[, 

t'2 = ma.x{t2,t3 + d2 - d3} < d2 < d'2, 

t3 — tz ^ «3 = ds, 

we may apply Theorem 1.1 to obtain necessary and sufficient conditions 
for a code to be t ' r SyEC <2-UEC *3-AsEC <frSyED d'2-UED d3-AsED. 
Finally, we now show that these conditions are implied by the necessary 
and sufficient conditions for a code to be ii-SyEC i2-UEC i3-AsEC dj-SyED 
d2-UED ds-AsED. 

1. The case AT(b,a) = 0. 

(a) If t3 + d2 > t2 + d3, 
then d(a, b) > t3 + d2 + 1 = t'3 + d\ + 1 = t'2 + d'3 + 1. 

(b) If t3 + d2 < t2 + d3, 
then d(a, b) > t2 + d3 + 1 = t\ + d'3 + 1 = t'3 + d'2 + 1. 

2. The case 1 < 7V(b,a) < t3. 

(a) If t3 + dy > ti + d3, 
then d(a ,b ) > t3 + dx + 1 = t'3 + d[ + 1 = t\ + d'3 + 1 and 
A r(a ,b) > d3 + 1 = d'3 + 1. 
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(b) If t3 + di < tt + ds, 
then rf(a,b) > U + 4 + 1 = t\ + d'3 + 1 > t'z + d[ + 1 and 
N{a,b)>d3 + l = d'3 + l. 

3. The case Ar(b,a) > t3 + 1. 

(a) If <3 + 1 < cfx or ij + 4 < f3 + 4 , 
then d(a,b) > i3 + 4 + 1 = t'3 + d\ + 1. 

(b) If t3 + 1 > di and ^ + d3 > t3 + dlt 
then d{a, b) > 2C3 + 2 > ^ + ^ + 1. D 
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Appendix B 

Bounds for optimal SyEC, 
UEC, and AsEC codes 

In this appendix we present bounds on the largest cardinality Asy{n,t) of 
a f-SyEC code of length n, on the largest cardinality Au(n,t) of a t-XJEC 
code of length n, and on the largest cardinality AAs(n,t) of a i-AsEC code 
of length n, all in the area t < A and n < 23. Upper bounds for such codes 
were discussed in Chapters 2, 3, and 4, while constructive lower bounds 
were treated in Chapters 5 and 6. 

In Tables B. l , B.2, B.3, and B.4 the bounds on Asv{n,t) are all taken 
from the tables in [29], except the lower bounds for t = 1 and 16 < n < 
18. Recently, van Os ([26]) has shown that J 4 S y ( l8 , l ) > 10496 (hence 
ASy\n, 1) > 5248), and Romanov ([32]) has shown that ASy(l6, l) > 2720. 

All upper and many lower bounds on Air(n,t) and AAs(n,t) in Ta­
bles B.l , B.2, B.3, and B.4 follow from results presented in this thesis. We 
now list these results, where the letters correspond to the references in the 
tables. 

g l Asv{n,t) = Au{n,t) < AAs(n,t) for 1 = i < n 
(see 1.32 and 2.5). 

g t ASy(n,t) < Av(n,t) < AA!!(n,l) for 2 < t < n 
(see 1.32). 

f 1 for t < n < t + 1 and t > 1 
us Au{n,t) = \ 2 for t + 2 < n < It + 2 and t > 1 

(4 for n = 2t + 3 and t > 1 
(Theorem 2.10). 
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i l for n = t and t > 1 
2 for t + 1 < n < 2t + 1 and t > 1 
4 for n = 2t + 2 and t > 1 

(Theorem 2.11). 

B I ^ ( n , i) < (t + l)ASy{n,t) for 1 < t < n 
(Theorem 2.2). 

B 2 AAf{n,t) < ASy{n + t,t) for 1 < t < n 
(Theorem 2.3). 

B 3 Av{n,t) < tASy{n,t) for 1 < t < n 
(Theorem 2.4). 

B 4 Av[n,t) < ASv{n + t - l,t) for 1 < t < n 
(Theorem 2.6). 

B 5 (3i + l)Av{n,t) > (t + l)AAs{n,t) for 1 < t < n 
(Theorem 2.8). 

ia AAl,{n,t) < IA!,{n^) for 1 < ( < n 
(Asymmetrie Integer Programming Bound, Theorem 3.10). 

iu Av{n,t) < Ii,{n,t) for 1 < t < n 
(Unidirectional Integer Programming Bound, Theorem 3.11). 

sa Upper bound on AAf(n,t) derived by sharpening the Asymmetric In­
teger Programming Bound using combinatorial arguments 
(Section 4.2). 

su Upper bound on Au{n,t) derived by sharpening the Unidirectional In­
teger Programming Bound using combinatorial arguments 
(Section 4.3). 

ca Lower bound on AAs(n,t) derived by construction of a <-AsEC code of 
length n 
(Section 6.2, Section 7.4). 

c u Lower bound on Aii(n, t) derived by construction of a i-UEC code of 
length n 
(Section 6.3). 

Other lower bounds follow from codes that can be found in literature: 
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Va Code obtained by Varshamov ([40]). 

C R Code obtained by Constantin and Rao ([7]). 

K F Code obtained by Kim and Freiman ([15]). 

D P Code obtained by Delsarte and Piret ([8]). 

Sh Code obtained by Shiozaki ([34]); Shiozaki's method can be considered 
as the m = l case of the asymmetric construction method presented 
in Chapter 5 of this thesis. 

r V Code obtained repetition of the 1-AsEC Varshamov code of length 5 
and size 6. 

r K Code obtained repetition of the 1-AsEC Kim-Freiman code of length 
6 and size 12. 

Very recently Saitoh et al. ([33]) have announced new construction 
methods for AsEC and UEC codes. These codes result in numerous new 
lower bounds on AAs(n,t) and Aii[n,t) in the area 14 < n < 23 and 
3 < t < 6. 
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n 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

ASv{n, 

40 
48 
64 

128 

1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
4 
4 
6 
10 
20 
40 
— 
— 
— 
-

4) 

48 
88 
150 
280 

Av{n,A) 
us -\us 

us -ï us 

usnus 

us yus 

usn us 

usnus 

U,«OUJ 

us^us 

us^gt 

cu^gt 

cuogt 

cu10 - 12»' 
c u l l - 16»' 
cu18 - 26»' 
cu28 - 44»' 
»'40 - 74»' 
»'40 - 133»' 
»'48 - 229»' 
cu82 - 423»' 

»'128 - 745»' 

AAs{n,4) 
as i as 

as nas 

as nas 

as nas 

as nas 

as nas 

as ACS 

aSAta 

as Ata 

cafcia 

caosa 

ca-i nia 

ca -I e-sa 

ca26aa 

c a36 - 44 ia 

ca46 - 74*° 
ca54 - 133*a 

ca62 - 229*° 
ca88 - 423 i a 

c a133 - 745 ia 

Table B.4: Bounds on ASy(n,4), Av(n,4), and AAl,(n,4) for 4 < n < 23. 
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Appendix C 

Bounds for optimal linear 
SyEC and AsEC codes 

In this appendix we present the exact values for the largest dimension 
Ksy(n,t) of a linear Z-SyEC code of length n and bounds on the largest 
dimension KAf!(n,t) of a linear t-AsEC code of length n in the area t < 4 
and n < 23. Such codes were discussed in Chapter 7. In Tables C.l 
and C.2 the values of Ksy{n,t) can all be derived from the tables in [41]. 
For n < 3t + 3 the values of KAs(n,t) follow from Theorem 7.2. For 
3t + 4 < n < 23 the bounds on KAs(n,t) were obtained as follows: 

1. The case t = 1. We have KAs(n, l) = KSy{n, l) for 7 < n < 23 from 
Theorem 7.12. 

2. The case t = 2. We have KA,(n,2) = KSy(n,2) for 10 < n < 23 from 
Theorem 7.13. 

3. The case t — 3. We have 

5 = tfs,(l5,3) < KA ,(15,3) < [log2(ylA ,(l5,3))J < [log2(50)J = 5. 

Further 
6 < KA ,(16,3) < KA.»(15,3) + 1 = 6 

by Theorem 7.14 and 

10 = ^ ( 2 1 , 3 ) < KAs{21,3) < ^ , ( 1 5 , 3 ) + 6 = 11. 

Suppose KAs{2l,3) = 11, then # A , (21 ,3) - #^ , (15 ,3) = 11 - 5 = 6 
and KAs(21,3) = 11 > 10 = KSy{21,3), which contradicts Theo­
rem 7.5. Hence 

7^ , (21 ,3) = 10. 
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All other bounds for 13 < n < 23 now follow from simple arguments 
as KAf{n,3) > KSv{n,3) and KA,(n,3) < KAs{n- 1,3) + 1. 

4. The case t = 4. All bounds for 16 < n < 23 follow from simple 
arguments as KAl!(n,4) > KAs(n - 1,4), ^ , ( ^ , 4 ) > KSy{n, 4), and 
KAs(n,4) < [\og2(AA$(n,4))l 
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Appendix D 

Trial and error codes 

In this appendix we present codes obtained by trial and error, in a way 
described in Section 6.1. These codes are listed in Tables D.l-D.7. 
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Cl 
c2 
c3 
c4 
c5 
c6 
c7 
c8 
c9 
ClO 
Cu 
Cl2 

n = 9 
000000000 
111000000 
000111000 
100100011 
010010101 
001001110 
011110010 
101011001 
110101100 
111000111 
000111111 
111111111 

Table D.1: 2-AsEC code of length 9 and size 12. 
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Cl 
c2 
c3 
c4 

C5 
c6 
C7 
Cg 

n = 13 
0000000000000 
1111100000000 
0000000011111 
0011111111000 
1100011100111 
1111111111111 

n = 14 
00000000000000 
11111000000000 
00000111110000 
10000100001111 
01101010111001 
01110111001110 
10011001110111 
11111111111111 

Table D.3: 4-AsEC codes of length 13 and size 6 and of length 14 and size 
8. 

Cl 
c2 
C3 
c4 
c5 
c6 
c7 
c8 
c9 
ClO 
Cu 
C12 
Cl3 
C14 
c15 
Cl6 

n = 15 
000000000000000 
111110000000000 
000001111100000 
100001000011110 
011000110011001 
000110001110101 
110100101101010 
011011010100110 
100111110001101 
101010011111011 
011101101010111 
111111111111111 

n = 16 
0000000000000000 
0101000000010101 
0010100011001000 
0000011100100010 
1111111000000000 
1100000111110000 
1010000100001111 
0011001011100011 
0000111110011100 
0111100101011001 
1001110101100110 
1100011000111011 
1110100011111110 
0101011111110101 
1011111110001011 
1111111111111111 

Table D.4: 4-AsEC codes of length 15 and size 12 and of length 16 and 
size 16. 
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Cl 
c2 
c3 
c4 
c5 
c6 
c7 
c8 
c9 
c10 

n = 8 
00100100 
01001001 
11110000 
10001110 
00111011 
11010111 

ra = 9 
000000011 
111000000 
000111000 
100100110 
010010101 
110011010 
101110001 
011110110 
110101101 
101011111 

Table D.5: 2-UEC codes of length 8 and size 6 and of length 9 and size 10. 
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Cl 
c2 
c3 
c4 

c5 
c6 
c7 
c8 
c9 
ClO 

n = 11 
ÏIOOOOOOOOO 
00111100000 
10100011100 
01010010011 
10001101011 
01111001110 
11011111101 

n = 12 
000001100000 
111100000000 
000000001111 
000111010001 
011011001010 
010100110110 
101101000111 
110111011100 
001110111011 
111011110111 

Table D.6: 3-UEC codes of length 11 and size 7 and of length 12 and size 
10. 
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Cl 
c2 
c3 
c4 
C5 
c6 
C7 
c8 
Cg 
c10 

n = 13 
1110000000000 
0001111100000 
1001000011110 
0110110011001 
1100101100111 
0111011111111 

n = 14 
11000000000000 
00111110000000 
10100001111000 
01010001000111 
10011100110110 
01101010101101 
00110111011011 
11001111111111 

n = 15 
111110000000000 
000001111100000 
100001000011110 
011000110011001 
000110001110101 
110100101101010 
011011010100110 
100111110001101 
101010011111011 
011101101010111 

Table D.7: 4-UEC codes of length 13 and size 6, of length 14 and size 8, 
and of length 15 and size 10. 
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Appendix E 

Optimal choices for the tails in 
the construction method 

In Section 5.1 a construction method was presented to obtain AsEC or 
UEC codes. The size of such a code depends on the choice for the tails a, 
in the method. In Section 5.2 algorithms were given to get optimal choices 
for a given initial code Cj and a fixed tail-length m. In this appendix we list 
in Tables E.l-E.9 such optimal choices for certain initial codes as treated 
in Sections 6.2 and 6.3. Further we also provide the cardinalities of the 
corresponding sets 7ï(a;) or Si (a;). Note that |7i(a t) | equals the number 
of codewords of weight i in the resulting code C2-
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i 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
E 

Ci = 9-iz 
m = 2 

a, 
00 
01 
11 
11 
11 
11 
01 
01 
11 
11 
10 
00 
00 
10 
10 
00 
00 
01 
11 
11 
11 
11 

|Ti(a,) 
1 
0 
0 
0 
0 
21 
56 
120 
0 

280 
336 
336 
280 
0 

120 
56 
21 
0 
0 
0 
0 
1 

1628 

m = 3 
a, 
000 
001 
011 
111 
111 
011 
011 
111 
111 
110 
100 
000 
000 
100 
100 
000 
000 
001 
011 
111 
111 

|Tï(a,-)i 
1 
0 
0 
0 
5 
16 
40 
0 

120 
160 
176 
160 
120 
0 
40 
16 
5 
0 
0 
0 
1 

860 

m 
a,-
0000 
0001 
0011 
0111 
0111 
0111 
1111 
1111 
1110 
1100 
1000 
0000 
0000 
1000 
1000 
0000 
0000 
0000 
0000 
0000 

= 4 
7;(a,)| 

1 
0 
0 
0 
4 
12 
0 
48 
72 
88 
88 
72 
48 
0 
12 
4 
1 
0 
0 
0 

450 

m 
a, 

01111 
01111 
01111 
01111 
01111 
11111 
11111 
11110 
11100 
11000 
10000 
00000 
00000 
10000 
10000 
00000 
00000 
00000 
00000 

= 5 
7i-(a,-)| 

0 
0 
0 
1 
3 
0 
18 
30 
42 
46 
42 
30 
18 
0 
3 
1 
0 
0 
0 

234 

Table E.3: An optimal choice for the a, in applying the asymmetric con­
struction method to the 3-SyEC code ^23 with m = 2 ,3 ,4 ,5 . 
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i 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
E 

Cl — §2Z 
m 

a,-
110111 
110111 
110111 
111111 
111111 
111111 
111110 
111100 
111000 
110000 
100000 
000000 
000000 
100000 
100000 
000000 
000000 
000000 

= 6 
|7Ha,-)| 

0 
0 
1 
0 
0 
6 
12 
18 
24 
24 
18 
12 
6 
0 
1 
0 
0 
0 

122 

m = 
a; 

1111101 
1111101 
1111101 
1111111 
1111111 
1111110 
1111100 
1101100 
1101000 
1001000 
1000000 
0000000 
0000000 
0000010 
0000010 
0000000 
0000000 

= 7 
Ttei)\ 

0 
0 
1 
0 
2 
4 
8 
12 
12 
12 
8 
4 
2 
0 
1 
0 
0 

66 

Table E.4: An optimal choice for the a; in applying the asymmetric con­
struction method to the 3-SyEC code £23 w ' t h m = 6, 7. 
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i 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
E 

Ci = 
m = 1 

a, 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 

\Ti(ai)\ 
1 
0 
0 
0 
0 
0 
0 
0 
9 
10 
9 
0 
0 
0 
0 
0 
0 
0 
1 

30 

■i-lS 
m = 2 

a, 
00 
01 
11 
11 
11 
11 
11 
11 
10 
00 
00 
01 
11 
11 
11 
11 
11 
11 

l^-(a,-)l 
1 
0 
0 
0 
0 
0 
0 
4 
5 
5 
4 
0 
0 
0 
0 
0 
0 
1 

20 

c 1 — '23 
m = 1 

a, 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
1 
0 
0 
1 
0 
0 
0 
0 
0 
0 

\TMi)\ 
1 
0 
0 
0 
0 
0 
0 
0 
8 
15 
17 
7 
13 
9 
7 
1 
O O 

2 
0 
0 
0 
0 
0 
83 

Table E.5: An optimal choice for the a, in applying the asymmetric con­
struction method to the 4-SyEC code £19 with m = 1,2 and the 4-SyEC 
code T-iz with m = 1. 
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i 
0 
1 
2 
3 
E 

Ci = üii 
m = 1 

a, 
1 
0 
0 
0 

|S,-(a,-)| 
5 
6 
5 
0 
16 

Ci — 5i9 
m = 1 

a, 
1 
0 
0 
1 

|S«'(a,)| 
288 
352 
352 
224 
1216 

m = 2 
a, 
01 
00 
00 
01 

IS.-M 
160 
192 
192 
96 
640 

m = 3 
a, 
001 
000 
000 
001 

|5,-(a<)l 
80 
112 
112 
48 
352 

Table E.6: An optimal choice for the a, in applying the unidirectional 
construction method to the 2-SyEC code Z\\ with m — 1 and to the 
2-SyEC code S19 with m = 1,2,3. 

i 
0 
1 
2 
3 
E 

Cl = ^3 
m = 1 

ai 
1 
0 
0 
0 

S,(a.) 
2176 
2048 
2176 
2048 
8448 

m = 2 
a, 
01 
00 
00 
00 

5,-(aOI 
1088 
1024 
1088 
1024 
4224 

Table E.7: An optima] choice for the a, in applying the unidirectional 
construction method to the 2-SyEC code ~W'2Z with m = 1,2. 
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i 
0 
1 
2 
3 
4 
5 
E 

Cl = Sl5 
m = 1 

at 
1 
0 
0 
0 
0 
0 

S,-(a,-)| 
7 
8 
7 
0 
0 
0 
22 

m = 2 
a, 
01 
01 
00 
01 
01 
11 

IMa,)l 
4 
4 
3 
0 
0 
3 
14 

Ci = &., 
m = 1 

a, 
0 
0 
0 
0 
1 
0 

|S.(a,)j 
617 
176 
330 
176 
617 
672 
2588 

m = 2 
a, 
00 
01 
01 
11 
01 
01 

|S,(a,)| 
281 
120 
120 
281 
336 
336 
1474 

Table E.8: An optimal choice for the a, in applying the unidirectional 
construction method to the 3-SyEC code Si5 with m = 1,2 and to the 
3-SyEC code g'rd with m = 1,2. 
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i 
0 
1 
2 
3 
4 
5 
6 
7 

E 

£-1 — i-19 
m = 1 

a, 
1 
0 
0 
0 
0 
0 
0 
0 

I£(a,-)| 
9 

10 
9 
0 
0 
0 
0 
0 

28 

m = 2 
a t 

10 
10 
00 
10 
10 
10 
10 
11 

|S(aOI 
5 
5 
4 
0 
0 
0 
0 
4 

18 

m. = 3 
a, 

001 
000 
000 
001 
011 
111 
111 
011 

|Si(a,-)| 
3 
2 
2 
0 
0 
0 
2 
2 

11 

^ 1 — 123 

. m = 1 
a, 
1 
0 
0 
0 
1 
1 
0 
0 

l & ( a i ) l 
11 
17 
17 

7 
13 

9 
7 
1 

82 

Table E.9: An optimal choice for the a, in applying the unidirectional 
construction method to the 4-SyEC code £ 1 9 with m = 1,2,3 and to the 
4-SyEC code T23 with m = 1. 
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Appendix F 

Enlargement of some AsEC 
codes 

As seen in Chapter 6 it is sometimes possible to add vectors to a t-AsEC 
code while keeping this code i-AsEC. In this appendix we list in Tables F . l -
F.4 such vectors for some 3-AsEC and 4-AsEC codes that were treated in 
Section 6.2 and Section 7.4. With some effort it can be checked that these 
vectors indeed do not affect the asymmetric error correcting capability. To 
this end various properties of the original code can be used, as for example 
the nonoccurence of certain weights in the code, the code being cyclic, etc. 

163 



Vi 
v2 
v3 
v4 
v5 
v6 

n = 15 
111100000000000 
000011110000000 
000000001111000 
100001001000110 
000100010010011 
001000100001101 

Table F.1: Vectors that can be added to B^ while keeping the code 3-AsEC. 

Vl 
v2 
V3 
v4 

n = 16 
1000010000100001 
0100001000011000 
0010000110000100 
0001100001000010 

Table F.2: Vectors that can be added to R"A while keeping the code 3-AsEC. 
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Vi 
v2 
v3 
v4 
v5 
v6 

Vi 
v2 
v3 

Vl 
v2 
v3 

Vl 
v2 
v3 
v4 
v5 
v6 
v7 

Vl 
v2 
v3 
v4 
v5 
v6 
v7 

n ~ 17 
00011000001011000 
11000000010100001 
00100101100000100 
01101111100111101 
10111011011111010 
11010110111001111 
n = 18 
000010000011110000 
000000001000001111 
111000110000000000 
n = 19 
1111100000000000000 
0000011111000000000 
0000000000111110000 
n = 20 
11111100000000000000 
10000011111000000000 
01000000100111100000 
00010010000100011100 
00100001000010010011 
00001000010001001010 
00000100001000100101 
n = 21 
111111000000000000000 
100000111110000000000 
010000100001111000000 
001000010001000111000 
000100001000100100110 
000010000100010001001 
000001000010001010100 

Table F.3: Vectors that can be added to Ln (17 < n < 21) while keeping 
the code 4-AsEC. 
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Vl 
v2 
v3 
v4 
v5 

Vl 
v2 
v3 
v4 
v5 

n = 22 
1111111111111111111111 
1111100000000000000000 
0000000000000000011111 
0000011010001010000000 
0000000000110101100000 
n = 23 
11111111111111111111111 
00000000000000000011111 
00000000000001111100000 
00000000111110000000000 
00011111000000000000000 

Table F.4: Vectors that can be added to Tn (22 < n < 23) while keeping 
the code 4-AsEC. 
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Samenvatting 

Dit proefschrift handelt over foutenverbeterende codes voor betrouwbare 
verzending of opslag van gegevens in een communicatiesysteem dat gebruik 
maakt van een binair kanaal. De meeste klassen van codes zijn ontwor­
pen met het oog op gebruik voor een symmetrisch kanaal, waarbij 0 —> 1 
overgangen met dezelfde waarschijnlijkheid optreden als 1 —► 0 overgangen 
(symmetrische fouten). In bepaalde toepassingen, zoals optische commu­
nicatie, is de kans op een fout waarbij een 1 in een 0 overgaat echter 
beduidend groter dan de kans op een fout waarbij een 0 in een 1 overgaat. 
Dergelijke toepassingen kunnen gemodelleerd worden door middel van een 
asymmetrisch kanaal, waarbij alleen overgangen van het type 1 —> 0 optre­
den (asymmetrische fouten). Verder gedragen sommige recent ontwikkelde 
geheugensystemen zich als een unidirectioneel kanaal, waarbij zowel 1 —* 0 
als 0 —> 1 overgangen op kunnen treden, maar alle fouten van hetzelfde type 
zijn bij de verzending van een zeker codewoord (unidirectionele fouten). 

Codes welke symmetrische fouten verbeteren zijn uitgebreid bestudeerd. 
Natuurlijk kunnen deze codes ook gebruikt worden om asymmetrische of 
unidirectionele fouten te verbeteren. Er mag echter verwacht worden dat er 
asymmetrische of unidirectionele foutenverbeterende codes geconstrueerd 
kunnen worden welke met minder redundantie toekunnen dan vergelijk­
bare symmetrische foutenverbeterende codes. Het voornaamste doel van 
dit proefschrift is het verkrijgen van boven- en ondergrenzen voor de maxi­
male cardinaliteit van codes ter lengte n welke t of minder asymmetrische 
of unidirectionele fouten verbeteren. 

In Hoofdstuk 1 schetsen we het communicatiesysteem, geven we een 
korte inleiding in binaire blokcodes, en behandelen we de symmetrische, 
unidirectionele, en asymmetrische fouttypes. Verder leiden we algemene 
voorwaarden af voor de capaciteiten van blokcodes wat betreft de correctie 
en/of detectie van fouten, waarbij we de nadruk leggen op correctie van 
een enkel fouttype. 
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Bovengrenzen voor de maximale cardinaliteit van asymmetrische of 
unidirectionele foutenverbeterende codes worden behandeld in de Hoofd­
stukken 2, 3 en 4. Eerst geven we in Hoofdstuk 2 expliciete bovengrenzen 
welke gebaseerd zijn op het principe van bolstapeling of gebruik maken van 
bekende bovengrenzen voor de maximale cardinaliteit van symmetrische 
foutenverbeterende codes. Voor codes met een betrekkelijk kleine lengte 
wordt aangetoond dat deze grenzen scherp zijn. In deze gevallen is de maxi­
male cardinaliteit dus precies bekend. Vervolgens behandelen we in Hoofd­
stuk 3 bovengrenzen welke verkregen kunnen worden door het oplossen van 
een geheeltallig programmeringsprobleem. In deze programmeringsproble­
men wordt het totale aantal codewoorden in een code gemaximaliseerd 
onder bepaalde voorwaarden voor de gewichtsverdeling van de code. Vaak 
verbeteren deze geheeltallige programmeringsgrenzen de expliciete gren­
zen, maar ze zijn veel moeilijker te berekenen. Tenslotte verbeteren we de 
geheeltallige programmeringsgrens in een aantal specifieke gevallen door 
gebruik te maken, van enkele combinatorische argumenten, welke moeilijk 
te generaliseren lijken. 

Ondergrenzen voor de maximale cardinaliteit van asymmetrische of uni­
directionele foutenverbeterende codes kunnen verkregen worden door het 
construeren van codes, hetgeen het onderwerp van de Hoofdstukken 5 en 
6 is. In Hoofdstuk 5 presenteren we een methode waarbij codes welke t of 
minder asymmetrische of unidirectionele fouten verbeteren geconstrueerd 
worden door het schrappen en afbreken van codewoorden in een code welke 
t of minder symmetrische fouten verbetert. Algoritmes ter optimalisatie 
van de cardinaliteit van dergelijke codes en decodeeraspecten komen ook 
aan de orde. In Hoofdstuk 6 passen we deze methode en tevens enkele 
zogenaamde 'trial and error' technieken toe om goede codes ter lengte 23 
of minder te krijgen welke tot en met 1, 2, 3 of 4 asymmetrische of unidi­
rectionele fouten verbeteren. 

Grenzen voor codes welke lineair zijn komen aan de orde in Hoofdstuk 7. 
Er wordt aangetoond dat elke lineaire code welke t of minder unidirec­
tionele fouten verbetert ook t of minder symmetrische fouten verbetert. 
Daarom beschouwen we alleen lineaire symmetrische foutenverbeterende 
codes en lineare asymmetrische foutenverbeterende codes. Wederom kan 
de maximale cardinaliteit exact bepaald worden wanneer de lengte be­
trekkelijk klein is. Voor correctie van enkele en dubbele fouten laten we 
zien dat de maximale cardinaliteit van een lineaire asymmetrische fouten­
verbeterende code de maximale cardinaliteit van een lineaire symmetrische 
foutenverbeterende code alleen overtreft voor een eindig aantal lengtes. 

168 



Wat betreft constructies leiden we voor alle even getallen m groter of gelijk 
aan 4 een klasse van lineaire codes ter lengte 2m af welke 2m~2 — 1 of minder 
asymmetrische fouten verbeteren en waarvan de cardinaliteit de grootste 
cardinaliteit van een vergelijkbare symmetrische foutenverbeterende code 
overtreft. 

In de appendices geven we zowel tabellen met grenzen voor het maxi­
male aantal codewoorden in een code ter lengte n welke t, of minder sym­
metrische, unidirectionele, of asymmetrische fouten verbetert als tabellen 
met grenzen voor de maximale dimensie van een lineaire code ter lengte n 
welke t of minder symmetrische of asymmetrische fouten verbetert, in alle 
gevallen voor 1 < t < 4 en i < u < 23. 

169 



170 



Tables with bounds on 
ASy(n,t), Av(n,t) and AA,(n,t) 

for 1 < t < 4 and t < n < 23 
(reprinted from Appendix B) 

n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

ASp{n, 
1 
1 
2 
2 
4 
8 
16 
20 
40 

72 -
144 -

256 
512 
1024 
2048 

2720 -
5248 -
10496 -
20480 -
36864 -
73728 -
147456 -
294912 -

1) 

79 
158 

3276 
6552 
13104 
26208 
43690 
87380 
173784 
344636 

AA,(n, 1) 
as-tat 
at<yxt 

atnae 

asAas 

Vacia 

KF^2'a 

DPjgia 
DP36ia 
DP62" 

D,>108 - 117" 
DP174 - 210" 
Va316 - 410" 
Vo586 - 786" 

Vo1096 - 1500" 
Va2048 - 2828" 
Va3856 - 5430" 
c*7296 - 10374" 
Va13798 - 19898" 
v'a26216 - 38008" 
^"49940 - 73174" 
Vo95326 - 140798" 

Va182362 - 271953" 
Vo349536 - 523586" 



n 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

ASv(n 

256 
512 

1024 
2048 
2560 
4096 
8192 

16384 

1 
1 
1 
2 
2 
2 
4 
6 
12 
24 
32 
64 
128 
256 
-
-
-
-
-
-
-
-

2) 

340 
680 
1288 
2372 
4096 
6942 
13774 
24106 

Au(n,2) 
ua-tuê 
UJ1 Uê 

ustyue 

u«nufl 

u*2u* 
US^UB 

cucBA 

eu 't r\su 
c"16 - 18»' 
cu26 - 32" 
c"52 - 61'" 
c"92 - 114»' 

Cü184 - 218" 
"'256 - 340B4 

°"352 - 680B4 

c"640 - 1277'" 
cu1216 - 2372B4 

"2048 - 4096B4 

"2560 - 6942B4 

cu4224 - 13774B4 

""8448 - 24106B4 

"16384 - 48212B3 

AA,{n,2) 
at-iaa 
atfyat 

atnas 

aiiyas 

as Aas 

<"4''o 
DP-jia 

«,12,'° 
DP^ta 

IW>30 - 32'° 
" 5 4 - 63 io 

D P 98 - 114''° 
D P186 - 218'° 
"266 - 398'° 
"364 - 739'° 
"647 - i279 io 

"1218 - 2380'° 
"2050 - 4242'° 
"2564 - 8069'° 
"4251 - 14374'° 
"8450 - 26679" 

"16388 - 50200'° 



n 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

ASy(n,3) 
1 
1 
1 
1 
2 
2 
2 
2 
4 
4 
8 
16 
32 

36 - 37 
64 - 72 

128 - 144 
256 - 279 

512 
1024 
2048 
4096 

Au{n,Z) 
us-t us 
US -I Ufl 

usnus 

unyus 

usnus 

us out 
USAUS 

UJ4B4 

cwjtu 

eu -1 r\su 

'"14 - 18" 
'"22 - 34»' 
"'32 - 50s ' 
'"53 - 90" 
'"97 - 168" 

'"188 - 320" 
'"376 - 616" 
'"737 - 1142'" 

'"1474 - 2134" 
'"2588 - 4114'" 
"4096 - 7346" 

AA.(n,3) 
as-t as 
a&tyas 
as<yas 

astyas 

aof\as 

ai ^ai 

ai Aai 
rVga, 

caoai 

r K 1 2 o i 

"is™ 
'°30 - 34*a 

'"44 - 50 ,a 

'"66 - 90"" 
'"122 - 168'" 
'°234 - 320'° 
eo450 - 616'° 
"860 - 1144*° 

'"1628 - 2134 ,a 

s,"3072 - 4116 ,a 

"4096 - 7346 ,a 



n 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

ASy{n 

40 
48 
64 

128 

2 
2 
2 
2 
2 
4 
4 
6 
10 
20 
40 
-
-
-
-

4) 

48 
88 
150 
280 

Av(n,4) 
UJ1 US 

UJJ1 UJ 

UJOUfl 

U l ^ U l 

uaou* 
UJOUl 

u«ou> 
U«^UJ 

ti*4?t 
eugft 
cuojl 

c u 1 0 _ 1 2 « ' 

'"11 - 16<" 
cu18 - 26" 
cu28 - 44" 
"40 - 74" 
"40 - 133" 
"48 - 229" 
cu82 - 423" 

"128 - 745" 

AA,(n>4) 
as-t ae 
aatyaa 

aatyat 

asiyae 

astyaa 

aanaa 

asAüB 

as A ia 
asAxa 

cacia 
cao sa 

ca j 2*a 
C a j 6 5 0 
c a 2 6 " 

ca36 - 44ia 

co46 - 74'* 
ca54 - 133*° 
"62 - 229io 

co88 - 423" 
co133 - 745*° 
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