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Abstract

Prior work of network coding is mainly focusing amulticast traffic. In this thesis,

we propose a new network coding based communicatigorithm called Network

Coded Flooding (NCF) which is related to networldevibroadcast. This designed
algorithm is an integration of network coding andeoof the commonly used
broadcasting technigues in wireless networks.

In this thesis, we choose Probabilistic Floodingygithm (PFA) to integrate with
network coding since it is a simple and robustdiog algorithm; it can be used in
random wireless networks; it can work without aeywork topology information. As
with PFA, NCF has a parameter of rebroadcast piibtyathat controls packets’
rebroadcasts when receiving innovative packets.

During the process of designing NCF, we also carisitie issues how efficient

network coding can achieve in a random wirelesa/oiit even if the system process
ability is low and available memory space is alsnited. Therefore, the idea of

generation is used and we also propose a speeifiergtion management method in
this thesis that is able to let system occupyelitystem memory space while good
network performance (such as successful packetesglilow packet delay and great
energy savings) and relatively low system processpiexity are guaranteed.

NCF is a practical network coding based floodingoathm that can be used in
random wireless networks; that does not need atwank topology information; that

huge amount of data is allowed to be transmittathduhe communication process;
that the requirements of buffering and network pescability are at a relatively low
level.

We simulate such algorithm in Network SimulatoMNS@), and the simulation results
show that NCF can realize the benefits in termeebdbility, working efficiency and
energy saving if related parameters (such as geémersize or maximum number of
generations per node has ) of NCF are set accurétehddition, reasonable trade-off
schemes are also given through analyzing the aatasimulation results, which give
general ideas about how to accurately use and ehdnegrelated parameters of NCF
in order to efficiently balance the relationshiptviaeen network requirements and
network performance.

Key words: Broadcasting; Flooding Algorithm; Generation Management Method;
Network coding; Wireless Networks.
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1.Introduction

Network coding is such a new and significant teghaiwhich breaks the traditional
way of packet transmission and has sufficient @bilio improve network
performance. We are confident that network codiflgbe an essential technology in
the future network and will be used into practiapplications soon. However, before
this dream coming true, a prerequisite how to mad®vork coding really used in
today’ networks by combining with current networkojocols and then work
efficiently in real applications must be carefutiynsidered and solved.

The thesis is exactly focusing on one aspect a&f finoblem. One commonly used
network protocolflooding protocol,s chosen, and we are aiming at designing a new
algorithm which can integrate network coding withcls protocol; in addition, this
new algorithm should be able to further improvenuek performance.

In this introduction chapter, a motivation is praee firstly which includes the
reason why we are interested in network coding; a/fipoding protocol is chosen in
our case. Then the previous works that relatechéoproblem of network coding
based broadcasting are briefly introduced. Theseattie contribution of our research
work, a designed network coding based broadcastitig, called Network Coded
Flooding (NCF) is briefly introduced including itsatures. Related assignments and
an outline of this thesis report are also clednigven at the end of this chapter.

Il.l Motivation

The reason why we are interested in the topic oF MCthat we realize the significant
potentials and benefits of network coding; besidelsen main research works of
network coding are focusing on multicast traffit,ig also much necessary to do
researches on broadcast traffic since broadcaglays an important role in networks,
for example, it is useful for building network poobls’ blocks.

Here, the explanations of our motivation of doihgs ttopic are presented from two
main points of views:

1) Why network coding? (Section 1.1.1);
2) Why flooding the networks? (Section 1.1.2).

] 1.1.1 Benefits of Network Coding

Network coding is a new research field in inforroattheory [1]. To some extent, it
breaks the traditional packet transmission methiging network coding, nodes are
allowed to process the received incoming packedtead of simply forwarding or
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repeating them; and thus, packets which are indkpely generated by their sources
are not needed to be kept separately any more.

Due to the appealing property, network coding ik db offer benefits in various
aspects of communication networks. In the followinwg will introduce several main
advantages of network coding. Terminologies usethénthesis are presented in the
following table (Table 1.1).

Table 1.1: Terminologies used in this thesis.

Terminology Definitions

G=(V,B A network with the set of node¥ and
the set of edge< .

V A set of nodes in the certain network.

vOV(i=12..M|)

A random node in the network.

sS(sOv)

A set of sources in the certain network.

s;0S (j =1,2,...19]) A random source node in the network
T(TOV) A set of receivers in the certain network.
t, 07 (n=1,2,..[T|) A random receiver node in the network
M A set of transmitted messages.

mOM (k=12, | |v||) A random transmitted message.

® Throughput [1] [2] [3] [4] [5] :

Before we explain the benefit of throughput thatwwek coding can provide, it is
necessary to explain Max-flow Min-cut Theorem firdtl] [2] [4] [5] which is
related to a single-sessianicastcase.

Definition [5]:

Considering a single-session case, a na&iéV wants to
transmit messages to a nodiélVv . A cutbetweens and t is

a set of edges whose removal disconnestgrom t. The
value of thecutis the sum of the capacities of the edges in the
cut, which is denoted asate(s f).

A min-cutis a cut with the smallest (minimal) value which i
designated asmin-cut(s, t). The minimum of the values of all
such cuts betweers and t is an upper bound omate(s 1),

(rate(s < min— cu( s )).

Max-flow Min-cut
Theorem [2] [4]

[5]:

Considering a single-sessianicastcase, for undirected graphs
with unit capacity edges,heére always exists a set
h=min-cut(s ) paths betweers and t. Thus, by routing
information over this set ofh unit-capacity paths, reliable
communication can be achieved betwesnand t at the
maximum possible ratemax- flow(s,t)= min- cut(s, )= I.

14
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In the single-sessidoroadcastcase, a nodes[1V wants to transmit messages to
all the other nodes in the network (except forlffsd_et rate(s V) be an

achievable rate at whicls can broadcast its messages in the network. Thus an
upper bound onrate(s V) is min,,, min—cut(s,y). In 1972, Edmond42]
proved by routing information through certain pathsthe network, reliable
broadcast froms to V (except for s) can be achieved at the maximum
possible rate,max- flow(s,V)= min,;,, min- cut(s, v,

In a single-sessiomulticast case where a single sendsrwants to transmit
messages to a set of receivers in the netwbfkV . Let rate(s T) be an

achievable rate at whicts can multicast its messages to the nodes beloriging
the set of T. The upper bound omate(s T) is still equal to the value of

minimal cut, that israte(s T)<min,  min- cu(s t). However, this upper

bound of rate(s T) cannot always be achieved when multicasting (more
information can be found in [1] [2] [4]).

Fortunately, reliable multicast frons to T 0V can be realized at the upper
bound (max- flow(s,T)= min  min- cut(s,t ;) if network coding is used
which was proved by Alswede et al. in [1].

Transmission without Network coding is allowed
network coding during transmission

Figure 1.1: A single-source two-receiver networleftL transmission without network coding; right:twerk
coding is allowed during transmission [3].

A simple example of Figure 1.1 shows the basic apan of network coding
when multicasting. It is a one-sourcg)(and two-receivert{ and t, ) network

with a butterfly topology. We assume the capacftgach edge in the network is
one, such that the value of a cut is equal to thmalbrer of edges in the cut. It is
easy to check in the example that the value of a-floav of each sink is 2.

Without network coding, after two packets, m, originate at their source
simultaneously, the path from nodg to nodev, is overlapped which means
both two receiverst;,t, should share the network resources and thus the
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communication rate has to be reduced [5]. In thegle, we assume packet,
wins the contention and passes the contended patly,fsuch that for receiver
t,, only packetm can be received at that moment; meanwhile, fagivec t,,
both packetsm, m, can be received. Therefore, the maximum posséite of 2

cannot be achieved; instead, the average througbputraditional packet
transmission way is only 1.5.

On the contrary, if we allow information to be cdo& nodev, which means it
is unnecessary for both packets, m, to contend at the overlapping path (from
node v, to nodev,); instead, m, m, can pass the path simultaneously based

on a special encoding way (in this example, mo@uémldition is used) , such that
the performance of throughput is improved. For inemet,, m, can be

recovered from the two received packets and m,; similarly, m can also be
recovered by receivet,. Through network coding solutions, the average
throughput achieves at 2.

In conclusion, regarding as the Max-flow Min-cut ®hem, reliable multicast
can be realized at the max-flow information ratdyori network coding is
allowed to be used during the communication pracess

® Time Efficiency:

Network coding can also save the wireless resoumesh as packet delay. A
simple example in Figure 1.2 can clearly explaichsadvantage.

Transmission without Network coding is allowed
network coding during transmission

n @
o . ms=rn+n3. m,=m+m .

O
=
©

‘@ @
O (p—
t3@<i

Number of transmission: 4 Number of transmission: 3

i

Figure 1.2: Example: network coding’s benefits ffic@ntly using wireless resources (energy ancyel3].

In Figure 1.2, it is a wireless ad-hoc network vehaode v, and nodev, want
to exchange their information calleoh, m, respectively via the relay node,.

We assume that time is slotted and one transmiggioeceiving is occurred and
finished during one timeslot. We can observe in ékample (left), three time
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slots are needed to finish the goal of informatxthanging given that packet
transmission follows the traditional way (simplyné@rding packets without
network coding); on the contrary, if network coding allowed during

communication (right), after receiving both packdétem two senders, the
intermediate nodev, rebroadcasts a combined packef, such that the goal of

information exchanging can be reached only durimg time slots which is less
than the traditional transmission way.

® Energy Efficiency:

Moreover, network coding promises to offer the ligroé energy saving which is
one of the most important advantages that netwasking can provide;
furthermore, it is much meaningful for practicatmerk communications.

According to the same example in Figure 1.2, ndtvomding’ energy efficiency
can be clearly shown. If network coding is allowede used, after nodg, and

v, successfully receiving and decoding the infornratimm each other, only
one transmission from node, is needed to finish information exchanging

instead of twice, and thus the energy is savednard@B% (total amount of
transmissions is 3 through using network codingead of 4 if packets are
transmitted in traditional transmission way).

® Other benefits:

Besides, network coding is able to offer benefitsi@ other different dimensions
of network communications such as security, comipleand resilience to link
failures [3] [5].

Briefly speaking, network coding is the combinatiointransmission, encoding and
re-encoding of packets arriving at nodes, such tirattransmitted messages can be
recovered at their destinations provided that tteee sufficient innovative packets
received by receivers in the netwdd. Therefore, based on the unique operation
way and potentials of network coding, the issue howridge theory with practices;
in other words, how to deliberately use networkiogdin real applications, and
further discover new fields that network coding danused is becoming more and
more interesting and essential.

|1.1.2 Flooding the networks

Prior research on network coding is mainly relateanulticast traffic; but network
wide broadcast (called broadcast traffic latemis thesis) is also an important part in
network communications. Therefore, in this thesig, change the current research
direction of network coding to a different fieldathis broadcast traffic. With
broadcast traffics, a message sent from its sashoeld be received by all the other
nodes in the same network, such that the purpodtoading the network can be
achieved.
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We are confident that network coding will also sigantly display its benefits and
efficiently improve network performance only if t@able network coding based
broadcasting algorithm is designed and used.

| 1.2 Related Work

As mentioned in the above section, we are aimindeatgning an algorithm which is

an integration of network coding and one of therenir flooding algorithms used in

wireless networks. Therefore, before explaining research work, related work need
to be investigated. We divide the related work itvio parts which are presented in
Section 1.2.1 and 1.2.2 respectively.

|1.2.1 Work Related to the Problem of Wireless Broathsting

® Flooding Algorithms:

The commonly used broadcasting techniques are yndivided into four families [6].
The simplest algorithm called blind flooding prodbcauses the problem of broadcast
storm [7], and thus leads to the consumption airgd amount of system overhead
Therefore, several improved algorithms are proposedorder to alleviate the
influence of broadcast storm [6] [7].

In our case, we are interested in such floodingrélgns that no network topology

information is needed when it works in network coamigations. There are several
candidates that satisfy with this requirement sashCounter-Based-Scheme (CBS)
and probabilistic scheme [8].

® Network Coding for Wireless Broadcasting:

There are two related algorithms that are exaetlgted to our research area. Both of
them do work without any network topology infornwati

In [9], a Network Coding based Protocol for Delagidrant Networks (DTN) is
proposed which is an exact communication algorithat is similar to Probabilistic
Flooding Algorithm (PFA) but is based on networkdiom. Good network
performance and energy efficiency can be achiegetyuheir algorithm.

Recently, another similar algorithm, called NetwdZloding Broadcast Algorithm
(NCBA) [10] is proposed. A very simple distributatjorithm is proposed based on
CBS and allows realizing network coding’s beneftspecially energy efficiency. The
properties of NCBA include that it can be usedandom wireless networks where
network can work well without any information abothie network topology;
furthermore, network resources (e.g. energy consomycan be efficiently saved.
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|1.2.2 Open Problems in Related Work

According to the related simulation results in likerature [9] [10],the algorithms do
get benefits of network performance (e.g. packéves ratio (PDR), packet delay,
energy saving) against the commonly used broadeabhiques which are based on
the traditional packet transmission way. Howeveereé are some disadvantages and
unpractical points that are still unsolved (we vdiscuss the related algorithms in
Chapter 3):

1) The number of packets that can be transmitted duhia communication have to
be seriously limited;

2) System buffer has to bear heavy burden since altrinsmitted data needs to be
stored together for decoding;

3) Although in both related algorithms the idea of @@rions is used or mentioned
in order to decrease the size of decoding matni property of generation is still
not apparently displayed and both algorithms aitergit practical enough: for
the algorithm in[9], the system process complexity is high with the easing
size of generation; for the algorithm [ih0], synchronization is still needed to
organize packets’ transmissions; besides, no geoermanagement method is
really used [10], and all the received packets sdile kept together during the
simulation process;

| 1.3 Research Goal

As mentioned in the last section, although a betitwork performance can be
achieved and no network neighborhood informationeieded through using network
coding based algorithms, they are still impossioledbe used in practical scenarios
because there are several limitations: such algostcannot be used in random
wireless networks and the type of network shouldcaesfully controlled; the total
number of packets that could be transmitted duttiegcommunication process has to
be limited; huge amount of data needs to be stimgether which occupies too much
network memory space; the system computation coxitples becoming higher and
higher as with the increasing size of decoding matr

Therefore, what we need recently is a new and ipedchetwork coding based
broadcast algorithm which can be used in any kihdaviceless networks; achieve
good network performance as the previous relatgdrighms do; meanwhile, the
deficiencies existing in previous related work t@novercome.

We are exactly aiming at researching such kind lgbréghm in order to improve
current situation. The main contribution of oureasch is that we design such an
algorithm called NCF.

In this thesis, evaluation and comparison for N@ ather related algorithms are
mainly through investigating the performance metraf PDR, end-to-end packet
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received and decoded delay (packet delay), and onktwverhead (number of
rebroadcast times).

PDR is measured as the percentage of the numlparc&ets that can be received (for
algorithms without network coding) or successfullgcoded (for algorithms with
network coding) [10]; packet delay is measured les dverage time between the
transmission of a packet by the original source aodcessfully received (for
algorithms without network coding) or decoded @gorithms with network coding)
at a certain node; network overhead, which dispthgsnumber of retransmissions
needed to achieve a certain PDR, is also investigat this thesis (the detail
definitions of these performance metrics are giSection 5.1.2). Moreover, the size
of memory space that needed to be occupied andmystocess complexity are also
necessary to be evaluated.

Here, we briefly give NCF's properties in the felimg and the detail contents of the
proposed algorithm will be presented later (Chagtand Chapter 5):

® NCF is the combination of network coding and on¢hefcurrently used flooding
algorithms, PFA [8]; besides, based on PFA’s prigpenetwork topology
information is also unnecessary to be known in NCF;

® NCF can be used in real networks, where no synctattan is needed to control
packet transmission and receiving; where packetelsand packet delay are
allowed to happen...

® A new packet format and corresponding specific dewp method are proposed
in order to support the specific operation way affy

® Since the property of network coding is efficientlysed, good network
performance can be guaranteed (e.g. high valueD&t, Bhort packet delay and
low consumption of network overhead) through acmlyamaking use of NCF's
related parameters; moreover, through our reseavehdiscover another new
property of network coding: a remarkable reductmipacket delay can be
achieved when the system sending rate is increaggdh means network coding
is more suitable in high-speed-transmission netgjork

® We discuss how efficient network coding can be el even with little
available memory. A new generation management ndeth@roposed together
with NCF. Therefore, a larger number of packetsal®wved to be existed and
transmitted in the network, while only small paftdata has to be stored in the
system memory space; in addition, although nodéiseémetwork have to process
huge amount of data, the network process compléxyill reasonable.

® Both parameters “generation size” and “number afegations (each node can
keep simultaneously)” are set as variables in N@Forder to discover their
influences; moreover, through analysis of simutatiesults, we propose general
trade-off schemes for the purpose of conveniemly efficiently using NCF in
different realistic situations.
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| 1.4 Assignments

During the research process, in order to accompilistgoal, we have made a specific

plan and divided our research work mainly into asts including “theoretical part”

and “implementation part”:

® Theoretical part:

1) Reviewing currently used different flooding prot&especially PFA;

2) Reviewing the current network coding theory (whaisj how it works; which
models the network and the nodes should have igfysaetwork coding’s special
functions, and etc...);

3) Investigating existing algorithms related to thelpgem of network coding based
broadcasting; analyzing and finding out their disadages and limitations;

4) Designing a new algorithm which can efficiently dame network coding with
one of the current flooding protocols and overcaueh disadvantages of former
related algorithms;

® Implementation part:

1) Getting familiar with Network Simulator 2 (NS-2) wh is a discrete event
simulator targeted at networking research. Newding protocols can be easily
integrated in the framework in NS-2;

2) Learning the programming language C++ and Tcl,

3) Implementing the designed NCF algorithm;

4) Doing simulation of the designed protocol and analy the simulation results.

|1.5 Thesis Overview

In the first part of the thesis, an overview of remt flooding protocols, especially
PFA (Chapter 2) is given; the concept of networtting theory and previous network
coding broadcasting algorithms are presented irptena.

In the second part of the thesis, NCF is introdusigekifically in Chapter 4 including

its operation way and features; simulation reswhsch are compared with PFA and
NCBA are shown in Chapter 5; besides, specificyamisis also given in this chapter.
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In the last chapter (Chapter 6), a conclusion af rsearch including the features,
disadvantages and limitations are present; in muiditthe future work is also
presented.
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2.Flooding Algorithms

As mentioned in the introduction chapter, we atergsted in designing a network
coding based flooding algorithm. Therefore, firstly is necessary to review and
investigate the basic theories of flooding alganghand network coding concepts
respectively.

In this chapter, a brief review of blind floodinggarithm and its negative influences
called broadcast storm [7] are presented. Sevgyptoaches have already been
proposed for alleviation of broadcast storm problenbrief review of which is also
given here. Certainly, since we are focusing orhslgorithms that do not need any
topology information, one of the improvements chlRFA is suitable for our case.
Hence, a specific explanation of this probabilig@gheme including its advantages
and the reason to be chosen is presented as well.

] 2.1 Blind Flooding Protocol

We are focusing on such a particular case thatsbarce in the network sends a
message, all the other nodes should receive itefdie, flooding algorithms satisfy
with our requirements. According to existing broasting techniques, the simplest
flooding protocol is called “blind flooding” (Figer2.1), and it is very feasible. No
other parameters or network information is needed.

Blind Flooding Protocol

Assume a nodev, receives a packet calledh,

If the packetm, is received by nodev, for the first time, it will forward this packet
to its neighbour nodes once.

If the packetm, has already been received by noge it is defined as duplicated
packet and dropped.

Figure 2.1: Blind flooding protocol [8].

Unfortunately, in [6] [7], the authors observe tkatious problems, called “broadcast
storm” are caused if flooding is done blindly:

® Because the radio propagation is omni-directional @ physical location may be
covered by the transmission ranges of several hostsy rebroadcasts are
considered to be redundant. For example, when a dedides to rebroadcast a
broadcast message to its neighbors, all its neighivave already got the message
such that these redundant packets must be dropjt@duiv contributing any
useful help in packet transmissions and will alsose resource wasting.

® Heavy contention could exist because rebroadcabtsts are probably close to
each other. For instance, after a node broadcastessage, if many of its
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neighbours decide to rebroadcast the message, tila@senissions (which are all

from nearby nodes) may severely contend with edoéro

Collisions are more likely to occur because RegliesSend (RTS) / Clear-To-
Send (CTS) dialogue are inapplicable and the tinohgebroadcasts is highly
correlated. Because of the lacks of RTS/CTS diapgnd the absence of Carrier

Sense Multiple Access (CSMA) (with Collision Detect (CD)), collisions are

more likely to occur and cause more damage.

In order to alleviate these problems mentioned aptivere are several options that

can be remedies given in next section.

| 2.2 Mechanisms to Avoid Broadcast Storm

The key point to alleviate the broadcast storm lenmbis obviously to reduce useless
retransmissions, so that the problem of broaddasinssuch as redundancy, heavy

contentions and collisions which are caused bydbfimoding algorithm can be

alleviated [6] [7].

|2.2.1 Overview of Different Schemes

Main families of broadcast
protocols

Network-Wide Broadcast
Protocol (LENWB)

Simple Flooding Probability Based Area Based Neighbor Knowledge
Method Methods Methods Methods
Blind Flooding Distance-Based
algorithm Scheme Flooding with
(DBS) calable Broadcas Self-Pruning
Probabilistic Algorithm
ocation-Based
Scheme Dominant
ounter-Based (LBS) . .
Multipoint Pruning
Scheme Relaying (MPR)
(CBS)
’Ad Hoc Broadcas
CDS-Based Protocol
Broadcast (AHBP)
Algorithm
he Lightweight and Efficien

Figure 2.2: Classification of main broadcast proted6] [7].
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The overview of various broadcasting techniquesduse wireless networks are
illustrated in Figure 2.2, which are mainly dividedo four families and more details
of specific operation way can refer to [6] [7]. lderwe only give the simple
definitions of these four families [6] [7]:

1)

2)

3)

4)

Simple flooding method:

Blind flooding algorithm belongs to this family. &@hdetails of this algorithm
have already been explained in Section 2.1.

Probability based methods:

It is also a relative simple family of broadcastit@ghniques. After receiving a
new packet, one rebroadcast is activated by a waihean assigned probability
and no network topology information is needed.

The value of probability can be decided dependimghe density of the network.
In a dense network area, the probability shoul&dterelatively low in order to

reduce the amount of useless retransmissions; Spaase network area, more
times of rebroadcasts are needed in order to gteragood performance of
packet delivery.

Area based methods:

Assume the transmission range of each node isitdnAfter receiving a new

packet, a rebroadcast is activated by a node drlyei rebroadcast will reach

sufficient additional coverage area. The additiocaverage area is evaluated
based on all received redundant transmission. Diépgron the operation way,

network neighbors’ information is necessary.

Neighbor knowledge methods:

Easily known from the name, network topology infatran is essential in this
family. Nodes in the network have to keep updatingir neighborhood states
through “hello” packets which is used in the deamisito rebroadcast after
receiving a new packet.

In this thesis, as we need network to work withaxy topology information and also
avoid the problem of broadcast storm, only the sdcfamily of broadcasting
techniques, probability based methods, is satisfiétd our requirement and can be
chosen in our case.

According to Figure 2.2, there are two related sof® probabilistic scheme and CBS
belonging to this family:

Probabilistic Scheme:

Upon reception a new message, a rebroadcast iasscti with a predetermined
probability. If the probability is 100%, it is threame as blind flooding. Because
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we are using probabilistic flooding as our disttémialgorithm, more details of
probabilistic scheme will be presented later (seetiSn 2.2.2).

® Counter-Based Scheme:

Upon reception a new packet, the node initiatesuanier with a value of one and
set a small random delay before rebroadcastingnesage. During the random
delay, the counter is increased by one for eachived duplicated packet. A
counter threshold is chosen. If the value of thenter is larger than the threshold,
a rebroadcast is avoided; otherwise, the packebi®adcast. This scheme is also
simple and does not need knowledge about netwpdddgies.

In this thesis, we choose probabilistic schemeddaPFA in our thesis) to integrate

with network coding. Certainly, CBS can also belgassed in our case only through
changing a small part of the NCF algorithm.

|2.2.2 Probabilistic Flooding Algorithm

As explaining in the last section, PFA is a relalyvsimple flooding algorithm which
is able to alleviate the broadcast storm problamth&rmore, it does not need any
topology information. Exactly as its name, a rebig@st is decided by a
predetermined probability. An introduction of prbidestic routing is given in Figure
2.3.

Probabilistic Flooding Algorithm (PFA)
If a new packet originates at its source, it wélltroadcast with probabilify =100%.

Assume aode Vv, receives a packet calleth , and the rebroadcast probability is:

If the packetm, is received by nodey, for the first time, it will duplicate and forward
it to its neighbor nodes with the probabilpgy
If the packetm,  has already been received by node, it is defined as duplicated

packet and has to be dropped.
Figure 2.3: Description of Probabilistic Floodindgarithm [8].

Obviously, the influence of broadcast storm proldesireduced to some extent as
one rebroadcast is activated only with a predetegthiprobability and then the

number of redundant messages can be reduced effici&or example, in a dense

network, several nodes are probably in the samestmession range; therefore, if

some nodes do not retransmit their received inmawgiackets, the network overhead
and thus the network resources will be saved witlh@aying any negative effect of

packet delivery.

Although PFA has improved much against blind flemgdalgorithm due to the ability
to alleviate the problem of broadcast storm; howewensidering it still uses the
traditional way of packet transmissions, neithee thetwork performance (e.qg.
successful packet delivery) nor the situation dfwoek overhead consumption are
improved significantly. In addition, the informaticcontaining in each transmitted
packet is still relatively less than the transmiasivay of network coding since nodes
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are not allowed to process the received packettead, what they are only allowed is
repeating or simply forwarding packets. Therefdteere is still enough space to

improve the performance of PFA in wireless commatians if network coding can
be combined.
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3.Introduction to Network Coding

In this chapter, the basic knowledge of networkigavill be given. We mainly give
the explanations such as what network coding is leowl it works in networks. It
contains main network coding theorem (Section 3idg¢ar network coding (Section
3.1) and practical network coding (Section 3.2)efBafter, we also introduce several
interesting previous researches which are relatedviteless broadcasting using
network coding (Section 3.3); besides, the limitasi and disadvantages of these
previous related works are also listed and discl§Section 3.4).

|3.1 Main Network Coding Theorem

As introduced in Chapter 1, network coding is frgtroposed in a single-session
multicasting case. In [1], the authors have provkat reliable multicast at an
maximum possible information rate which is the mmam of the individual min-cut

bounds can always be achieved in any network gilkehnetwork coding is allowed
to be used [5].

Under the basis of [1], specific encoding, re-emegdand decoding methods of
network coding are designed, called linear netwam#ting [11]. The output flow at a
given node is obtained as a linear combinationt®finput flows which regards a
block of data as a vector over a certain field atidws a node to do a linear
transformation before transmitting it [11]. In otheords, nodes have to perform
linear operations, additions and multiplicationsl ahe coefficients of these linear

combinations are, by definition, selected fromradsfinite field GF(2°%). The size of

finite field has to be decided carefully, becauseone hand, the size of the Galois
Field should be large enough in order to guaratitaeall the transmitted packets are
unique but dependent with other related packetgherother hand, to reduce system
the computational complexity, the size of the fisldould be chosen as small as
possible.

A main theorem in network coding regarding to Mint-dlax-flow theorem is given
in the following [5] which combine the basic idebn@twork coding and the specific
coding way of linear network coding:

Main  Network| Consider a directed grapt = (V, E) with unit capacity edges

Coding Theorem h ynit rate sources located on the same vertexefjtaph anc
[5]: T OV receivers. Assume that the value of the min-cuédoh
receiver is h. Through using linear network coding solution, the
information delivered from the sources can be nexki
simultaneously to each receiver at the maximum iplessate of

h can be achieved when multicasting.
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|3.1.1 Linear Network Coding

After stating the main theorem of network coding will explain the operation way
of linear network coding in detail which includesot main parts: “encoding” and
“decoding”.

® Encoding:

We assume that at a given time a certain node metawork hasN original
source symbolsm m,..., m;, generated by one or several sources in a network.

Using linear network coding, a transmitted packentains a symbol, called
“information vector” which is generated in the fooh gm+ g, m+...+ g, .,
and the sequence of coefficients=(g,, g,,...,¢, ), called “encoding vector”
which are selected from a finite field [11].

Encoding can be performed recursively (to alreaulyoded packets) [3] [4] and
encoding coefficients can be chosen determinigyi¢aR] [13] or randomly [14]
[15]. In this thesis we use randomized network wrgdiwhere encoding
coefficients are randomly selected from a largédifield. It has been shown that
network throughput can be improved significantlyeiicoding coefficients are
selected randomly [14, 16-19].

For example, assume at a certain moment, therenarenessages in node’s
buffer, which aregm+ g,m+ gm and g,m+ gm+ g n. When there is an
opportunity for nodev, to rebroadcast a packet, it will re-encode itsvjongsly
received packets, the operation way of which igéfollowing:

a(gm+ gm+ gm+afgm- g gm= gm gm g,
where g, =a,0,+a,9,; 95 =0,0,%0,9s; 9o =0,9;%0,9;; Since we use
random linear network codingg, and a, are chosen randomly from a finite
field of large size.

® Decoding:

Upon reception of these mixed packets, nodes adeal mo recover the original
source packets and then forward them to upperdayiérerefore, in the decoding
part, nodes have to solve a linear system of egumtivith N unknowns (the
original source packetsm m,...,m, ). Assume a node in the network has

received L messages, it means there is a linear system Wwitkquations and
N unknowns. According to the basic knowledge ofdinalgebra, the number of
received packets needs to be at least as largeeasutmber of original symbols
(L=N), such that the information is enough for this e@dd solve the linear
system and then retrieve these source symbols .
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W@  ©

®  @——®
.Xg: g;m+ 9t|i X=0g,m+ gdii@

{x1=91n1 {x2=gzmz
X, = g;m+ g,m X, = g:m+ g,m

Figure 3.1: A simple example of linear network cagi

For the example in Figure 3.1, assume three noges,Vv, are in the same
network, both nodey, and nodev, want to transmit their source packat, m,
respectively to each other and nodug is the intermediate (relay) node in the
network. Assume node; (Vv,) sends out their source packet in the form of a
linear combination, x, = g,;m (%, = g,m,) to the network. Upon reception of both
two packets fromv, and v, respectively, assume nodg immediately gets

the chance to transmit a packet with the versiom dihear combination of all
previous received packets,(= g,m+ g, m, source packets aren, m, and the

encoding vector isg =(g,, g,)).- And then, after receiving the packet from node
v,, hodev, (v,) is able to recover source packats (m) and finish the
purpose of information exchanging, becauge (v,) has received 2 linear

equations with 2 source packets, which are illasttan the rectangles of Figure
3.1.

From [11], the authors proof that linear networldiog is sufficient to achieve the
max-flow bound when multicasting; furthermore, tesult is somewhat stronger than
the one in [1] since the code is a linearity whipteatly reduce implementation
overhead.

| 3.2 Practical Network Coding

When network coding is proposed first, it is assdme be used in a theoretic
network; however, if we expect network coding canused in realistic applications,
many potential problems need to be considered aiekd A comparison and
analysis for the difference between theory and tmalcnetworks is listed in Table
3.1.

Considering the apparent differences between thaody practice, Chou et al. [14]
propose a new network coding operation way in otdeealize the practical usage of
network coding. It allows information travel asynchously in packets; allows
packets subject to random delays and losses; akmges have variable capacities
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due to congestion or other traffic. Their work oragiical network coding also
addresses real networks where node and link failae common. Moreover, no
knowledge of the network topology is required. Thighlights of this practical
network coding are (assume the broadcast capadiyawn):

Table 3.1: Comparison of theory and practice faeleiss networks [14].
Theory Practice

Symbols flow synchronously throughout network; | Information travels asynchronously
throughout network;

Edges have unit (or known integer) capacities; Edge capacities often unknown and
time-varying;

Centralized knowledge of topology assumed to Difficult to obtain centralized knowledge, or

compute encoding and decoding functions; to arrange reliable broadcast of functions;

Assume packets are received without any delays a| Packets subject to random delays and losses;
there are no losses or errors occurring during the
communication process;

® Decoding Matrix:

Assume that a certain node in a network has redesegeral messages during the
communication process; it is allowed to keep emugpdvectors which are
contained in the received messages, row by rowhm form of so-called
“decoding matrix” if they are “innovative”. Whenavan “innovative packet”
(the definition will be given later) is received,i$ inserted as last row into the
decoding matrix. For the same example in Figure #.lthe technique of
decoding matrix is used, then after receiving aeuipacket from nodev,, node

v, keeps these packets in the form of decoding matrix
e
9:9, M X3

® |nnovative or non-innovative packet:

A received packet is decided to be innovativesifahcoding vector increases the
rank of the decoding matrix; otherwise, non-innoxatpackets that do not

increase the rank of the matrix is simply discarftedh the matrix. The reason

why the non-innovative packets are not needed @we o be dropped is that
such packets contain redundant information and aseless for packet

transmissions and exchanges.

® Buffering Model:

Buffering is needed by nodes in the network to Byogize the packet arrivals
and departures, such that asynchronous packetallamed to throughout the
network. With buffering, packet that arrives at ertain node is kept in a
specified buffer corresponding by the generatiomiper from the packet header
(will be explain in next part of “Generation”). the packet is innovative, the
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node has an opportunity to retransmit a randomafirmbination of all the
received packets in the same buffer.

Generation:

For practical reasons, huge amounts of packets tnbghtransmitted in real

networks, such that if all the packets are kepétiogr in one decoding matrix, the
size of decoding matrix must be increased. Withitleeeasing size of decoding
matrix, the requirement for system buffer must meréased and it will also lead
to high computation complexity.

Therefore, in order to limit the size of the decmdmatrix, the idea of generation
is proposed irf14]. Packets can be grouped into different gemmrat[14] and
only packets belonging to the same generation lloeed to be combined with
other packets. The size of each generation is éqube broadcast capacity.

A specific method used in [14] to make the ideageheration come true is
explained in the following where a specific packetmat is designed for
supporting the operation way of practical netwoddiog (see Figure 3.2): we
assume the size of each generatiorhisvhich means a generation is allowed to
consist of at mosth source packets. The packet format is describethén
following: a h-dimensional encoding vector (the size of encodiegtor is also
h) is appended to each packet that describes howdhece packet(s) is (are)
encoded; a generation number which is also cajiéeteration Identity (ID) and
a symbol of information vector are also appendethéopacket in order to make
this possible.

Encoding vector Information vector

eenl (h-dimensional) (Data)

Figure 3.2: Packet format used in practicahoek coding.

After receiving the encoded packet, this packel belput into a right generation
buffer according to its generation ID if it is inradive, and then do earliest
decoding if possible (earliest decoding will beatésed below). If the node gets
a chance of rebroadcast, it will send out a liranbination of all the packets
that are buffered in the same generation assocwitthdan encoding vector, the
encoding coefficients of which are randomly selddem a defined finite field
in order to make the transmitted packet unique.

Besides, not all the generations have to be kegther, otherwise, it will occupy

huge amount of nodes’ memory space. The generat@mragement method used
in [14] is that the current generation is advanaed the old generation including
all the packets of the certain generation is fldsfrem the buffer whenever the
first packet of the current generation is receiveds called flushing policy. The

example in Figure 3.3 illustrates the generatiomagament method used in [14].
It shows the current buffer situation of nodg. In the left part, assume so far, all

the received packets kept in the buffer are belugpdo the generation No.1l1.
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However, when a new packet which is from anoth&exint generation, called
generation No.2 in this example, arrives at nogleaccording to the generation

management method used in [14], the generation Wdtliall its packets has to
be flushed in order to create a new generatiorstor@ this new packet.

Generation No.1

Generation No.2

Node V; ‘s buffer before the Node V; ‘s buffer after the
arriyal of a new pgcket arrival of a new packet
belonging to generation No.2 belonging to generation No.2

Figure 3.3: lllustration of the generation managetnmeethod (flushing policy) used in [14].

Authors of [14] have proven that dividing packetdoi different generations
allows the node to decode source packets fastee she size of the matrix is
limited. Furthermore, the requirements of systemffdoing and network
computation complexity are decreased as well.

® Earliest Decoding [4] [14]:

Normally, decoding can be achieved by a node iftedlpackets belonging to the
same generation are received. Gaussian eliminaboitd be performed on the
corresponding decoding matrix in order to extrde source packets from the
decoding matrix. The decoding delay in this blogcalling method equals the
length of time for the receiver to collect all thpackets belonging to the
generation, which is proportional to the generatgime. Thus, the original
decoding method might lead to a longer packet delage decoding action can
only be done if all the packets in the same geiteraire received.

Therefore, in order to decease the decoding détaji4], earliest decoding is

proposed, in which Gaussian elimination is perfanimmediately when an

innovative packet is received and kept in the rigdgdtoding matrix according to

the generation ID of this received packet. Forgkample in Figure 3.4, assume
the size of generation is 4. In normal way (lefttpd Figure 3.4), a node has to
wait until receiving four related packets and therable to decode the source
packets m, m,, m, m; however, in the way of earliest decoding (riglatrtpof

Figure 3.4), since Gaussian elimination is perfatraach time that an innovative
packet is received, although the decoding matrirasfull, information is still
sufficient to retrieve source packets, m,. According to the simulation results

shown in [14], earliest decoding yields a much Ipgecoding delay than that of
block decoding.

34



NETWORK CODED FLOODING _

o

N

o

g O] 0 O @
o2 m IR
0 9, g, m 0g9,]|m %

X
9 0 g o] m %

Figure 3.4: An example of earliest decoding.

3.3 Previous Work of Flooding the Network using
Network Coding

After introducing the basic knowledge of networldcw, in this section, some useful
and interesting previous works which are relatedthie problem of wireless
broadcasting using network coding are presented.

|3.3.1 Network Coding Algorithm in DTNs [9]

In [9], one broadcast algorithm that combines P& aetwork coding is proposed.
But it is designed particularly to be used in DTiBich is called network coding
algorithm in Delay-Tolerant Network (DTNS) in tHisesis.

The distributed algorithm used in this algorithmDiN is given in Figure 3.5, in
which packet distributions are decided by the patamof forwarding factor.

Distributed algorithm: assume forwarding factor d >0:

For each source symbol that originates at a nbeéenode will send such packénax(ll_dj ) times
and an additional packet is generated and sendituprobability p=d —L dJ if d>1.

When a node receives an innovative pacl{ed,J information vector will be generated from the
corresponding decoding matrix and broadcasted eéongéfighbors, and a further information vector is
generated and sent with probabilfpy= d —L dJ .

Figure 3.5: Distributed algorithm used in netwodking algorithm in DTNs [9].
The features of this algorithm are briefly giverthe following [9]:

® A new method to manage generations called “gemerabiashing” is also
proposed, and the authors of [@lieve that this generation management method
performs better than any other related methods agcheneration membership
based on local scope (only packets that were @igthfew hops away from the
node that created the generation are allowed to tiee same generation).

® They also discuss the problem of how efficient rekncoding can achieve even
with little available memory space. A scheme calf@dformation aging” is
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proposed which allocates very little memory spageold information while
maintaining a relatively high PDR. The simulati@sults show that this method
achieves great network performance of reliabilitgd aobustness.

|3.3.2 Efficient Network Coding Broadcast Algorithm[10]

Recently, based on the above algorithm, an impralgdrithm which is designed to
be used in random wireless networks instead of DIENgso given here. Due to the
functionality of this algorithm, in this thesis, vaall it Network Coding Broadcast
Algorithm (NCBA). The advantages of NCBA are alseeq in the following[10]:

® A simple distributed algorithm of NCBA that allovepproaching the optimal
performance in practice is designed (see Figurg &6s an improved version
compared with the distributed algorithm used invidek Coding Algorithm in
DTNs which is based on CBS and is also easy tonmgemented in real
networks. Clearly, for the distributed algorithmeusn NCBA, both the
probabilities and number of packet transmissiond @broadcasts are decided
both by the values of sending counters and by éinarpeter of forwarding factor.

Distributed algorithm: constant forwarding factor d
» Each node maintains a sending coungerthat is initially set to zero.

For each source symbol that originates at a ndue,nbde increase$ by max(lLdJ ), and

further increasesS by one with probability p = d — max(ll_ dJ )if p>0.

When a node receives an innovative packet it irse®as bth, and further increases$ by one

with probability p=d-max(| d|) if p>0.

If s=1, a node attempts to broadcast a linear combinati@r the span of the received coding
vectors. Each transmission reduces the send couitéry one.

Figure 3.6: distributed algorithm based on a candtawarding factor [10].

® This algorithm is mainly focusing on the situatiohenergy saving. Authors of
[10] have investigated benefits in terms of enegfiiciency in an ad-hoc wireless
network and they have proven that network coding affer a constant factor of
benefits over a fixed network and lagn factor over a network where the
topology dynamically changes;

| 3.4 Limitations & Disadvantages

In previous sections, we have already explaine#sc concepts and knowledge of
network coding, and also analyzed the features aghchntages of the previous
proposed algorithms that are related to the probl#mnetwork coding based
broadcasting. Here, we would also like to analymd eonclude the limitations and
disadvantages of these related works. Practicavarkt coding solution will be
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analyzed firstly, and then deficiencies of two aitjons that are related to the
problem of network coding based broadcasting ase given. At the end, several
criterions of being a good network coding base@dcasting algorithm are listed.

® Practical Network Coding:

According to [14], the contributions for making werk coding more practical
are significant; however, several problems have me¢n solved yet which
impede network coding becoming completely practical

1)

2)

3)

When a new generation occurs, an old generatidm alitits packets should
be dropped although there are some source pachatshave not been
decoded. In other words, network might lose thoaekets that are not
retrieved yet when they are dropped;

The generation management way is far from practicabrder to make the
idea of generation work, at the beginning of comitation, the broadcast
capacity should be known in order to define thee st generation and
generation membership. However, in real networks, never know what
kind of source packets will be transmitted and tiius impossible to divide
source packets into different generations based tlogir generation
management method.

According the packet format, the whole encodingaecdhe size of which is
equal to the size of generation, should be serdcaed with an encoded
packet. Thus it incurs additional overhead in tleader. For example, we

assume source packets, m,...,m belong to the same generation. At a
given time, a packet is transmitted and actuallgnily includes one source
packet e.g.m,. But using practical network coding solution, tivole
encoding vector which contairh encoding coefficients needs to be
transmitted in the form 0f(0,g,,0,...,0..

® Network Coding Algorithm in DTNs:

The advantages of network coding algorithm in DTHN @re: 1) nodes are
allowed to have more than one source packets td; s2nthe technique of
“information aging” does reduce the burden of systbuffering for old

information. The limitations of this algorithm gpeesent in the following:

1)

2)

The algorithm is designed specially in DTNs ardttiiee; hence, it will
probably incur some problems when it is directlgdisn a random wireless
network.

Because of the property of “generation hashinghegation IDs are selected
from a set of small size, such that the number adkpts kept in a same
generation will be increased gradually in ordergach a higher reliability; in
other words, a larger memory space is still neededl meanwhile, the
system operation complexity still cannot be reduced
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3) Although “information aging” is used aiming to savedes’ memory space, it
might cause another problem: packet delay will dlsancreased.

® NCBA:

Finally, a discussion of NCBA is also given hereccérding to [10], the

simulation results show that in the static topolaggtwork coding using this
algorithm can achieve better performance (PDR auwtegt delay) with much less
network resources.

However, there are still several unpractical proideand several unclear points
existing in this algorithm:

1) In this literature, the authors think NCBA can lssity extended to operate
over generations. However, they do not give theinegation management
method in detail and how to really use generationsetwork coding is still
obscuring, such as what is the generation memigerstandard to create
different generations; what the size of generatisnfiow many generations
one node can contain at the same time; how to neageigerations in order to
avoid inter-fluencies (e.g. an arrival of new gext®n might incur packet
losses if the flushing policy is used as generatimmagement method like
[14]).

2) According to the simulation part, they only use iegle generation that
holds the all the received packets together, shelh $everal problem are
caused:

a) The amounts of packets should be seriously cortidilhe way they use
to control the amount of packets is that each nodbe network is only
allowed to transmit at most single source symbatket);

b) Due to the large size of generation, it increasgesy processing burden
and also increase the requirements of nodes’ boffesince the memory
space of each node in the network should be langagh to store all the
received packets, the size of which is dependingtien number of
packets (the number of nodes in the network).

Considering the limitations of the algorithms “Netk Coding Algorithm in DTNS”
NCBA, and PFA (see Chapter 2), obviously theretils Isuge research space to
further discover and display the benefits of netwooding. We will give a brief
conclusion of PFA and two related algorithm frome tlaspects of network
performance and system processing requirementsT@ele 3.2) in a whole view.
The comparison results showing in the table arduated according to the related
literatures.

We can conclude from Table 3.2 that although bethted algorithms and PFA can
achieve great network performance (such as high,R®R packet delay), they also
have their own unpractical limitations; besidestha terms of network coding based
algorithms, the network processing complexity i &io high to be used in practical
application and the requirements of system buféeare still too much higher to stand
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for a real network. Therefore, we would like to idesa new algorithm and we hope
that it can keep the advantages, and meanwhilee sdil the problems that are shown
in Table 3.2.

Table 3.2: A conclusion and comparison of the eglatlgorithms;

Probabilistic Network Coding NCBA
Items Flooding Algorithm in
Algorithm DTNs
High PDR Yes Yes Yes
Network
Performance —
packet delay Yes Yes Yes
Low network overhead
(saving energy) No Yes Yes
Algorithm is allowed to
be used in random Yes No Yes
wireless networks;
Practical Using certain algorithm
Scenarios each node can have
multiple source packets to Yes Yes No
send; huge amounts of
data is allowed td
transmitted during the
communication process;
Low System
Processing Complexity Yes No No
Requirement of System Buffering Low High High

In the next chapter, we will introduce our algomttNCF which is designed based on
previous related algorithm. We hope it is able mhbreach the great network
performance and overcome such limitations and deatdges described above. As
presented in the table, our goal is to design suchlgorithm which is able to make
each comparison item to be positive (e.g. Yesgasof negatives (e.g. No).
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4.Network Coded Flooding Algorithm

In this chapter, we will introduce our approach N{DFdetail which is aiming at
seamlessly integrating network coding with one loé turrent network broadcast
protocols, PFA, and is designed in order to makewiih the disadvantages of
previously proposed related algorithms.

The introduction of NCF include several specificrtpa system model and basic
network coding functions (Section 4.1), packetribsted method (Section 4.2), a
different generation management method (Sectio)) th8reafter the whole operation
way of NCF will also be presented, which is dividatb two parts: “initial sending
part” (Section 4.4.1) and “receiving and retransiois part” (Section 4.4.2).

| 4.1 System Model and Basic Functions

We are interested in broadcast traffic of wirelestworks, where a broadcast
message originating at its source is received bisaheighbors in the same network.
A random-topology static wireless network modelhnét large number of nodes is
used in our case. Each node in the network can &ender that transmits its new
packet(s) and each packet originating at one fettmodes should be received by all
the other nodes in the same network in order teeaehthe goal of flooding (it means

each source packet should be received and sucliesstuieved by all the nodes in

the network). Moreover, multiple nodes are allotedommunicate with each other
simultaneously. We use the same terminologies @&t wh have defined in Chapter 1.

In this algorithm, “practical network coding [143blutions are used. Whenever there
is an opportunity of retransmission, a node wilid®ut a rebroadcast message which
is a linear combination of all its previously reasl packets (in the right generation).
Each packet is always sent associated with one damgovector, the encoding
coefficients of which are randomly selected frotinge field with a large size (refer

to Section 3.1). In NCF, we select such finite diglith sizeGF(2°), so that each
encoding coefficient selected from this field cam &tore in one byte; moreover,
according to [5] [9], field size ofGF(2®) is sufficient to highly limit the probability
that two encoded packets are totally identical.

When a node receives one packet which is a linesabnation of source symbol(s),
according to the generation number of the packetilliinsert this packet into a right
decoding matrix as the last row if it is an innavatpacket.

In the decoding part, a different decoding mettogdroposed which is also designed
for the purpose of time efficiency. After receiviag innovative packet, nodes will
check whether the decoding matrix is a full matwkich means the number of
columns in the decoding matrix is equal to the nemmdd rows; if so, nodes can solve
the matrix and retrieve related source symile will further explain our decoding
method later (Section 4.4.2).
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§ 4.2 Packet Distributed Method

As mentioned before, we choose PFA to combine métiivork coding. According to
previously related algorithms introduced in Secto®, both of them (the algorithm in
[9] is PFA based and the algorithm in [10] is CB&sé&d) use a parameter of
forwarding factor. Through related computations tthepend on such parameter, the
number and probability of packet retransmissiomstmacontrolled and decided.

However, what we need is a simpler method withony &alculations before
rebroadcasting. Therefore, based on the propemFaf, the parameter of rebroadcast
probability is used instead of using forwardingtéeic Besides, according to the
simulation results of these previous related atbors [9] [10], they only focus on
forwarding factor’'s range from 0 to 1. In that cafleis unnecessary to use the
parameter of forwarding factor; instead, rebroatipasbability can make the same
effect as forwarding factor does, given that thegeais from O to 1.

Briefly speaking, PFA is chosen in our case togra&e with network coding, the
packet distributed method in NCF is mainly basedweh broadcasting technique and
we use the parameter of rebroadcast probabilityotatrol the probability of packet
retransmission instead of using the parameter m¥dading factor. The details of the
packet distributed method used in NCF are desciib&iure 4.1.

If a new packet originates at its source, it wéltiroadcast with probabilitp =100%.
Packet Distributed Method: assume rebroadcast piiiigas P

Assume a nodeV, receives a packet, and the rebroadcast probaisilitp

If the packet is an innovative packet, it will Hered in nodeV, ’s buffer and one rebroadcast is activated
with the predetermined probabilityp . A rebroadcast packet is a linear combinationlofhe received

packets belonging to the right buffer sorted bygheeration ID.

If the packet is a non-innovative packet, it caomaduplicated information and will not be helpfok f
packet transmission and will be dropped.

Figure 4.1: Packet Distributed Method in NCF.
According to Figure 4.1, we divide packet delivprgcess into three situations:

1) For the situation that new packets originate air teeurces, sources must send
these new packets with a probability of 100%. Témson why nodes must send
their source packets once independent with a pitifyails that if sources decide
not to send out their source packets, none of tlikes in the same network will
receive those packets at all so that the performaricpacket delivery will be
seriously degraded.

2) When nodes in the network receive innovative packeim their neighbors,
nodes get the chance to mix all the packets (ddomnlinear combination of all
the packets) in the corresponding generation armoaglcast it with the
predetermined probability, called rebroadcast piodibg.
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3) If a node finds out that a received packet is a-inoovative packet, it will
discard this packet since it contains duplicatédrmation and will not be helpful
for packet transmission and communication.

|4.3 Generation Management Method in NCF

Our purpose is to make NCF work in real networkbere no synchronization is

needed to control packets’ arrivals and departundsere packet delay and packet
losses are allowed to happen; where huge amoudataf can also be transmitted
during the communication process. Therefore, tlea iof “buffering and generation”

which is an important technique of practical netwvooding (refer to Section 3.2) is

necessary to be used in our case, since:

1) Buffering model [14] allows asynchronous packets arrivals degartures with
arbitrarily delay and loss;

2) Dividing packets into generations means smalleingpgectors are allowed and
then controls the size of decoding matrix and sygdeocess complexity; besides,
it will probably decrease the packet (decodingpyend save the system memory
space.

Before explaining our generation management methed want to briefly review
several proposed methods. According to [14], on bard, given that only one
generation with limited size is allowed to be kept node, when a new generation
occurs at this node, the current generation withtslpackets will be flushed and
discarded, it will probably cause packet lossescesithere might be several
un-decoded packets in the discarded generatoyn the other hand, if all the
generations are kept together like “network codatgorithm used in DTNs” [9],
although a special generation management methoded in this case (“generation
hashing”, refer to Section 3.3.1), it cannot e#fiddy control the size of generation
and keeping huge amount of data together will altetyl occupy much larger system
memory space. In addition, considering the complerctionality of the generation
management method, “generation hashing”, it itke already added to the burden
of system.

Certainly, generation is a very helpful techniqubick can help network coding
become more practical. However, if no suitable amhsonable generation
management method is used, blindly using geneatiaiii make network perform
worse than before. Therefore, in our case, in otdedesign a practical network
coding based broadcast algorithm, we have to dérefansider the problems related
to generations, such as how to control generatithsy to divide packets into
different generations (the way to control generatimembership) and etc.; and also
think of a flexible and reasonable generation manant method.

In NCF, we propose a different generation managémmeethod which will be
explained in the following.
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There are two parameters that are used to contreérgtions and thus to control the
situation of system buffering and process compjexit

® Number of generations one node is allowed to keep:

Nodes do not need to contain all the generatiogsther in their buffers; instead,
only parts of generations with parts of the packe¢sneeded to be kept, such that
the requirement of system buffering is reduced;

® Size of each generation:

Controlling the size of generation means contrglline size of decoding matrix,
such that nodes do not need to process a decoditrikraf a huge size, and then
the system process complexity will be controlled.

The main idea of our generation management metBodivien in the following
example (Figure 4.2). This figure shows a curreritdr situation of a certain network

node Vv, . At this moment, four generations have alreadybespt in its buffer and we
assume there is not enough memory space for npd® contain any new packet
which is belonging to a new generation. Howeveraihew packet with a new
generation arrives at node; at this moment, according to our generation
management method, node will discard one of the existing generations is it

buffer, such that enough memory space can be szldfas collecting this new packet
with a new generation.

Situation of Node V, ‘s buffer

Figure 4.2: lllustration of main idea of generatimanagement method used in NCF.

In order to make this idea possible, the relatedes what kind of method can be used
to separate packets into different generations,vamat kind of standard can be used
to decide generation’s creation and dropping aceiméng more and more essential in
our case. Moreover, we also hope the discardedrgimes will cause relative less
effect or even cause no negative influence on métwerformance.

In NCF, we propose the idea of “generation list” dolve the above mentioned
problems. The detail operation way of generatishi$ explained in Section 4.3.1 and
a particular packet format which supports the fiomcof generation list is also given
thereafter (Section 4.3.2).
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|4.3.1 Generation List

Each node is required to have its own generatishviihich contains almost all
generations’ current information. It helps nodesficently control packet
transmission or receiving, and also generation’sation or discarding. Using
generation list, it is easy for a node to know itifermation including the quantities
and the identities of generations, the size of pmml memory space and available
space, and etc, such that nodes can immediatelgedediether and how to create or
drop generations. The detail functions of generdisi are given in the following:

® Function of Generation List:

In our method, the evaluation standard to comparetions depends on the
creation time of each generation and also availaidenory space. Therefore,
generation list contains the information:“*(Uniquer@ration ID, Created time of
the generation, Number of source packets)” (e.gp.INT(1), 3) means the

creation time of the generation named No.1 is aedad as T(1), and number of
source packets that is also the number of columinlseodecoding matrix in this

generation is 3).

The item of “unique generation I0jives the information of generation’s identity
(the reason why generation ID has to be uniquexa@ed in the part of

“Creating or Discarding Generation”). In order t@aka the identity unique, each
time when a new generation is created, the geperdll is randomly chosen in a
large set which is composed with huge amount @&gats; the item of “creation

time of the generation” gives the information ofetlexact time when the
generation is created which will be helpful fortgay the generation list (explain
in the part of “Sorting the generation list”); thiem of “number of source

packets” gives the information that how large teenaining available memory
space is.

Elements Generation List

| (No.1, T(1), 2) | First Generation | (No.5, T(5), 1)

(No.2, T(2) j‘> Second Generation || (No.1, T(1),2) |
(No.3, T(3) Third Generation || (No.3, 1"(3,)q

Fourth Generation| (No.4, T(4),

(No.4, T(4), 3)

| (No.5, T(5), 1) | Last Generation (No.2, T(2),

Figure 4.3: Example ohggation list.

One example of a generation list is shown in Figue We assume the order of
creation time of each generation B(5)>T(Q)=T(3)=T(4)> T(2) which
means the earliest created generation is generblm® and the latest created
generation is generation No.5. The elements irgémeration list should be put in
order according to the created time from the ne\(resined “first generation”) to
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the oldest (hamed “last generation”).

If the creation time of two or more generationghis same (e.g. generation No.1,
No.3 and No.5 in the example), the node will furttempare the number of

source packets of these corresponding generatodsput them in the order from
the smallest to the largest. However, if the nursbsrsource packets of these
related generation are also identical (e.g. No.@ Hon.4 in the example), the

order of these generations will be arranged rango@értainly, the precision of

the creation time depends on the implementatiorouncase, we use NS-2 to
implement NCF and the time defined in our casexieeenely precisely such that

the probability that two or more generations créatt the same time is

exceedingly low. In the future, we can also invgetie how precise the creation
time of generation could be defined for comparisogeneration list in order to

guarantee the good network performance of NCF.

As shown in the example, the elements’ order inegation list is mainly focuses

on the creation time of generation. The main redsahat we think a relative

new generation might contain more innovative pachkatd all the packets in a
relative old generation might have already beencessfully received and

recovered. The number of source packets is alsmtako account is because we
have to control the size of each generation and, thugeneration with relative

large available space is considered and used/firstl

Generation list plays an important role in NCFotder to display the function of
generation list more clearly, we give a practicehraple: we assume there are
many students in a class. After examination, theher wants to know the entire
students’ current situations such as who the ladest in the class is or which
student needs more help. If the teacher recordb@ltudents’ exam results in a
list and sort them in the order from highest todsty it will be convenient for the
teacher to know the students’ situations: the Btatlent in the list means he (or
she) is the best in the class, and the last studd¢hé list means he (or she) needs
more help.

Similarly, the information contained in the genamatlist is sorted in a particular
way which is explained above. When a node wanteta a packet with one or
several new source packets, only through checkesgeneration list, the node
can decide which generation could be considerstl f@ways choosing the first
generation in the list or creating a new generatfomecessary); when a node
wants to drop one generation for releasing some engspace, the generation
list can also let the node know which is the magible generation that could be
discarded (always discarding the last generatighariist).

® Sorting the Generation List:

As long as a node creates or drops one gener@soown generation list should
be updated and sorted accordingly, which is nansedtihg the generation list”.

The way how to sort the generation list (compaegedlements in the generation
list and put them in order) after something chaggsndescribed in the above. For
instance (see Table 4.1), if a node creates onegeeweration, before sorting the
generation list, the node will insert the infornoatiof this created generation into
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its generation list as the last row (in this tatble new generation is No.4) and the
initial number of columns is always equal to zekonew generation can also be
inserted at any position of the generation listalihcan be easily done through
implementation. After sorting the list, the elengemmt the generation list are put in
order again.

Table 4.1: Example of sorting generation list afteanging. Assume the order of the creation time of
each generation is T(1)=T(4)>T(2)>T(3).

Before sorting the generation list After sorting the generation list
First generation (No.1,T(1), 2) (No.4,T(4)=T(2), 0
Second generation (No.2,T(2), 5) (No.1,T(2), 2
Third generation (No.3,T(3), 5) (N0.2,T(2), 5)
Last generation (No.4,T(4)=T(1), 0 (No.3,T(3),5)

® Creating or Discarding Generation:

Nodes are allowed to create new generations or alcbgenerations if necessary.
The situations that generation has to be creatattapped will be explained in
the Section 4.4.

As long as a new generation is created, both auenigeneration ID” and the
“creation time of this generation” should also Ineeg and recorded.

When a generation is decided to be discardedf #fleopackets in this generation
are also dropped.

Whenever a node creates or drops one or severatgiems, information of the
generation list needs to be updated and re-sotted details are explained in
“function of generation list” and “sorting the geaton list” in this section).

Gen No.1
m ] Gen No.1
R NESEONN
_rTIZ_ Xl:gln’l-'— gzn’l n!.
oo {91920 0} m, {Xl}
- % = g,m+ gm 00g,9.J[m| %
[0 al E =[x]| )7 i
Gen No.1 Gen No.1
m ] (m|_
[0, @l =[] @\‘ [0, g m, =[]
L] X =gm+gm _
Gen No.2 Gen No.2
— X, = g;m+ g,m m]
o ol >{=lxl| -7 [o, gl |=0x]
L 4] L i

Figure 4.4: Explanation of choosing generationrlihuge set. The first figure is the example ¢feateration IDs
are the same and the second figure shows an exdmapline collision of generation IDs is avoided.
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There is one problem that is worth to being disedsswe requires each
generation’s ID to be unique such that the proligtof creating generations with
the same generation ID is relatively small and thaigch collisions might be
prevented.

An example is shown in Figure 4.4 that explainsrdéeeson why the collision of
creating generations with same generation ID shbeldavoided: assume there

are three nodes,,v,, v, in the network, and both nodg and v, want to
transmit packets to nodg, at the same time. According to this example, node
v, wants to transmit a packet with source symboism, and a packet from
node v, contains source symbolsy, m,.

For the first figure, assume the size of the sat ihhused to choose the generation
IDs is very small, the situation that both nodg and v, create their
generations at the same time with the same geaert2i might happen probably
(the generation ID is assumed as generation No.thign example). Clearly
shown, after these two packets that are transmfitted node v,,v, respectively

are received by node,, the size of decoding matrix for generation Ncsl i
increased to4x 2 which means nodes, cannot retrieve any one of these four

source symbolsm, m, m, m unless it receives at least two more related
packets.

In contrast (see the second figure), assume tleeo$ithe set that is used to select
generation IDs is larger enough to avoid such sioli (selected generation ID is

same and not unique). Given that both nogeand v, create their generations

at the same time with different generation IDs (gje@meration ID is assumed as
generation No.1 for node;, and generation No.2 for node,), after receiving

these packets, node, should keep two generations separately, the $indich

are 2x1 respectively. Obviously, the computation complexis decreased
because solving twd®x 2 matrixes is relatively easier than solving ode 4
matrixes; packet delay could also be reduced witklative higher probability
since only receiving one more related packet, thérce packets contained in
generation No.1 (or No.2) could be recovered. Haxethere are other problems
that can be caused by the way of generation igectinposition, we will further
discuss this problem (refer to Section 6.2.1).

Certainly, in order to make generation list worksaitable packet format is also
necessary. In next section, we propose a packetafothat is different from the
previous related algorithms.

|4.3.2 Packet Format

In order to support the particular operation wayN&F, a corresponding packet
format is necessary to be designed. A packet fousatg in NCF is illustrated in

48



NETWORK CODED FLOODING _

Figure 4.5 which includes the generation ID andatom time of this generation;
marks of source symbols; associated encoding vectinformation vector which is
a symbol generated from a linear combination.

According to the packet format used in NCF, one rigam “creation time of this
generation” is added as a part of packet. The megison is because of the generation
list. Only through comparing the creation time, #diements in the generation list can
be arranged in order such that the function of g list can be realized (see 4.3.1
“functions of generation list’).

Besides, we do not need to send a whole encodicipyenstead, only the encoding
coefficients that are corresponding with the traittet source symbols are needed to
be sent. For example, we assume the size of gemerat8. If we use the former
packet format (Figure 3.2) and assume only fAs@urce packet is combined in this
packet, the corresponding encoding vector should®é,g, ,0,0,0,0,C. However,

in our method, the corresponding encoding vecto(gs together with a unique

mark of this related source packet (em,) such that the size of encoding vector is
reduced.

Creation time of this Source Encoding Information vector
Gen ID -
generation symbols vector (data)

Figure 4.5: Packet format of NCF.

Depending on the different packet format, a différdecoding way is also proposed
correspondingly which will be explained in Sectibd.2.

|4.4 Initial Sending, Receiving and Retransmission

After introducing the packet distributed algorithend generation management
method used in NCF, in this section, we will expl#ie operation way of NCF in
detail. We divide the operation way of NCF into twarts: initial sending part;
receiving and retransmission part.

Table 4.2: Symbols’ definitions about nod¢.

Symbols Meaning Initial value
M maximum number of elements in a generation listmam
number of generations a node can have simultangpusl
T maximum generation size of each generation
n(i) number of generations (generation buffers) natehas n(i)=0
Gen (j) unique ID of the generation j selected from a $érme size
which is composed with huge amounts of integers
#columns(j) number of columns in the decoding matrix of generejt #columns(j)=0
(equal to the amounts of source packets in geoargti
#rows(j) number of rows in the decoding matrix of generajion #rows(j)=0
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Firstly, the definitions of some symbols which ased to describe the state of one of
the nodesy, in the network are listed in Table 4.2.

I 4.4 1lnitial Sending Part

The initial sending part describes the situatiorewtone or several source packets
originate at a certain node in the network at ramdmne during the communication
process. The flow chat is described in Figure 4.6.

NodeV; wants to generate a
packet with one or several source
symbols at random time

no

n(i)=0

generation list, find the yes

According to the

first generation
(assume it is Gen (j))

wn

Create a new generation “j”,
y and give and record the info:
Gen(j) and created time in the

#oolumns()<T generation list & n(i)++
4 L
yes Sort the generation list

According to the generation
list, find and drop the last y

generation buffer & n(i)—
<4 L
Sort the generation list

Append the generation ID (Gen(j)) to
the packet header, and do linear
combination of these source symbols
<4 L

A\

Compose a packet according to the
designed ﬁket format

Send out this packet to the network;
Add this packet also in Gen (j) in the
form of decoding matrix

Figure 4.6: Initisreding part of NCF

According to Figure 4.6, we mainly define two stioas that could be met in the
initial sending part in the following. Whenever @usce packet needs to originate at
its source, the generation list has to be carefiligcked firstly.

1)

If there is no generation existing in the nodi(=0, the generation list is

empty), the node will create one new generatior (Section 4.3, as long as
creating one new generation, unique generation i eeation time must be

given and recorded, and the initial value of numbiecolumns is set as zero);
meanwhile, the related information needs to be ndaxb in its generation list.

Then, the node sends out a linear combinatione&turce symbol(s) and stores
it in its generation buffer for back-up.
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2)

If there are one or more generation buffers thatehalready been existing in
node v, (n(i) # 0, there are elements in the generation list), taerwill choose
the first generation according to its generatiah (since the elements in the list
are always put in order of creation time from tlesvast to the oldest, and node
always choose the newest generation to send pddket available), and further
check its number of source packets:

a)

b)

If the first (newest) generation is not full whiokeans this newest generation
still has enough space to contain new source pacltet node will certainly
choose this generation as the packet’s generdtien, store the new source
symbol(s) in this generation buffer, and send olibe@ar combination of all
received packets including the new source symbol(s)

However, if the newest generation (the first getienain the list) is full, the
node has to create one new generation instead in§ ukis generation;
otherwise, generation size would be unnecessaniigrged. As the number
of generations is also limited considering the fimemory space of a node,
before creating a new generation, the node shotleckc how many
generations have already existed in. If the nunubegenerations is smaller
than the maximum, it means there is enough memuagesfor the node to
create one new generation without influencing atmepgenerations kept in
this node. Otherwise, if the number of generatienalready equal to the
maximum, the only way is to discard one generasioch that some memory
space can be released for creating and keepinghewegeneration. In our
case, removing the last generation in the generdis (dropping all the
packets in this oldest generation) is a betteraghol he reason is that the
probability that nodes in the network still nee@ tidest data at the given
time is relatively low.

One important thing cannot be forgotten: as longr@sting or discarding
some generation, the generation list should betepdand re-sorted (refer to
section 4.3.1).

I4.4.2Receiving and Retransmission Part

The receiving and retransmission part (Figure 4s70lescribed the situation that a
packet is received by a random network node duhegcommunication process.

When a node receives one packet, the informatiorgasferation including the
generation ID and its creation time can be obtaifnech the header of such packet.
According to its generation list, the node mustoth&hether the generation has
already existed in this node. If the node has diregot this generation and the packet
is defined as innovative (non-innovative packetsch® be dropped), there are three
actions that are needed to be activated:
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® Sorting the generation list

The number of source packets should be updatdteigeneration list if there are
new source symbols added in this generation.

® Receiving and decoding

According to our packet format (see Section 4.3#%),decoding method used in
NCEF is different. Let us make an example. We assantlkis moment, according
to the generation ID, the decoding matrix of nogeis

[a.][m]=[%].

When a node receives one
packet, the info of generation can
be obtained from the header of
the packet

According to the generation
list, find and drop the last
generation buffer
& n(i)—

.

Sort the generation list

is generation buffer exis

this node’s buffer
yes
Discard no
this packet . .
Create this generation
yes &n(iy+ -
1 L -
Sort the generation list
Store the packet in this generation as 9
the last row in the decoding matrix

-4 L <—,
Retransmission: send a random linear
combination of all the packets

in the generation

Do nothing

Solve the matrix and decode
these source symbols

Figure 4.7: Receiving and resraission part of NCF.

And then an innovative packet belonging to this egation is received and
according to its packet format, the symbol of infation vector isx,; encoding

vector is (g,, 0,); related source packets arg,, m. Therefore, nodev, will
keep this packet in the form of decoding matrixabhis in the form:

m
S0

9, 0; m,
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Clearly shown in the above matrix, since the resgtipacket does not include the
source packet ofm , the corresponding position in the decoding matsix

appended as 0; similarly, the second and thirdnen&uof the first line are also
appended as 0.

In this algorithm the node can execute decodinggs® to recover the original
source symbol(s) when the number of columns irdéeoding matrix is equal to

the number of rows. Then, the decoded data willdrg to the upper layers. This
way of decoding also makes this protocol work manatically and efficiently as

it further reduces the size of encoding vector; sradlows solving the decoding

matrix early instead of solving the decoding mabmnty if the whole generation

is completed. In other words, the upper layers welteive the decoded data
earlier instead of waiting until the end of comnuation process.

® Retransmission

As long as receiving an innovative packet, the nodd&ins an opportunity to
retransmit one packet with a predetermined rebrmstdarobability. If so, it will
retransmit a random linear combined packet. In NQ¥ define that
retransmissions will be activated immediately withany delay. Later, we can
also let nodes retransmit packets after some rardiday in order to reduce the
influence of collisions.

If the generation of the received packet does Rt én this node, the node should
create this generation in order to store the reckpacket in a right generation buffer.
Similarly, before creating, the node should chdeknumber of generations it has so
far. If it is still smaller than the maximum, theode will create this generation
corresponding to the generation ID in the packetdee otherwise, the node has to
discard the last (oldest) generation accordindpéogeneration list and create this new
one. After creating a right generation correspogdio the received packet’s
generation, the actions including storing the iratowe packet, updating and sorting
the generation list, retransmission and decodirgcgases are also needed to be
executed as mentioned above.

In the receiving part, another problem should &lscexplained here. If the node has
already had this generation and the packet is eé@fas innovative (non-innovative

packets need to be dropped), the node will stargtitket in this generation and put
it as the last row of its decoding matrix evenhe tsize of the packet's encoding
vector exceeds the maximum generation size, suahttle number of packet losses
might be decreased. An example in Figure 4.8 caarlgl show this kind of situation.

We assume that before sending, both nede, have already kept Generation No.1
and one packet with source symbwl has already been stored in their “Generation

No.1” buffers. The maximum generation size is assliras 2. According to the
figure, given that at the same time both nogev, want to transmit one packet with

source symbolsm, m, and m, m respectively and they both choose generation

No.1 since the size of it is smaller than the maxim In the left part of this figure,
extra packets are not allowed to be stored in itjiet generation if the number of
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source symbols reaches the maximum, such that mpdean only keep one of both

packets in its generation buffer (for the exampléhie figure, because one generation
is only allowed to contain at most 2 source symbitsle v, only keeps the packet

from node v, and discard the packet from nodg although it is also innovative).

Clearly, for nodev,, a source symbol (for the example, itns,) might never been
received and recovered which will degrade the ngkywerformance.

In contrast, in the right part of this figure whi@xactly describes the receiving
operation of NCF, extra packets are allowed to égt provided they belong to this
generation and are innovative although this pdgircgeneration is already full, such
that all these three source symbots, m, m can obtain the opportunity to be
recovered.

Gen No.1 Gen No.1

Gen No.1

Gen No.1
[g1][m1=[>s]@ N K [glllm]=[>s]@ ez an i
Gen No.1 Gen No 1
Gen No.1 Gen No 1
ol @) """ || B @ e t

Gen No.1

Gen No.1

\j

9,9, 0 m
9,09
m

@.... s sl -t ol I

Figure 4.8: An example of packet receiving. Lefttppacket is not allowed to be kept in the right
generation buffer if the generation is already;fuiiht part: packet can be kept in the right gatien
buffer no matter how many packets have already heethis generation. Assume the maximum
generation size is set as 2.

§4.5 Summary of NCF

In this chapter, we describe our algorithm NCF ietad including the packet
distributed method, the generation management rde#imal corresponding packet
format. We also explain the operation way of NCRvitlo aspects of initial sending
part and receiving and retransmission part. In skistion, we would like to make a
specific example in order to give a clear overvadviNCF.

According to Figure 4.9 (this example illustratexe @f the situations that NCF can
meet during communication process), packets, tagggdgeneration number

(generation identity are 1, 2 and 3 respectivelg alnowing with different number)

receive sequentially, subject to collision and ldgg§. We assume the creation time of
each generation is in the order ®{(3) > T(2) > T(1), the maximum generation size is
2 and each node can contain at most 2 generattoine aame time. There are two
nodes in the same network and we assume at thés tiode v, sends a packet to the
network. When this certain packet which is beloggio generation No.3 and the
information vector isx, =g,m+ g,m (two source packets are included in this

packet) arrives at nods,, it will first check its generation list and alsompare with
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the generation ID retrieving from the certain pdskédieader. According to the
contents in generation list, there is no such geiter named generation No.3 in node
v,’s buffer and the amounts of generations are ajreegual to the maximum.

Therefore, in order to store this new arriving peickode v, will discard the last

generation which is generation No.1 in this exampled create a new generation
called generation No.3 and then put this packehenright buffer with the form of
decoding matrix. Of course, the generation list @l updated and sorted. If the node
gets one opportunity to rebroadcast a message!] flavthe network coding solution
of randomly linear combination of all the sourcelgs in the right generation which
is associated with an encoding vector.

Gen No.3

S Random Linear
- Combination _-

~ Asynchronous™ ~

Gen No.2 Gen No.1 « Eroadcasting/ )

—

- /Asynchronous = (37
( : N7
~_ Recept|on/ I
First Generation|(2, T(2),1) Node v, First Generation|(3, T(3),2)
Second Generation|(1,T(1), 3) . Second Generation |(2, T(2), 1)
Updating and
~— sorting E—

Figure 4.9: Brief conclusion for NCF. Assume a ngde contain at most two generations at the same
time [5].

In this chapter, we specifically introduce the dasd algorithm “Network Coded
Flooding Algorithm”. Briefly speaking, it is a nebrsk coding based flooding
algorithm which can both limit the size of each @etion and the number of
generations one node can have simultaneously aiatirghieving a better network
performance while system processing complexity #rel occupation of memory
space are reduced to a reasonable level.

After theoretic analysis, in the next chapter, wvantto show the simulation results of

this designed algorithm. Through simulation, we ftather analyze the pros and cons
of NCF compared with other related algorithms.
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5.Simulation Results and Analysis

In previous chapter, we have explained the detdiNCF. In this chapter, we would
like to analyze and compare the performance of M@F several related algorithms,
especially with NCBA and PFA. After briefly introdimg the simulation environment
in Section 5.1, specific simulation results arespreed in Section 5.2-5.3, and several
related parameters such as rebroadcast probabgéperation size, number of
generations, and network density are investiga#¢cdthe end, we propose several
trade-off schemes in Section 5.4 which are baseabtained simulation results.

I 5.1 Description of the Simulation

|5.1.1 Simulation Scenario

We use NS-2 to implement our algorithm, and theutation scenario is implemented
based on tcl script. Node configuration and relateiables’ setting-ups are described
in the Figure 5.1.

Link Layer
(LL) »
set val(ll) LL
A
A
Interface Queue
(IFq)
set val(ifq)
Queue/DropTail/PriQueue
A
A
Medium Access Control
(MAC)
set val(mac)
Mac/Simple

Address Resolution
Protocol
(ARP)

A
h J

Network Interface

(NetlF)

set val(netif)
Phy/WirelessPhy
A
A
Channel

set val(chan)

Channel/WirelessChannel;

Radio Propagation

Model
set val(prop)

Propagation/TwoRayGround;

Antenna

A
\ 4

set val(ant)
Antenna/OmniAntenna

Figure 5.1: Implementation based on tcl script: enocbnfiguration and variables setting-ups’
description.
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For the topology of the simulation network, we Us@0mx 500m simulated wireless
network and network nodes in the network are rangdalistributed on such area. We
use NS-2's default settings of wireless network gitgd (PHY) layer (denoted as
“Phy/WirelessPhy” in NS-2) such that the transnoissiange and the receiving range
of each node is250m. The specific default settings of “Phy/WirelessPage given

in the following [20]:

Table 5.1: Default settings of “Phy/WirelessPhy'NB-2 [20].
Phy/WirelessPhy set CPThresh_ 10.0
Phy/WirelessPhy set CSThresh_ 1.559e-11
Phy/WirelessPhy set RXThresh_ 3.652e-10
Phy/WirelessPhy set Pt_ 0.28183815
Phy/WirelessPhy set freq_ 2.4e+9

Other related settings in tcl are also given here:

Table 5.2: Other related settings of our simulation

set val(rate) 20 #number rafdulcast packet generated per second
set val(traffic_interval) 10 # theental while there is traffic in the network
set val(traffic_ start) 1

Mac/Simple set bandwidth_ 1Mb

For the Medium Access Control (MAC) layer, we ussimple MAC type without
RTS/CTS which can be directly set in NS-2 by thenownd of “Mac/Simple”

without any implementations.

Figure 5.2 shows an example simulation network areigh contains 100 randomly
distributed network nodes.

J‘ 500 >‘

1
© o5
@ @
® @
S o ° oy
&) 52 @
& ®(eb® B o @,
o (29) )
@ %3 GD
(O @ o @
@ Z@) @ @
& :
% B o = &
@ (19)
@
\/ @

Figure 5.2: Example simulation network anggn 100 randomly distributed nodes.
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|5.1.2 Performance Metrics

The performance metrics are “PDR”; “end-to-end packceived and decoded delay
(packet delay)”, and “network overheaghumber of rebroadcast times)”, the
definitions of which are given specifically in tfalowing:

® PDR:

It is the most important parameter which can cleahow the reliability and
efficiency of the network.

For each source packet that originates at its spwvith PFA, PDR is percentage of
network nodes who accurately receive this new iatige packet; if network coding
is allowed, PDR is the percentage of network natkas receive and successfully
decode this original source symbol.

Following the terminologies which are given in Cteapl, we assume there are
number of|M| source packets transmitted during the simulatiawtgss, and for a

random source packet, , thePDR of such packet is defined aBBDR(m) . We use
the average value #DRto evaluate the network performance of packevdsl
k=|M|

PDR=(> PDR m)/| M, k=1,2,...|M|.

The reason why we prefer to use the average valthai because nodes are randomly
distributed in the simulation area, it is possithlat parts of the simulated network are
dense and some areas of the network are sparsmudSlyy such situations might lead
to results that on one hand, some packets whigjinate from the dense parts of the
network can reach higher delivery ratio; on thesotiand, packets that originate from
an extreme sparse region of the same network migthbe delivered at all, since no
nodes are within the transmission range of thecasurAs we want to investigate the
ordinary performance, PDR with the average valuaase suitable in our case.

® End-to-end Packet Received and Decoded Delay (patkkelay):

The performance metric of packet delay shows haow B new innovative packet can
be received or retrieved by all available nodesd #mus it shows the working
efficiency of the network.

Similarly, for each source packet, if PFA is usbe, packet delay is between the time
that a certain packet originates at its sourcethadime that the packet is accurately
received by a node in the network. We average ¢feydime by all the nodes who do
successfully receive this packet; if network codisgllowed, it is measured as the
decoding time that starts from the original trarssitin of a certain source packet and
ends at successfully retrievals by a node in thwar. Similarly, we also average
the decoding delay time by the total number of ektwnodes who do receive and
successful decode this source packet.
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Certainly, there are many source packets that ted@ transmitted in the network;
we further average the packet delay by the totaiber of source packets existing in
the given network for the same reason mentionedebo

® Network Overhead (total number of retransmission tmes):

Network overhead is exactly the same as total nurmbeetransmission times which
shows the system state of power consumption. Tigerdhe value of retransmission
times is, the more the network overhead is needathgl communication. This

performance metric can clearly show one of the NGienefits: energy saving, which
will be illustrated through analyzing related siatidn results.

In addition, we also add 95% confidence intervalparts of simulation results that
will be shown in Section 5.3 in order to analyze anmpare the performance of NCF
and related algorithms much clearly.

|5.2 Comparison of Three Algorithms

Firstly, we want to compare the performance of NG both PFA (refer to Section
2.2.2) and NCBA (refer to Section 3.3.2). In orttecompare these three algorithms
clearly, we should simulate them in a same netvesrnkironment. As the limitations
of NCBA (refer to Section 3.4), the network envimoent used in this case is
particular:

1) Network contains 100 nodes, which are randomlyridisted in an area of
500mx 500m; the transmission range of each node in the né&tvisraround
250m.

2) Each node can only have single source packet t @ed thus, the total number
of source packets transmitted during the commuisicgtrocess is equal to the
total number of nodes in the network;

3) According to the simulation environment in [11], cRats (not rebroadcast
packets) are transmitted during the first 100 tiomits, at each time unit one
packet originates at a randomly selected nodeuincase, similarly, we set the
time that a new packet originates at its sourcensdandomly chosen during the
first 20 seconds of the simulation process; besittesaverage sending rate is 5
packets/second (in one second, about 5 new soate(s will originate at their
sources in the form of linear combinations); caltaihe parameters of system
sending rate can be easily changed;

4) We set the whole simulation duration is 20 secofidais, simulation will be
stopped at the end automatically although theréntnbg nodes who still want to
rebroadcast packets.

Table 5.3: Parameters' setting in simulation.
Generation size 4 8 16 32

Number of generations 8 4 2 1
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Moreover, for NCF algorithm, both “the size of eaymeration” and “the number of

generations a node is allowed to contain at theegame” are important parameters in
NCF which could significantly influence network Iaefors; therefore, in this case,

we assume that each node in the network can keemsit 40 packets and different
settings of NCF used in simulations are listed &bl€ 5.3. It seems only 32 packets
can be kept in a node instead of 40 because wddshonsider the situation that in

the receiving part of NCF, node should put any vation packets in the right

generation no matter how many packets has alreathis generation buffer (refer to

the Section 4.4.2 and Figure 4.8).

After introducing the basic setting-ups of simwati we would like to show several
related simulation results. In Figure 5.3, 5.7-5i9, respectively shows the
performances of PDR, packet delay and network @aattfior NCF, NCBA and PFA
(we use “probabilistic flooding” to denote PFA imrosimulation results) which are
changing with rebroadcast probability. Since whHenrebroadcast probability is large
enough, the performance of these three algorittasabnost identical (all of them
can achieve PDR of about 100%); we only give theutation results changing with
the rebroadcast probability of range from 0 to 25Where is several useful
information displaying in these simulation resuitdich will be given in the
following:

! "
V| —o- prebacinstic foodrg
., N =

LE] Sy X R s s mmmemmeeedeeoo ——HCF{slze =4, num gen=i)
MCF{ 3126 =8, num gen=4)

' HCF{ 826 =18, num gen=t |
V| —H—NCFiszE=E2, num gen=1 )
T

packetdellvery rato

a am ar a3 az a3
rabroadeas t probatiiity

Figure 5.3: Rebroadcast probability-PDR for NCF,B¥Cand PFA. (In NCF, the impacts of different
size of generation).

® According to Figure 5.3, if nodes are almost ntmve¢d to rebroadcast messages
upon the reception of innovative packets (roughlyhe range of0%< p< 3%
shown in Figure), we observe that network codingashelpful; and in contrast,
PFA performs better (it is able to get a relagMeigher PDR).
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However, as the rebroadcast probability increasihg, benefits of network
coding are shown gradually. PFA needs a higheosslmast probability of larger
than 25% to achieve PDR of around 100%; in contmastwork coding can
almost achieve 100% PDR merely with a lower rebrtaat probability.

Furthermore, the larger the generation size is,bitter performance of PDR
(higher value of PDR with lower rebroadcast probigfithe network can

achieve. For the example of NCF algorithm with $iee of generation 32, PDR
of around 100% is reached only with about 12.5%caatbcast probability.

Besides, when the rebroadcast probability is lasgerugh (according to Figure
5.3, it is larger than 25%), PFA can also reach R of almost 100% as
network coding algorithms do.

Examples in Figure 5.4-5.6 clearly explain the osawhy such behaviors could
be obtained through simulation; why network codihges not perform well
where rebroadcast is not allowed, and why netwartirgy can achieve higher
PDR than PFA if the rebroadcast probability is a¢@sonable level. These three
examples are given in different situations: reboaatl probability is extremely
low which belongs to the range of arour@o< p< 3% (the rebroadcast
probability is denoted ag); rebroadcast probability is relatively large (e.g
according to Figure 5.3, rebroadcast probabilityinsthe range of around
3%< p< 25%); rebroadcast probability is large enough (e.gdathan 25%):

a) Rebroadcast probability is about 0%(0%< p < 3%):

m mz@ " X =g,m @[gz 93]|::H:[X2]
@ ¢ W
m, mz@ m, M x=g,m+gm @[gz gs]mk[xz]

PDR=(0%+100%)/2=50%
PDR=(0%+0%)/2=0%

Figure 5.4: Example for comparison of PFA and NOthwan extremely low rebroadcast probability
(around 0%< p < 3%).

For the example in Figure 5.4, it illustrates titaation with extremely low
rebroadcast probability, which means nodes are gigbnot allowed to
rebroadcast packets when they receive innovatickgtis. We assume there
are three nodes,,v,,v, in the network and node; sends two source

packets with source symbolsy, m, respectively, and(g,, g,,...) are the

coefficients of encoding vectors used in networdticg which are selected in
a large finite field. Besides, we also assume dhl second transmitted
packet is successfully received by the neighborshefsource because of
packet loss or collision that occurs during the samication process.
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The example of PFA is shown in the left part. Wa cdserve that both
two nodesv,, Vv, receive the second packet with source symimpl and no

rebroadcast is activated by nodeg, v,. Hence, the average PDR is 50%.

For network coding (right part of this figure), hatodesv,, v, receive the
second packet ofk, = g,m+ g,m; apparently, no source symbols can be
recovered as sufficient packets are not receiveshdre v,,v, to recover
any source symbols such that the average PDRdrcétsie is 0%.

In conclusion, the above example gives the expiamathat PFA does
perform better than network coding if rebroadcashardly allowed during
the communication process.

b) Rebroadcast probability is relatively large:

. m . @ ' X =gm . @

® & ® &—©®
X=0;m+ g X =0;m+ g

Wi @™

(m) . fa.0][m]_[x]fa 0| m]_ »;][Og}[m}m

m, m, (m, 19:9.0lm] [ %] 0g,||m]| | %l%%IMm] [%

PDR=(50%+100%)/2=75% PDR=(100%+100%)/2=100%
Figure 5.5: Example for comparison of PFA and NCithwelatively high rebroadcast probability
(according to Figure 5.3¢broadcast probability is in the range of arould@ < p < 25% ).

For the example in Figure 5.5, it illustrate theuaiion that rebroadcast is
allowed with a rebroadcast probability in the ranfi@bout 3% < p< 25%.

We assume there are three nodess,, Vv, in the same network and node
v,,V, want to exchange their information with each ottheough the relay
node v,.

The example using PFA is shown in the left parFigiure 5.5. We assume
after nodev, receives both messages and m,, it gets a chance to
forward one of the received message (assumein this example). We also
assume that since the rebroadcast probabilitytisery large, nodev, does
not get the chance to forward the messagenpf Then, the average PDR in
this case is 75%.

Compared with PFA, an example of network codingitsoh is also given in
the right part of this figure. Similarly, node,v, want to exchange their
information with each other. The transmitted messagre in the form of
linear combinations. We also assume that afterivimgeboth packets from
node v;,V,, node v, only gets one chance to rebroadcast a packet vidich
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in the form of x, = g;m+ g,m. Then after receiving the packet from the

relay node, information is enough for both nodev, to retrieve new source
packets, and the average PDR in this case is 100%.

Briefly speaking, network coding solution can agkidigher PDR compared
with PFA when the rebroadcast probability is reklly large (through
observing from our simulation results, we define thbroadcast probability
in this case roughly belongs to the range38b< p < 25%).

c) Rebroadcast probability is large enough:

®
® O—®

mi:@
B E B

PDR=(100%+100%)/2=100%

Figure 5.6: Example of PFA for the performance bRPwhen rebroadcast probability is larger enough
(according to Figure 5.8ebroadcast probability is roughly larger than 25%

If the rebroadcast probability is large enough,ocadimg to Figure 5.6, we
assume nodev, gets retransmission opportunities to forward bbilo

received messagesny and m, respectively, such that the purpose of

information exchanging can be finished and the ayerPDR can also be
achieved at 100%. It means that if retransmissamsallowed to happen
with a large enough probability, both PFA and nekwoding solutions can
reach a very high value of PDR.

® According to Figure 5.7, the packet delay of PFAa$ changing apparently with
the increasing rebroadcast probability, and it gsvikeeps at a relatively lower
value as the operation way of PFA is simple withaay encoding or decoding
process and the transmission range of each nodeurinsimulation is large
enough.

In contrast, with network coding, the performande packet delay changes
apparently related to the value of rebroadcast gisibby. If no rebroadcast is
allowed, we can observe that packet delay is exheow. The reason is that
network nodes can only decode such source packathwan be immediately
retrieved at the first time when it is receivedhetvise, they will never be
retrieved during the communication process. Heocdy the decoded time of
retrieved packets can be recorded which is extregraglall and used for the
calculations of packet delay.
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If rebroadcast is allowed but not with a high ptobty (3%< p<12.5%, the

range is given according to Figure 5.7), a node waiy for a relatively long time
to receive sufficient number of innovative packetsorder to recover these
source symbols, which means a longer packet deightrhe needed for network
coding in this case.

However, as the value of rebroadcast probabilityaasing (larger than 12.5%),
both NCBA and NCF can also reach lower packet detalPFA does. The reason
is that with a larger rebroadcast probability, am& duration, the number of
innovative rebroadcast packets is increased camebpgly such that the time
that is needed to decode source symbols is certad@dreased.

The changing tendency of packet delay is diffefeotn the results shown in
previous related work [9] [10] and we will furthéiscuss this problem later
(Section 6.2.1).

035 T T

| L

I'| =-@-- probabilistic flooding

| | —&-- NCBA

1] ——NCF (size=4, num gen=8)
NCF (size=8, num gen=4)
NCF (size=16, num gen=2)
-+ 1 —+— NCF (size=32, num gen=1) u

packet delay

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

0 0.05 0.1 0.15 0.2 0.55
rebroadcast probability

Figure 5.7: Rebroadcast probability-packet delayN@€F, NCBA and PFA. (In NCF, the impacts of
different size of generation are also shown).

In addition to compare PDR and packet delay, we atsnpare the situation of
network overhead changing with the increasing ratbcast probability. Through
simulation, we find that the performances of atethalgorithms are almost the
same; hence, we only give one result shown in Eigu8 which is about NCF
with generation size of 32 and the number of gditera one node can keep is 1.

Clearly shown in Figure 5.8, with the increasingreadcast probability, number
of rebroadcast times is increasing almost lineafMherefore, a serious
disadvantage of PFA is shown obviously: according Rigure 5.3, when
rebroadcast probability is larger enough (at Iéasgfer than 25%), PFA can also
reach almost 100% PDR which is the same as NCF N@BA; however,
according to Figure 5.8, much more times of rebcaatlare needed which means
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PFA needs to consume much more network overheamder to achieve the
same performance of PDR. A more apparent compaisssimown in Figure 5.9.
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Figure 5.8: Rebroadcast probability-network ovedhies NCF.
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Figure 5.9: PDR-network overhead for NCF, NCBA &fA. (In NCF, the impacts of different size of
generation are also shown).

According to Figure 5.9, assume we want to achienind 98% PDR, PFA
needs the total rebroadcast times of around 130@ontrast, using network
coding, this amount will be reduced significantlyiieh are related to different
generation size. For the example of NCF with gefmrasize of 32, only 600
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times of rebroadcast are needed to achieve the ke and the amount is
decreased greatly by about 700 times.

® Different generation size of NCF leads to differemttwork performance,
especially when the rebroadcast probability is &mal

The larger the generation size is, better perfooneari PDR can be achieved and
fewer network overhead is consumed while longekgptdelay might be caused.
The impact of different generation size has alrebdgn explained in previous
work [16]: buffering sufficient number of useful @dings at an intermediate
node before encoding increases the ability of gamay useful encodings, such
that the correlation between different packetsn@dased and thus the network
reliability (PDR) is also improvedut buffering more packets means that more
storage space is occupied and larger size of emgadight increase packet delay.

Therefore, although we are aiming at achieving RBRigh as possible, blindly
increasing the generation size is not a good ideze st will probably result in
increasing packet delay, network process complextity buffering requirement.
As shown in Figure 5.3, compared with NCBA whicleds network nodes to
store all the received innovative packets togeth&f’s performance proves that
only if both the size of generation and the rebcaatl probability are set
reasonably, it is unnecessary for nodes to keephallpackets; instead, only
keeping a small part of these packets is enougreach the same PDR. For
example, NCF with generation size of 32 can alsxhePDR of almost 100%
when the rebroadcast probability is larger tharuado12.5% in our simulation
result, which is the same as NCBA. Besides, usi@fFNthe occupation of
memory space is greatly saved, and both the patiay and the computation
complexity are also reduced compared with NCBA bseahe size of generation
is limited.

However, compared with NCBA, a disadvantage of N@R also be found out
that the level of NCF's energy saving is relativétwer than NCBA. For

instance, in order to achieve around 98% PDR, N@F generation size of 32
needs roughly 550 times of rebroadcast while NCB#y meeds 500 times. This
is due to frequently using the idea of generatiorNCF and we will further

discuss it in Section 6.2.1.

In conclusion, compared with NCBA, except for tieryy saving problem, NCF is a
better algorithm since only through accuratelyisgtthe related parameters of NCF,
it can achieve higher PDR with less packet delagredver, it efficiently decreases
system process complexity and buffering requirement

I 5.3 Analysis of NCF compared with PFA

In the previous section, we compare NCF with NCBA #FA; however, due to the
limitations of NCBA, the simulation environment wee is far from practical and not
enough to display NCF'’s properties. In this sectianmore practical scenario is
employed:
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1) Network size is also equal t600mx 500m, and the transmission range of each
node is still around 250m;

2) However, each node in the network can transmitra¢geurce packets instead of
only one; huge amounts of packets are allowed todmsmitted in the network in
parallel;

3) The time a new packet is initiated by its sourcelissen randomly during the
whole simulation process. Simulation will be stop the end automatically
although there are nodes who still want to rebraatdpackets.

We will investigate the influences of different geation size, different number of
generations and different sending rate as descib&ection 5.3.1, and later analyze
the situation that the rebroadcast probability rged (Section 5.3.2) and the
influence of network density (Section 5.3.3). Wasiate NCF in different aspects in
order to fully understand the potentials and ev®mweaknesses.

|5.3.1 Impact of Generations’ Amount and Sending Rat
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Figure 5.10: PDR for NCF with different generatigime and different number of generations per node
can have. We test the different performance of N\R generation size 4, 8, 16 and 32. Different
sending rates are also simulated (5 packets/se&@tdpackets/second).

According to the introduction of generation managetmmethod used in NCF
(section 4.3.1), we have already known that onthefproperties of NCF is to create
new generations or drop relatively helpless germratf necessary for the purpose of
reducing the burden of system buffer and furthgsrome network’s work efficiency.
We have also mentioned that the above operatioesdacided by node’s own
generation list which mainly contains two parametércluding the number of
generations per node is allowed to contain andrgéine size. In the section, we want
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to know through simulation how these two parameigftsence the performance of
NCF and how to efficiently and accurately set asé the parameters in order to
satisfy different network requirements.

The whole simulation duration is 40 seconds. T5@0mx 500m network also
contains 100 nodes which are randomly distributedhie network area, and the
rebroadcast probability is fixed at 10% (sincerkévork environment we simulate is
a dense network, rebroadcast probability of lowugak enough to finish the purpose
of network flooding; besides, according to previgiraulation results, we think the
rebroadcast probability of 10% can clearly show difeerences between NCF and
PFA). Since we are aiming at analyzing the impattdifferent generation size and
different amounts of generations per node has,omgpare NCF with generation size
of 4, 8, 16 and 32 respectively. Besides, we alsange both the number of
generations per node is allowed to keep and serdiegof 5 packets/second or 20
packets/second, which means the total number okegpgooriginating during the
communication process is 200 and 800 respectiaaly,investigate its influence.
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Figure 5.11: Packet delay for NCF and PFA withetiéht generation size and different number of
generations per node can have. With NCF, we chbhi@¥e with generation size of 16 and number of
generations of 4. Different sending rates are silswlated (5 packets/second & 20 packets/second).

The simulation results are given in Figure 5.10 &rid :

1) Similarly to Section 5.2, increasing generatioresigill improve PDR (Figure
5.10); meanwhile, packet delay will be increasadyfe 5.11).

2) Through studying the simulation results, we findttlvith the same generation
size, keeping more generations together in one nudht improve the network
performance of PDR and packet delay. Let us makexample which is shown
in Figure 5.12. There are three nodes in the néssvand all of them can
communicate with each other directly. We assumih@tsame time, both nodes
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v,,V, transmit their packets: the packet sent from nedebelongs to generation
No.1 and the packet sent by nodg belongs to generation No.2 (the contents of
such packets are clearly shown in the figure). éf assume only one generation
can be kept in one node’s buffer, in this caseratceiving packets fronv,, v,,
node v, can only store one packet which belongs to onesrggion (for the
example of Figure 5.12, node, keeps the packet from generation No.2 and
drop generation No.1 with its packets). Then, sinoarce packets ofn, m,

have not been retrieved when it is dropped, theopeance of PDR is degraded.
However, if we let node can contain two or moreggations together at the same
time, generation No.1 with its packets will notdr@pped in this case, such that
the probability that more source packets can becemstully retrieved is

increased.
Gen No.1 Gen No.1
o, gz][“‘}[xi] ONN E NS
M x=gm+gm | ~
Gen No.2 Gen No.2
m, X =g;m+ g,m m,
o, o e|=14 o, ol =[]

Figure 5.12: Explanation for the impact of the amtoof generations one node can keep at the same
time.

Brief speaking, for NCF, given that the generat&ime is fixed, the more
generations one node is allowed to be kept atdhgestime, the better network
performance might be achieved.

3) According to the performance of packet delay, weeoke another interesting
phenomenon: for network coding, increasing sendibg will remarkably reduce
packet delay compared with the delay that is obthim the network with lower
sending rate. For example, if the sending rate j@éket/second, NCF with 16
generation size and 4 number of generations ndedpdcket delay of around
0.015 second, instead, if the sending rate is 2@gia/second, the packet delay is
decreased by above 2 times.

It means NCF is very suitable in realistic situasip especially for high-speed
—transmission networks: a better performance okgiadelay will be reached
when the sending rate of the network is increadde: reason is simple to
explain: because of the property of network codirg each packet is dependent
with each other. Although a packet which containsea source symbol is not
received by a certain node at this moment, itils massible that this node can
recover this new source symbol with the help ofeotpackets. Assuming a
network with a relatively lower rebroadcast proltihiincreasing sending rate
will probably decrease the time of receiving suéit number of innovative
packets and then to recover source symbols.
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|5.3.2 Impact of Rebroadcast Probability and Sendindrate

This section shows simulation results that aretedldo the impact of rebroadcast
probability on NCF. We use the same network envirent as last section, and set
rebroadcast probability as variable changing frémt® 25%. Since we are aiming at
comparing NCF with PFA, we only choose NCF with gmtion size of 16 and

generations number of 4 as a sample to compare {@lsext Section 5.3.3). The

simulation results are similar with those of Sat#o?2:

1) According to Figure 5.13, NCF can probably achié¥@R of 100% for a

rebroadcast probability of around 12.5%, but PFAjumes at least 25%
rebroadcast probability to reach the same PDR.chamging of sending rate in
this situation does not apparently influence thégomance of PDR.

09 (1) probabilistic flooding
(sending rate =5 packets/second)
(2) probabilistic flooding
(sending rate = 20 packets/second)
(3) NCF with size=16 and num gen=4
(sending rate = 5 packets/second)
(4) NCF with size=16 and num gen=4
(sending rate = 20 packets/second)

0.8

e
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a
>
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Figure 5.13: Rebroadcast probability-PDR for NCH dFA. With NCF, we choose NCF with
generation size of 16 and number of generationd. different sending rates are also simulated (5
packets/second & 20 packets/second).

2)

3)

According to the performance of packet delay inuFég5.14, the performance is
the same as Figure 5.7. When the rebroadcast plibpdb extremely low,
decoding delay of NCF is much longer than the perémce of PFA; with
increasing rebroadcast probability, the decodinyd®f NCF will gradually
decrease almost to the same level as PFA.

Obviously, if we hope NCF reach lower packet delalyen the rebroadcast
probability is extremely small, increasing the degdrate of the system can
exactly solve this problem (reason is already giuerthe previous section);
moreover, it will make system more practical. A©wh in Figure 5.14, we
assume the rebroadcast probability is around 3% M&h sending rate of 20
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packets/second can reach the average packet délapowt 0.05 which is
approximately 4 times shorter than NCF with sendig of 5 packets/second.
Of course, decreasing the generation size of N@Rasher option to improve the
performance of packet delay, while it will probaluggrade the performance of
PDR (refer to Section 5.3.1 and Figure 5.10).

0.2\~ —
(1) probabilistic flooding
(sending rate = 5 packets/second)
(2) NCFwith size=16 and num gen=4
(sending rate = 5 packets/second)
(3) NCFwith size=16 and num gen=4
@ (sending rate = 20 packets/second)

packet delay

(3)
0.04— —

(1)

ol T T T
0 0.0312 0.0625 0.125 0.25
rebroadcast probability

Figure 5.14: Rebroadcast probability-packet detayNCF and PFA. With NCF, we choose NCF with
generation size of 16 and number of generationd. different sending rates are also simulated (5
packets/second & 20 packets/second).
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Figure 5.15: Rebroadcast probability-network ovathéor NCF and PFA. With NCF, we choose NCF
with generation size of 16 and number of generatai¥. Different sending rates are also simulgfed
packets/second & 20 packets/second).
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Figure 5.16: PDR-network overhead for NCF and NW®Ath NCF, we choose NCF with generation
size of 16 and number of generations of 4. Diffesamding rates are also simulated (5 packets/gecon
& 20 packets/second).

4) The energy efficiency of NCF is also shown in Feg.15 and 5.16 through
observing the performance of the total number tfaresmission times for both
two algorithms. From Figure 5.15, we find out thia¢ number of rebroadcast
times is increasing almost linearly as increasetgoadcast probability.

From Figure 5.16, we can clearly observe one ofaitheantages of NCF. Assume
we are aiming at reaching PDR of 100%, the amotirttcansmission times that
NCF needs in both scenarios (5 packets/second @muh&kets/second sending
rate) are at least one time less than those of PFA

|5.3.3 Impact of Network Density and Sending Rate

In this section, we are discussing the impact divaoek density through changing the
number of nodes in the same network from 10 to Y@@.use the same network area
of 500mx 500m and chose rebroadcast probability of 10%. Theuarftes of
different sending rates are also considered here.

As shown in Figure 5.17, in an extremely sparsevoid (10 nodes in the network),
PFA can reach relatively high PDR and low packdaydeAs density of network is
increasing, NCF shows its benefits more and mopai@mtly. For the example of
Figure 5.17, if there are 60 nodes in a networks60Dmx 500m, the PDR of NCF is
higher than PFA for at least 10 percent. Accordmthe performance of packet delay
in Figure 5.18, decoding delay of NCF is highemti®A, but this disadvantage can
be improved easily and significantly through insieg sending rate.
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Figure 5.17: Network Density-PDR for NCF and PFAitMNCF, we choose NCF with generation
size of 16 and number of generations of 4. Diffesanding rates are also simulated (5 packets/gecon
& 20 packets/second).
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Figure 5.18: Network Density-packet delay for NCRdaPFA. With NCF, we choose NCF with
generation size of 16 and number of generationd. different sending rates are also simulated (5
packets/second & 20 packets/second).

The advantage of energy efficiency of NCF can Isealiered in Figure 5.19 and
5.20. According to Figure 5.19, one of the reagbas NCF is more energy efficient
is displayed. For instance, assume the networkityjaeshe same, NCF can get more
retransmission times than PFA. As we know, a retrast can be initiated by a
certain node only if it receives an innovative patckwhich means for the same
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network density, NCF can PFA, as each packet iggeddent with each other,
multiple duplicates might be generated such thdesdave to drop these duplicated
packets without initiating any novel rebroadcast.
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(sending rate =5 packets/second)
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Figure 5.19: Network Density-network overhead fa&tMand PFA. With NCF, we choose NCF with
generation size of 16 and number of generationd. different sending rates are also simulated (5
packets/second & 20 packets/second).
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Figure 5.20: PDR-network overhead for NCF and P®Ath NCF, we choose NCF with generation
size of 16 and number of generations of 4. Diffesanding rates are also simulated (5 packets/gecon
& 20 packets/second).
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Figure 5.20 can also clearly show NCF’'s advantagfegnergy saving. Assume
network can achieve PDR of the same value (e.g.)90%F needs fewer
retransmission times in the contrast of PFA: fordseg rate of 20 packets/second, the
difference is at least 2000 times; for 5 packet®/sd, the difference is at least 500
times.

|5.4 Trade-Off Schemes

As shown in Section 5.3, for NCF, different paraengt setting-ups will lead to
totally different results. Only through correctlyetsng the values of related
parameters, required network performance can biesth Therefore, after grasping
the influences of these related parameters (geoersize, or number of generations
one node is allowed to contain), the issue how &kemnetwork efficiently balance
what it needs through accurately using the reletezbsential to be discussed. In this
section, related trade-off schemes are proposed.

Since we just want to give general ideas of howatourately make NCF work
through setting its particular parameter, the trafieschemes proposed here are only
depending on the effect of rebroadcast probabiligrtainly, more concrete trade-off
schemes can be discovered in the future dependimgooe testing results.

Based on the different effects of rebroadcast ilibafor network performance, we
hope to give schemes from three parts (the speglices of rebroadcast probability
shown in the following are obtained from our sintiga results and it cannot
represent general situations):

1) Network with rebroadcast probability @%< p < 3%;

2) Network with higher rebroadcast probability (acéogdto our simulation results,
we assume that a rebroadcast probability of lathan 25% is higher in our
case);

3) Network with the rebroadcast probability 86 < p < 25%.

We will take network performance of PDR, packetagiehnd network overhead into
account; besides system process complexity andetndf requirement are also
considered:

® Rebroadcast probability of around 0%< p< 3% or p>25%:

If the rebroadcast probability is around 0% whicleams that rebroadcast is
probably not allowed upon reception of innovatiaekets, PDR is impossible to
reach a high value since packets only can be reddiy its neighbors that are in
the transmission range of its source. In such titoait is better to choose the
routing protocol of PFA since relatively higher PDRss packet delay and
network overhead can be achieved; furthermore,tdude simplicity of PFA,

implementation cost and process complexity are dova level. Certainly,
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compared with NCF that only keeps a small partegieived packets, it might
need larger storage space in order to store tlevest packet.

If the rebroadcast probability is larger than 25%&, observe that PFA is also a
better choice. After receiving an innovative packetdes will get opportunities
to rebroadcast a packet with a higher probabiliighsthat although network
coding is not used, sufficient amount of transnoisswill still make network
reliable.

However the above network environment cannot ptetsencommon networks.
Therefore, we will mainly focus on the followingigation.

Rebroadcast probability of 3%< p< 25%:

We are mainly interested in this area since thezeohvious differences between
NCF and PFA and more advantages of network codamgbe shown. However,
different parameters’ setting will lead to diffeteretwork performance; therefore,
we will propose several related trade-off schemethé following which depend
on different network requirements.

1) Energy-Limited Network (Figure 5.21):

Network Requirement:

Great performance of
Energy-Limited PDR
4

Y

NCF with larger
generation size

Causing negative effects

|
I 1 1
igher system process ncreasing burdens o
Longer packet delay complexity system buffers

Increasing sending rate

lApaway

r&paweg

Decreasing the number
of generations one
node can keep

Slightly degrade the

performance of PDR

Figure 5.21: A trade-off scheme of energy-limitexworks.

If it is an energy-limited network, according togkie 5.9, 5.15, 5.16, 5.19,
5.20, reasonably increasing the generation sizesage system energy; and
the larger the generation size, the more systemrggnean be saved.

Moreover, it will also lead to relatively great flamance of PDR compared
with using smaller generation size.
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However, using larger generation size will alsoseasome negative effects
including longer packet delay; higher system prscesmplexity and
increasing the requirement of system buffers. Tghownalyzing the
simulation results, there are several remedies lwltould reduce such
negative effects: increasing sending rate can faigmnitly reduce the packet
delay; if there is no enough available space topkdata, we can also
decrease the number of generations one node can Reetainly, according
to Figure 5.10 and 5.11, both remedies will slightégrade the performance
of PDR.

2) Delay-Limited Network (Figure 5.22):

If the network requires lower delay, in NCF, a bestion is to make
generation size smaller, which can also bring otitetantages: lower system
process complexity and reducing the burden of aydieffering. Of course,
compared with NCF with larger generation size, merergy will be
consumed and the performance of PDR will also lgradied. There is one
remedy that can be used to relatively improve #irégpmance of PDR which
is increasing the number of generations one nodekeap (according to
Figure 5.10 and 5.11).

Network Requirement:

Lower system process Reduce the burdens of
complexity Delay-Limited system buffering

A A

A

NCF with smaller
generation size

Causing negative effects

Figure 5.22: A trade-off scheme of delay-limitedwarks.

We propose the trade-off schemes between the netperformance and limited
resources, and also propose several remedies wvdaichbe used to improve the
efficiency of NCF if some network requirements karated.

Nevertheless, the schemes are proposed only thiemalgzing the simulation results
which are implemented in our model; therefore, éh@re many other problems that
might happen when NCF is used in other differenvirenments or in real networks.
Moreover, we only discuss the problems under trssbaf rebroadcast probability;
more schemes are also worth to being proposeddingato other different network
parameter such as different densities of netwdfterdnt network areas. In addition,
there is something obscure, e.g. we think NCF Veitger generation size is suitable
for the energy-limited networks, but we have notegi the exact size of generation.
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Therefore, the schemes can be further improved where practical resultes are
collected.

|5.5 Summary of Simulation Study

In this chapter, we first compare NCF with NCBA &PEA. Because of limitations,

the simulation environment is particular and famir practical where the amount of
transmitted packets and the time that a packdlowed to originate at its source are
needed to be seriously controlled. Through simaitative observe although NCBA
can achieve about 100% PDR in a network with mesis rebroadcast probability,
because of its larger generation size, it causegelo packet delay, apparently
increases system process and buffer’'s burden.rntrasi, NCF can remedy NCBA'’s

disadvantages provided the related parameters fa#nobgenerations and generation
size) are set correctly.

Thereafter, we compare NCF with PFA in a more jratscenario eliminating the

unpractical method NCBA. In such environment, theant of packets is not limited

and the time of packets’ origination is also randdie observe that as long as
efficiently making use of the properties of NCF, rmdenefits can be obtained,
furthermore, we also find out that NCF is muchahii for high speed transmission
network which is another practical advantage.

Besides, we also propose general trade-off schefe€F which can be a guide for
applying NCF in different network scenarios withffelient network demands.
Through the trade-off schemes, we can also findtleait NCF is more flexible than
other related algorithms and it can satisfy différ@etwork requirements only
through changing certain related parameters.
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6.Conclusion and Future Work

|6.1 Conclusion

During our research process, we have designed aalgosithm, called NCF, which
can efficiently integrate network coding with onttbhe commonly used flooding
algorithms, PFA. A simulation study is also given last chapter including
comparisons with other related algorithms and alsalysis NCF's own performance.
In this section, conclusions of NCF are drawn mfibllowing:

® NCF is an integration of network coding and PFAjahihis one of the commonly
used network broadcasting techniques;

® NCEF is a practical algorithm and designed to beluseeal networks, where no
synchronization is needed to control packet trassiomn and receiving or packets
arrivals and departures; where no network topologgrmation is needed to be
known; where packet delay are allowed to happerergvthuge amounts of
packets are allowed to be transmitted;

® A specific “generation management method” is desigim NCF that is based on
the creation time of generations and the numbesoofrce packets in a certain
generation at the given time (refer to section.4A®cording to the basic idea of
our generation management method, the requirenfesystem buffering and
system process complexity is reduced compared pvithious proposed related
algorithms;

® A new packet format and corresponding decoding atedre proposed in order
to support the operation way of NCF;

® Based on the property of network coding, we obs#nmat NCF is more suitable
to be used in high-speed-packet-transmission n&tgioce the packet delay will
be significantly reduced with the increasing padesiding rate;

® NCF mainly uses two related parameters, size oemgions and number of
generations per node has to control network pedioge.Depending on different
network requirement, different effects can be adtieand network can easily
balance its needs through correctly setting theesbf these two parameters;

® NCF makes up with several limitations of previouspgmsed related algorithms:
1) Compared with the generation management methodingéd] the problem

of packet losses is alleviated because a diffegeneration management is
designed in NCF;
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2) Each node in the network can transmit several nagkgts instead of only
one (compare with NCBA [10]) and huge amount of ke&& can be
transmitted simultaneously in the network;

3) NCF is suitable for random wireless networks, dretd is no limitations on
network architectures or topologies;

|6.2 Future Work

|6.2.1 Unsolved Problems

Certainly, during the research process, we find thatt NCF also has several
disadvantages that are worth to being solved ithéurresearch which are explained
in the following:

1)

According to the packet format designed in NCF, parad with former packet
format (Figure 3.2), more information needs to betained. Although the header
does not need to include the whole encoding vedtacGcupies too much space
of packet header.

Therefore, in the future, remedies could be desigwedecrease the burden of
packet header.

0
o Oglnij[ J [2@ [oJ[m] =[] E_?ﬁ] @;@
A x?gnr% , [EIm=H 7

(9,
1 95

;’M{:ﬁ el || 0 e

Figure 6.1: Explanation of deficiency of “GeneratioLeft part: no generation is allowed, and ak th
received packets are kept together; right partegsion is allowed, and only packets in the same
generation are allowed to be encoded.

2) The main deficiency is about the problem of enepving caused by

“Generation”. According to Figure 5.8, 5.15, 5.5619 and 5.20, the degree of
energy saving of NCF is relatively lower than tlditNCBA. Considering a
simple example in Figure 6.1, there are three noges, v, in the network, and

both node v,v, send their packets including source symbatg, m,

respectively at the same time. For the left figme generation is allowed and all
the received packets are kept in the same buffegding vectors of which are
also kept together in the same decoding matrix.cafe see that PDR of 100%
can be achieved only through “three” times of traissions; in contrast, in the
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3)

right part, generation is allowed to be used. Nages, transmit their packets

which are appended by different generation ID (Glenl and Gen No.2 in the
example). Because only packets that are from thmesgeneration can be
encoded, nodev, has to store these two packets in different geioerduffers.

Clearly, only three times of transmissions areemuugh to reach 100% PDR and
more transmissions are needed (at that moment, mpde the figure cannot

receive and decode source symbul ). Therefore, more energy might be
needed in NCF.

However, because “Generation” is the main technigsed in NCF which
reduces computation complexity and buffering burdesides probably decrease
the packet delay, we cannot eliminate “generation”.

In the future, we can focus the research on desjgaidifferent technique which
can both keep generation’s advantages and makethiphe energy problem.

In the receiving part of NCF, there is another probneeded to be solved in the
future. After reception of innovative packets, therre three actions might be
activated by a certain network node which includerting the generation list”,
“retransmission” and “decoding”. The problem we Wblike to point out is
caused by the “decoding” action.

In NCF, when a node receives an innovative pactet, node will add the
encoding vector of this packet in the end of riglegcoding matrix. If the
information is enough for the node to solve suchrimgthe number of rows is
equal to the number of columns), the node will eotie whole matrix and
transmit the decoded source symbols to the upgerdaAs long as the matrix is
solved, all the decoded source symbols have toabsmitted to the upper layers,
many source symbols might be transmitted sevaragiwhich are useless and
thus waste the system energy since the upper taight have already received
such source symbols.

For example, assume at the moment, a certain nadeahgeneration which
contains the decoding matrix

9.9.9% | M X
9,09 || M|=| %
9705 G | My %

Since the above matrix is full, the node will solveand transmit the decoded
source symbolsm, m, my to the upper layer. And at the next time unituass
the node receives a new packet, the informatiortoveaf which is x, = g,,m,

and also belongs to the same generation. Certaldynew packet has to be put
in the right generation buffer and also added @ riight matrix. Therefore, the
decoding matrix becomes to be
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9% % G O |m|_|x%
9, % G O |m| |X
0 0 0 gym %

We can find the source symbols containing in theodeng matrix are decodable,
and they will be transmitted to the upper layervadl. At this time packets

X, %, %, %, have to be transmitted. Apparently, source symbulsm, m has
already been received by upper layers before, dréimsmissions make them

duplicated and consume unnecessary energy. Inutheef a reasonable method
needs to be proposed to reduce the number of digdiqpackets.

|6.2.2 Recommendations

In this section, we would like to propose sevemesnes that are also worth to
researching in the further work in order to furtimprove the functions of NCF.

1) The performances of PDR and packet delay of PFANG# in our simulation

2)

network model are shown in Chapter 5. However, @tog the previous work [9]
[10], the behaviors of packet delay with the fuotiof forwarding factor are
different: their simulation results show that foFA the packet delay will
continuously increase with increasing rebroadcasbability; for NCBA, the

packet delay starts from zero and increases wittvaialing factor until such
parameter is larger than a certain value.

Through our analysis, we think it is due to thefediént settings of both MAC
layer and PHY layer in our simulation model. InJjithe MAC layer set in the
simulated model is an idealized version of IEEE .&802with perfect collision

avoidance. Therefore, a simple MAC type (it candoectly realize in NS-2

through using the command of “mac/Simple”) is cmose our model which is

also an idealized version of MAC layer without RC$5. However, the

information about the MAC layer settings given b0 is not very precise.
Therefore, the difference between the simple MAgetyused in our model) and
the MAC type used in [10] is not clear.

We have also tried setting the MAC type of 802.1dndard including other
related parameters’ settings in our network modedan also be directly realize
in NS-2 through using the command of “mac/802_1%9me preliminary results
show that it will remarkably influence the simutatiresults and we are confident
that more realistic phenomenon could be obtainderéfore, in the future, we
can simulate NCF with the MAC layer of 802.11 antheo more practical
scenarios in order to further discover the propsrtif our algorithm.

At this moment, we have not considered the situatii@t part of packet data is
lost during the transmission process. In our case,assume if a transmitted
packet is received, it is a completed packet; etlssr, such transmitted packet is
not received. Hence, in the next step, we can ttakesituation that part of data is
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3)

4)

lost into account. Based on NCF, more functions hsuas packet
acknowledgement can be added in order to incrdasesyistem efficiency and
availability.

In the simulation part of the thesis, we only prepaoough trade-off schemes
through analyzing and studying the simulation rssior example, in an energy
limited system, a larger generation size shouldsee such that the energy
consumption of the network can be saved; or inneedimited network, a
generation with small size should be set in ordenvbid longer packet delay.

However, we have not proposed a specific tradesoffeme which can let the
system easily know how larger the generation sizeeeded in real applications.
Therefore, in future work, we can simulate NCFealrapplications and propose
much concrete trade-off schemes in order to effityebalance the requirements
of a particular network.

In our case, the standard we use to sort the centdrgeneration list and then
control the current situation of system buffer iginty based on the creation time
and remained available memory space.

Of course, it is only one of the methods that canubed to choose a suitable
generation. Many different comparing standardsalaa be proposed to be used
in generation list. For instance, we can also sdpapackets in different
generations depending on their priorities in thémeek communications. The
packets’ priorities can be divided into severalelsvand packets that belong to
the same priority level are said to be in the sayaseration. The order of
generations in the generation list can be set tnaghest priority level to lowest.
Thus, each time when a node wants to use a gemeratiwill first check the
generation of a highest priority and the generatigh a lowest priority level will
be chosen to discard if necessary.
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