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A Generalization of the Convolution Theorem
and Its Connections to Non-Stationarity

and the Graph Frequency Domain
Alberto Natali , Student Member, IEEE and Geert Leus , Fellow, IEEE

Abstract—In this paper, we present a novel convolution
theorem which encompasses the well known convolution the-
orem in (graph) signal processing as well as the one related
to time-varying filters. Specifically, we show how a node-wise
convolution for signals supported on a graph can be expressed
as another node-wise convolution in a frequency domain graph,
different from the original graph. This is achieved through
a parameterization of the filter coefficients following a basis
expansion model. After showing how the presented theorem
is consistent with the already existing body of literature, we
discuss its implications in terms of non-stationarity. Finally, we
propose a data-driven algorithm based on subspace fitting to
learn the frequency domain graph, which is then corroborated
by experimental results on synthetic and real data.

Index Terms—Graph signal processing, convolution, non-
stationarity, frequency domain.

I. INTRODUCTION

CONVOLUTION is the core operation in signal processing
and machine learning systems. Its use is at the heart of

digital filters [2] for audio applications and time series predic-
tion [3], as well as for convolutional neural networks in deep
learning [4], enabling scalable architectures and endowing a
notion of locality among samples, properties exploited in, e.g.,
object recognition [5].

The three key operations defining a convolution are the shift,
the scale and the sum. The shift is responsible to capture the
underlying signal domain and brings the notion of locality and
proximity among samples: in time, for instance, successive
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applications of the shift (in that case corresponding to a delay)
give previous time samples. The scale defines how the shifted
samples are weighted before summing them, and different
weighting schemes lead to different structural properties (such
as invariants) of the architecture implementing the convolution.
The notion of regularity in time and in space, which are two
very well structured domains, is reflected in the definition of
their frequency domain. Specifically, a signal in these domains
can be decomposed into elementary building blocks (such as
sine waves) which endow a physical interpretation with a well
understood meaning of variability. In a less structured domain
modeled by a graph, this definition is not tight and multiple
interpretations are possible.

Graph signal processing (GSP) [6] extends the convolution
principle to data residing on graphs by means of graph filters
(GFs) [7], [8], [9], [10], architectures which are parametric on
the mathematical structure defining the shift operation. While in
temporal signal processing this shift operator is mathematically
represented by the (lower) shift/delay matrix, in GSP the graph
shift operator (GSO) depends on the underlying network do-
main. The eigendecomposition of the GSO reveals its respective
frequencies: specifically, the eigenvalues of the shift are the
frequencies. In temporal signal processing these frequencies are
the well-known complex roots of unity which obey a natural
ordering, and the associated (normalized) eigenvectors are the
Fourier modes (remember that the delay matrix is a particular
case of a circulant matrix). In GSP, however, different shifts
have different eigenvalues and hence different frequencies. In
this case, an ordering purely based on their numeric value might
not be meaningful and a more structured frequency domain, for
instance captured by a graph, might convey more information.
This is the recent line of work explored in [11], [12], which we
exploit here.

By relying on the novel notion of dual graph [11], which
models the support of the frequency domain as a graph, in
this work we introduce a new convolution theorem which gen-
eralizes the (graph) convolution theorem and the one related
to time-varying filters. To do this, we adopt so-called node-
varying graph filters (NV-GFs) [7] and we show how a node-
varying convolution in one domain (captured by the primal
graph) can be expressed as a node-variant convolution in the
other domain (captured by the dual graph), while remaining
consistent with the pre-existing body of literature. Based on the
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proposed theorem, we outline models for non-stationary graph
signals. Finally, we propose an algorithmic approach to learn
the dual graph from data with a subspace fitting approach [13]
resorting to sequential convex programming [14] to tackle the
non-convexity of the problem. The validity of this approach is
finally corroborated by simulations on synthetic and real data.

Remark 1: Differently from temporal signal processing,
where the shift operator remains consistent in time and fre-
quency domains, such uniformity does not typically hold in
graph-based signal processing and the notion of shift becomes
inherently more intricate. We believe that to construct a prin-
cipled and elegant framework for addressing shift-variance and
non-stationarity within a graph context, employing the concept
of the dual graph is essential. This will be more evident in the
following sections.

A. Related Works

Although this work is novel in its genre, many of the con-
cepts it relies on have been recently introduced. Modeling the
frequency domain through a graph has been proposed in [11],
[12], and similar efforts to interpret such a domain differently
from ordering the eigenvalues of the GSO is given by means of
embeddings in [15], [16]. Node-variant graph filters as a way
to extend classical time-varying filters to the graph setting have
been introduced in [7], while graph signal stationarity argu-
ments and their implications have been studied in [17], [18].
Non-stationarity of random graph signals has been exploited in
[19] in the context of network topology identification.

B. Contributions

We summarize the specific contributions of this work as
follows:

1) We propose a convolution theorem which encompasses
the (graph) convolution theorem and the one related to
time-varying filters; we show how the latter are spe-
cific instantiations of the proposed theorem for particular
choices of the GSO and the scaling scheme;

2) We introduce novel non-stationary graph signal models;
3) We devise an algorithmic procedure to learn the dual

graph from input-output and output-only data. The prob-
lem formulation can be cast as a blind polynomial re-
gression, as such also applicable to graph-agnostic tasks,
such as polynomial interpolations and jitter correction
in communication applications. The solution approach
relies on a subspace fitting method and it is accompa-
nied by a theoretical study of the ambiguities present in
the problem.

4) We showcase the validity of our findings on synthetic and
real data with numerical simulations.

II. PRELIMINARIES

Graphs and Graph Signals. We consider data residing on
a non-Euclidean domain, which we formally model by a graph
G = (V, E ,S), where V = {1, . . . , N} is the set of nodes (or
vertices), E ⊆ V × V is the set of edges, and S is an N ×N

matrix that represents the graph structure. The matrix S is called
the graph shift operator (GSO), since it plays a role akin to
the delay operator in temporal signal processing. Specifically,
its entries [S]ij ∈ C for i �= j are different from zero only if
nodes i and j are connected by an edge; typical examples of
such a matrix are the (weighted) adjacency matrix W [20] and
the graph Laplacian L [6]. A graph signal is then the vector
x ∈ C

N , where xi : V → C is the value collected at node i.
In this manuscript, for the sake of simplicity, we consider the

shift operator S to admit an eigenvalue decomposition (EVD)
written as S=VΛV−1, with V an invertible matrix collecting
the eigenvectors and Λ=Diag(λ) a diagonal matrix collecting
the eigenvalues λ of S. A fundamental assumption in GSP is
that the matrix V provides a basis for expressing signals living
on S, and with favorable discrete Fourier transform (DFT)-
like properties providing a notion of frequency similar to the
one in temporal signal processing. For this reason, the matrix
V−1 is often referred to as the graph Fourier transform (GFT)
and the projection of x onto this basis, i.e., x̂=V−1x as the
GFT signal.

Filtering on Graphs. Given a graph S, a classical graph
filter (C-GF) of order L− 1 is the matrix polynomial:

H(p,S) =
L−1∑

l=0

plS
l, (1)

where p= [p0, . . . , pL−1]
� ∈ C

L collects the graph filter coef-
ficients (taps). The application of the filterH(p,S) on a signal x
to obtain a new signal y, i.e., y =H(p,S)x, is often referred to
as graph filtering or graph convolution, as it respects the scale-
sum-shift principle of convolution. With a few simple calcula-
tions, it is easy to show that in the (graph) frequency domain,
a graph convolution is expressed as a pointwise multiplication;
this is the (graph) convolution theorem, which can be expressed
as follows:

y =

L−1∑

l=0

plS
lx ⇐⇒ ŷ =

L−1∑

l=0

plΛ
lx̂ (2)

with ŷ =V−1y the GFT of y. Notice that such a filter is
isotropic, meaning that for each l = 0, . . . , L− 1, the filter co-
efficient pl is shared among all the nodes of the shifted signal
Slx; for this reason a C-GF is an example of a node-invariant
graph filter.

A more versatile and flexible version of (1) is the so-called
node-variant graph filter [7], which allows a per-node weight-
ing scheme of each shifted version of the input signal. Due to
its relevance in this work, we distinguish among two flavours of
a NV-GF, henceforth referred to as type-I and type-II, defined,
for a given graph S and fixed order L− 1, respectively as:

HI(P,S) =

L−1∑

l=0

Diag(pl)S
l, (3)

HII(P,S) =

L−1∑

l=0

Sl Diag(pl), (4)
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where P ∈ C
N×L collects the filter coefficients P= [p0, . . . ,

pL−1] with pl := [pl1, . . . , plN ]� ∈ C
N the l-th hop filter tap

vector. As a short-hand notation, we will use HI and HII to
refer to the NV-GF in (3) and (4), respectively; when convenient
for clarity of exposition, we will explicitly write HI(P,S)
or HII(P,S) concordantly. The application of a NV-GF on
a signal x to obtain a new signal y will be referred to as
node-variant graph convolution. From a theoretical point of
view, both NV-GF types have the same expressive behavior, yet
the order of shifting and weighing is reversed. Specifically, in
type-I, each node performs a linear combination of the (shifted)
signal values of neighboring nodes, where the weights of the
linear combination are neighbor-specific; in type-II, each node
performs a linear combination of the (shifted) signal values of
neighboring nodes, which have been already scaled by such
nodes. Nonetheless, both can be implemented with the same
complexity and in a distributed manner [7].

Dual Graph. Although often not explicitly stated in the
academic literature, the support of the GFT signal x̂ is described
by the eigenvalues λ of S, which correspond to a discretiza-
tion/sampling of a continuous domain, either the real line R or
the complex plane C. This is consistent with the discrete signal
processing notion of frequency domain: when S represents a
cycle graph, possibly capturing the time domain, its eigenvector
matrix V−1 coincides with the (normalized) DFT matrix, and
its eigenvalues λ with the complex frequencies on the unit
circle, i.e., λ= [1, e−j2π/N , . . . , e−j2π(N−1)/N ].

However, a modern line of research attempts to model the
(graph) frequency domain by means of a graph [11]. The moti-
vation behind this line of research relies on the fact that classical
signal processing tasks usually performed in the frequency do-
main, such as frequency-shifting, do not have their counterpart
in GSP. Furthermore, given that a graph signal is inherently
associated with a graph structure, it is desirable to establish
a corresponding Fourier representation that is also inherently
linked to a graph structure. This leads to the notion of a dual
graph1 Sf =VfΛfV

−1
f , which represents the support for the

GFT signal x̂. Because we want the GFT V−1
f associated to the

dual graph to map x̂ back to the signal x, i.e., x=V−1
f x̂, and

we know that x=Vx̂, we must have Vf =V−1.
Thus, the primal graph provides spectral templates for the

graph frequency domain, i.e., the eigenvectors Vf for the dual
graph Sf are known once we know those of S. The only
unknown is then the eigenvalue matrix Λf := Diag(λf ), which
can be found, for instance, with an axiomatic or an optimization
approach [11], or in a data-driven manner as we will show in
Section IV. We anticipate that our criterion for estimating λf

will be to express the graph filter coefficients P as a low-degree
polynomial in such a λf . Although [12] proposes λf = λ�, we
do not see this as a favorable definition, since in our view it
only holds when specified to the “temporal” graph; in all the
other cases, especially for undirected graphs, it would imply
that primal and dual eigenvalues always coincide. Such an

1Not to be confused with the dual graph notion in graph theory, as the
graph which has a vertex for each face of the original graph.

interpretation would be inconsistent with the desirable proper-
ties highlighted in [11, Axioms (1-3)].

III. AN ENCOMPASSING CONVOLUTION THEOREM

In this section we propose a convolution theorem which en-
compasses the graph convolution theorem [cf. (2)] introduced in
Section II and the convolution theorem related to time-varying
filters, which will be introduced later on to highlight similarities
and differences. This generalization is made possible by using
the node-variant graph filters (3) and (4) with an appropriate
parametrization of the filter coefficients. Specifically, we show
how a limited order NV-GF in the primal domain can be ex-
pressed as a limited order NV-GF in the frequency domain
(henceforth referred to also as the “dual domain”). This is
formally stated in the following theorem.

Theorem 1 (Node-variant convolution theorem): Consider
a type-I NV-GF HI defined over the graph S with filter taps
{pl}L−1

l=0 , i.e., HI(P,S), and assume that a dual graph Sf with
dual graph frequencies λf describing the dual domain is given.
Assume also that each filter tap vector pl can be expressed as
a polynomial of order K − 1 in λf . Then, there exists a set of
coefficients {p̂k}K−1

k=0 for which the type-I NV-GF HI(P,S)
in the primal domain corresponds to a type-II NV-GF HII on
the dual graph Sf with filter taps {p̂k}K−1

k=0 , i.e., HII(P̂,Sf ).
Proof: By multiplying both sides of (3) with the GFT

matrix V−1, we have:

ŷ =V−1
L−1∑

l=0

Diag(pl)S
lx=V−1

L−1∑

l=0

Diag(pl)VΛlx̂. (5)

Next, we use a basis expansion model (BEM) [21] to express
the NV filter coefficients {pl}L−1

l=0 as a linear combination of
a dual graph dependent basis. Specifically, we express each pl

through powers of the dual eigenvalues λf , representing our
basis expansion; that is:

pl =

K−1∑

k=0

clkλ
k
f =Ψfcl (6)

with Ψf := [1, λf , . . . ,λ
K−1
f ] the Vandermonde matrix of

dual eigenvalues and cl := [cl0, . . . , cl(K−1)]
� the expansion

coefficients for the l-th primal filter tap vector pl. With this
choice, substituting (6) in (5), we have:

ŷ =V−1
L−1∑

l=0

Diag

(
K−1∑

k=0

clkλ
k
f

)
VΛlx̂

=
K−1∑

k=0

V−1 Diag(λk
f )VDiag

(
L−1∑

l=0

clkλ
l

)
x̂

=

K−1∑

k=0

Sk
f Diag(p̂k)x̂ (7)

where p̂k :=
∑L−1

l=0 clkλ
l =Ψĉk is the k-th hop filter tap vec-

tor on the dual graph, with Ψ := [1,λ, . . . ,λL−1] the Van-
dermonde matrix of primal eigenvalues, and ĉk := [c0k, . . . ,
c(L−1)k]

� the expansion coefficients for the k-th dual filter
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Fig. 1. General convolution theorem. A node-variant graph convolution in
the primal domain is equivalent to a node-variant graph convolution in the
dual domain.

tap vector p̂k. So in the frequency domain, we also obtain a
NV-GF denoted as HII =

∑K−1
k=0 Sk

fdiag(p̂k). Whenever the
dependency on the dual filter coefficients and shift operator is
necessary, we use HII(P̂,Sf ), where P̂ is the N ×K matrix
of coefficients P̂= [p̂0, . . . , p̂K−1].

This theorem allows us to delineate a general convolution the-
orem encompassing (2) as a special case, which relies on node-
variant graph filtering and is pictorially described in Fig. 1, as
follows:

y =

L−1∑

l=0

Diag(pl)S
lx ⇐⇒ ŷ =

K−1∑

k=0

Sk
f Diag(p̂k)x̂ (8)

pl =Ψfcl ⇐⇒ p̂k =Ψĉk (9)

The connection between the primal and the dual node-
variant graph filters defined in (8) is given by the K × L
expansion coefficients conveniently stored in the matrix C=
[c0, . . . , cL−1] = [ĉ0, . . . , ĉK−1]

�. This enables also to con-
cisely express the node-variant coefficients in the primal and
dual domain as P=ΨfC and P̂=ΨC�, respectively.

Remark 2: The same type of theorem construction can be
obtained by reversing the types of filters adopted in the primal
and dual domain; that is, applying a type-II NV-GF in the
primal domain is equivalent to applying a type-I NV-GF in
the dual domain, with the graph filter coefficients following
the parametrization in (9).

Corollary 1: Given a graph signal x, the application of a
node-variant graph filter HI(P,S) in the primal domain fol-
lowed by the GFT V−1 is equivalent to the application of the
GFT followed by a node-variant graph filter HII(P̂,Sf ) in the
dual domain. In other words, it holds (see also Fig. 1):

V−1HI(P,S) =HII(P̂,Sf )V
−1. (10)

In temporal signal processing, the frequency representation
of windowing in the time domain is the convolution between the
spectra of the signal and the window. Because a node-variant
convolution of order L− 1 is nothing else than the application
of L windows on shifted versions of the input graph signal x, a
similar result can be derived in the graph setting; the following
corollary expresses this.

Corollary 2: Given an input graph signal x and a type-I
NV-GF HI(P,S), with each {pl}L−1

l=0 parametrized as in (9),
a node-variant graph convolution of order L− 1 in the primal
domain is equivalent to the sum of L classical graph convolu-
tions in the dual domain, each one with as input a (modulated)
version of x̂; that is:

ŷ =

L−1∑

l=0

H(cl,Sf )(λ
l � x̂) (11)

=H(c0,Sf )x̂+ . . .+H(cL−1,Sf )(λ
L−1 � x̂) (12)

Proof: From the first equality of (7), we have:

ŷ =

L−1∑

l=0

K−1∑

k=0

clkV
−1 Diag(λk

f )VΛlx̂

=

L−1∑

l=0

(
K−1∑

k=0

clkS
k
f

)
Λlx̂

=

L−1∑

l=0

H(cl,Sf )(λ
l � x̂) (13)

Notice how the filter coefficients in (13) are the expansion
coefficients cl associated to the primal filter coefficients pl.

An important consequence of Corollary 2 is that windowing
in the primal domain is equivalent to a C-GF in the dual domain;
we will rely upon this when introducing non-stationary signal
models in Section III-C.

A. Consistency With the Graph Convolution Theorem

Because a C-GF is a NV-GF with constant filter taps, we
expect that our introduced theory encompasses the existing
one. Indeed, we can formally show that the graph convolution
theorem (2) falls within the introduced theory. To see this,
consider pl = pl1, ∀ l, i.e., the case in which each vector of
filter taps pl is constant over the nodes, thus corresponding
to the C-GF as in (1). The column space of P is then one-
dimensional, specifically spanned by the all-one vector. By
construction, the first column of the Vandermonde matrix is the
all-one vector. Thus, from (9), we have that cl necessarily needs
to be cl = [pl,0

�]�, i.e.,:

[p11, . . . , pL−11] =

⎡

⎢⎢⎣

1 · · · λK−1
0,f

...
. . .

...

1 · · · λ
(K−1)
f,N−1

⎤

⎥⎥⎦

⎡

⎢⎢⎢⎣

p1 · · · pL−1

0 · · · 0
...

. . .
...

0 · · · 0

⎤

⎥⎥⎥⎦

(14)

meaning that only the first row ĉ0 of C is different from zero.
In other words, any λf can be used, as it will be zeroed-out
by the matrix C. As we will see later on, this also means that
we cannot learn any dual graph from stationary graph signals,
since any λf would suffice. From the right equations in (8)-(9),
we have that:

ŷ = S0
f Diag(p̂0)x̂=Diag(Ψp)x̂, (15)
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which shows how the proposed theory fits within the princi-
ple that a classical graph convolution (node-invariant GF) is a
pointwise multiplication in the frequency domain.

Likewise, one can similarly show that if p̂k = p̂k1, ∀ k, i.e.,
the case in which each vector of filter taps p̂k in the frequency
domain is constant over the nodes (frequencies), then only
c0 = p̂ := [p̂0, . . . , p̂K−1]

� is different from zero. This leads
to a pointwise multiplication (windowing) [cf. (9) left] in the
primal domain:

y =Diag(p0)S
0x=Diag(Ψf p̂)x, (16)

which also complies with Corollary 2.
Another interesting relation arises when considering a

NV-GF with pli = pi for all l; i.e., the case in which each node
i uses the same weight pi (possibly different from pj of node
j) for the diffused sequence {x,Sx, . . . ,SL−1x}. In this case,
multiple λf and C satisfy the theorem; for instance we can
choose λf = [p1, . . . , pN ]� and cl = [0, 1,0�]�, i.e.,:

⎡

⎢⎣
p11�

...
pN1�

⎤

⎥⎦=

⎡

⎢⎣
1 p1 · · · pK−1

1
...

...
...

1 pN · · · p
(K−1)
N

⎤

⎥⎦

⎡

⎢⎢⎢⎣

0 · · · 0
1 · · · 1
... · · ·

...
0 · · · 0

⎤

⎥⎥⎥⎦ (17)

This implies that:

ŷ = Sf Diag(p̂1)x̂= Sf Diag(Ψ1)x̂, (18)

so that each x̂i is multiplied with p̂1i = [1, λi, . . . , λ
L−1
i ]1.

B. Relationship With Time-Varying Channel Propagation

The proposed theory also generalizes, to the graph setting,
concepts which are familiar in the context of time-varying chan-
nel propagation [22], arising for instance in mobile communi-
cation scenarios. In that case, the received signal y at time n,
i.e., y[n], is modeled as2:

y[n] =
L−1∑

l=0

p[n, l]x[n− l], (19)

where p[n, l] denotes the channel impulse response of the
l-th path at the n-th time instant, and x[n− l] is the transmitted
signal at the (n− l)-th time instant. The gains associated to
the different paths are assumed to be time-varying and approx-
imated by a basis expansion model [21]; specifically:

pl =
K−1∑

k=0

clkbk, (20)

where pl = [p[0, l], . . . , p[N − 1, l]]� stores the evolution of
the filter impulse response over the N time instants, bk ∈ R

N

is the k-th basis function, and clk is the coefficient associated
to the l-th path and the k-th basis function. This alleviates the
effort of having to deal with NL channel coefficients (usually
a very high number), and converts the model into a simpler one
with only LK BEM coefficients.

2We use square brackets to indicate that the argument is a time index and
not a graph node.

It is easy to show that we can write (19) in matrix-vector
form, by taking into account (20), as:

y =
K−1∑

k=0

Diag(bk)

(
L−1∑

l=0

clkD
l

)
x (21)

where x= [x[0], . . . , x[N − 1]]� and D is the N ×N lower
delay matrix; notice how the matrix

∑L−1
l=0 clkD

l implements a
standard convolutional filter in time and observe its similarities
with the left equation in (8). Next, denote with F ∈ C

N×N

the normalized DFT matrix, and with fk its kth column; the
classical complex exponential BEM uses the Fourier basis as
basis functions in (20), i.e., bk =

√
N fk. As such the gains pl

associated to the l-th path [cf. (20)] are modelled as smoothly-
varying over time and hence expressed with a small number
K of Fourier basis functions. Increasing K accommodates for
faster changes.

With this choice, (21) can be expressed in the frequency
domain as:

ŷ = Fy =

K−1∑

k=0

FDiag(
√
N fk)

L−1∑

l=0

clkF
HDiag(

√
N fl)Fx

=

L−1∑

l=0

(
K−1∑

k=0

clkD
k

)
Diag(

√
N fl)x̂. (22)

While in (21) the matrix D shifts in the time domain, in (22)
it shifts in the frequency domain; however, such shift matrix
is the same in both domains. This is different when looking at
the graph counterpart in (7), where the two shift matrices might
be different.

Remark 3: It is worthwhile to point out that the notion of
smoothness for signals and filter coefficients is different in
temporal and graph signal processing. In the time domain the
basis to express smoothness for signals and filter coefficients
is the same, both coinciding with the normalized DFT ma-
trix. In GSP, the basis to express smoothness of graph signals
and graph filter coefficients is different. Our theory shows that
smoothness of graph signals is determined by the eigenvectors
of the primal graph, while smoothness of the filter coefficients
is determined by the Vandermonde matrix containing the dual
graph frequencies.

All in all (22) is the time domain counterpart of (7), by
choosing the primal eigenvector matrix V to be V = FH and
the basis functions λk

f to be λk
f =

√
N fk.

C. Non-Stationarity

In this section we study how and where (non-)stationarity
of graph signals stands within the introduced theory. From
[17], a process y is said to be weakly stationary on a GSO S
if the covariance matrix Cy := E[yyH ] commutes with S or,
equivalently, if y can be written as the output of a C-GF H
[cf. (1)] when excited with a white input x, i.e., y =Hx. As a
consequence, the covariance matrix Cŷ of the GFT process ŷ
is diagonal, revealing the power spectral density of the process
y on its diagonal.

While [17] offers conditions to identify and model stationary
graph signals, it does not explore non-stationary signal models;
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this is our first attempt in that direction. Worth to mention is the
work of [19], where a network topology identification approach
is put forth to learn the GSO S given a set of realizations of a
non-stationary graph signal y modelled with a classical graph
convolution (2). There, however, non-stationarity is only con-
sidered with respect to node-invariant GFs, thus restricting the
non-stationarity model taxonomy. Indeed, the (non-)stationarity
of a random graph signal y obtained as y =Hx for a generic
graph filter H and an excitation input x, depends either on the
type of graph filter or the properties of the input x. Precisely
a non-stationary graph signal y can be either modelled as the
output of a shift-invariant graph filter with a non-stationary
input or as the output of a node-variant graph filter when excited
with a white input. The following properties and propositions
formally describe these claims.

Property 1. Given input x and output y =HI(P,S)x,
it holds:

Cy =HI(P,S)CxHI(P,S)H (23)

with Cx := E[xxH ]. Moreover:

Cŷ =V−1CyV. (24)

Depending on the structure of the graph filter HI(P,S) and
the input signal x, the ensuing propositions can be derived.
Unless explicitly stated differently, we assume that the graph
filter coefficient matrix P respects the parametrization in (9),
i.e., P=ΨfC, for some order L,K.

Proposition 1: If x is a white graph signal, then [cf.
Corollary 1]:

Cy =HI(P,S)HI(P,S)H (25)

Cŷ =HII(P̂,Sf )HII(P̂,Sf )
H . (26)

In general, this means that y is non-stationary on S and ŷ is
non-stationary on Sf .

Proposition 2: If L= 1 and x is a white signal (stationary
by definition), then ŷ is stationary on Sf .

From (24), we can see that if Cy is diagonal, then Sf com-
mutes with Cŷ and as such ŷ is stationary on Sf , with a power
spectral density (in the primal domain) equal to the eigenvalues
of Cŷ . This can happen only if L= 1 and x is a white signal,
where the convolution simply becomes y =Diag(p0)x, i.e., a
windowing in the primal domain. The covariance matrix Cy is
then Cy =Diag(p0)

2 and the cross correlation in y is zero. In
this case the covariance matrix Cŷ of the process ŷ in the dual
domain is not diagonal in general, since it reads as:

Cŷ =V−1 Diag(p0)
2V. (27)

From (27), we can then conclude that y is non-stationary on S
and, more importantly, SfCŷ =CŷSf , i.e., Sf commutes with
Cŷ . This implies that ŷ can be expressed as the output of a
node-invariant graph filter in the dual domain when excited with
white input, i.e., ŷ =H(p̂,Sf )x̂ for some limited order filter
coefficients p̂, rendering the estimation of the dual graph (see
Section IV) a node-invariant graph filter estimation problem [7],
[23]. This extends the classical notion of windowing in time
domain (for instance used in power spectral density estimation),

which corresponds to a frequency-invariant convolution in the
frequency domain. A generalization of this is given for L > 1
and a general signal x, for which Corollary 2 applies.

Proposition 3: If L= 1 and x is a non-white yet stationary
graph signal with covariance Cx =VΛxV

H , then ŷ is not
stationary on Sf since:

Cŷ =H(c;Sf )ΛxH(c;Sf )
H (28)

for some coefficients c ∈ R
K , does not commute with Sf .

Proposition 4: If pl = pl1, ∀ l, and x is not stationary on S,
then y is not stationary on S and ŷ is not stationary on Sf .
Indeed we have that the covariance matrix of y:

Cy =H(p;S)CxH(p;S)H (29)

does not commute with S; likewise Sf does not commute with
Cŷ =V−1CyV.

In other words, a node-invariant graph convolution of a non-
stationary process x results in a non-stationary process y on
S (and non-stationary GFT ŷ on Sf ). While this result is not
novel, we include it here to ensure a comprehensive coverage.

The introduced propositions provide a way to artificially
generate non-stationary graph signals on a given GSO S by
filtering white noise, as explained next.

Generating non-stationary graph signals. Remember that
Cŷ =V−1CyV has to be diagonal for y to be stationary on
S. Thus, non-stationary graph signals on S can be generated as
long as Cy is not diagonalizable by V (which would render Cŷ

diagonal). In particular, if we want our GFT random process ŷ
to have a specific covariance matrix equal to Cŷ =V−1CyV,
for some positive semidefinite (PSD) Cy we can generate ran-
dom samples ŷ as:

ŷ =V−1RVx̂ (30)

where R is a matrix such that Cy =RRH and x̂ is a white
input; equivalently, in the primal domain:

y =Rx. (31)

A simple example of such generation process is given by set-
ting Cy =Diag(p) for some p� 0, so that (31) is a window-
ing operation in the primal domain, corresponding to a node-
invariant graph convolution [cf. (30)] in the dual domain. With
this choice, however, ŷ is stationary on Sf [cf. Proposition 2]. If
this is not sought-after, a general non diagonal PSD Cy should
be used.

IV. DUAL GRAPH IDENTIFICATION

So far we have assumed the knowledge of Sf . In this section,
we put forth a data-driven procedure to learn the dual graph
eigenvalues λf in such a way that the resulting graph Sf re-
spects the theory developed in Section III. For simplicity, we
restrict our attention to the case of an undirected primal graph
with real-valued GSO S and real-valued graph signals and filter
coefficients. The problem setting is the following: consider T
graph signals Y = [y1, . . . ,yT ] which can be modelled as non-
stationary on the graph S as the result of filtering T (possibly
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unknown) input graph signals X= [x1, . . . ,xT ] with a NV-
GF HI(P,S), i.e., Y =HI(P,S)X. In particular, similar to
temporal signal processing, we assume that the orders K and
L are much smaller than N . Then the problem of identifying
the dual graph can be formalized as follows:

Given Y (and possibly X), find a dual graph Sf which
is consistent with Theorem 1. In other words, find the
dual eigenvalues λf such that a NV-GF HI on S with
L�N can be expressed as a NV-GF HII on Sf with
K �N .

To tackle this problem, we adopt a two-step approach: in
step i) we learn the filter taps P of the NV-GF HI(P,S) which
best fit the available data, developing two distinct approaches
for the input-output and output-only scenarios; in the second
step ii) we find the dual eigenvalues λf by exploiting (9),
i.e., we fit the model P=ΨfC, which is a specific structured
matrix factorization with a Vandermonde factor. We solve this
problem by following the recently proposed approach in [24]
relying on a subspace method followed by successive convex
programming.

A. Graph Filter Estimation With Input-Output Data

The goal of this section is to estimate the graph filter coeffi-
cients P from a set of data pairs D = {(xt,yt)| t= 1, . . . , T},
all obtained using the same node-varying graph filter. By vec-
torizing the expression Y =HI(P,S)X we obtain:

y =

L−1∑

l=0

vec(Diag(pl)S
lX)

=

L−1∑

l=0

((SlX)� ◦ IN )pl

= [X� ◦ IN , · · · , (SL−1X)� ◦ IN ] vec(P)

=A vec(P) (32)

where y = [y�
1 , . . . ,y

�
T ]

�, A= [X� ◦ IN , · · · , (SL−1X)� ◦
IN ] ∈ C

NT×NL and ◦ denotes the Khatri-Rao product. An
estimate of P can then be obtained as:

P= unvec(A†y), (33)

where A† = (AHA)−1AH is the pseudo-inverse of A. The
computational complexity of this step is dominated by the
method employed to solve (33), which in MATLAB is based
on the QR decomposition, incurring a cost of O(N3L2T ).
Since A is very sparse due to the Hadamard structure, ad-hoc
implementations can potentially lower this cost.

B. Graph Filter Estimation With Output-Only Data

The goal of this section is to estimate the graph filter coeffi-
cients P with the only knowledge of the output graph signals
Y ∈ R

N×T . We assume that each yt can be modelled as the out-
put of a NV-GF when excited with a white input xt ∼ N (0, I),
which is not directly observable. A viable approach is then
to fit the (empirical) second order information of the process

which, together with the filter parametrization (3), leads to the
following optimization problem:

min
P

‖Ĉy −HI(P,S)HI(P,S)�‖2F (34)

where Ĉy = (1/T )YY� is the sample covariance matrix (Y
is already centered).

Problem (34) is non-convex in P; thus, to alleviate the non-
convexity, we consider instead the simpler (yet, again non-
convex) problem:

min
P,U

‖R−HI(P,S)U‖2F s.t. U�U= I (35)

where R is a square matrix such that Ĉy =RR�, and U is
an N ×N orthogonal matrix. By exploiting the SVD of the
matrix Y, i.e., Y =UyΛyV

�
y , possible choices for R are R=

(1/
√
T )UyΛyU

�
y and R= (1/

√
T )UyΛy .

Observe that the solutions of (34) and (35) coincide in the
absence of noise and as T →∞. In other words,P� is a solution
of (34) if and only if it is also a solution of (35), for some orthog-
onal U�. This equivalence is formally stated in the following
lemma, where we denote HI(P,S) as H(P) for simplicity.

Lemma: The system of equations Ĉy =H(P)H(P) has so-
lution P� if and only if the system of equations R=H(P)U
has solution (P�,U�) for an orthogonal matrix U�.

Proof: (⇐) Let P�,U� be the solution of R=H(P)U.
This is clearly also a solution of the other system of equations,
since:

H(P�)U�U��H(P�)� =H(P�)H(P�)�

=RR� = Ĉy. (36)

(⇒) Let P� be the solution of Ĉy =H(P)H(P). The (thin)
SVD of matrix R and H(P�) can be written as:

R=UrΣrV
�
r (37)

H(P�) =UrΣrV
�
h (38)

from which it follows that R=H(P�)U� with U� =VhV
�
r .

Despite the fact that (35) is not jointly convex in P and
U, it is convex in P for a fixed U; moreover, for a fixed P,
it reduces to the well-studied orthogonal Procrustes problem
[25], for which a closed form solution exists albeit its non-
convexity. Thus, an alternating minimization over P and U can
be put forth, as follows: a) first, given the estimate of U at the
(n− 1)th iteration, i.e., U(n−1), the estimation problem at the
nth iteration for the filter taps matrix P reads as:

P(n) = argmin
P

‖R−HI(P,S)U(n−1)‖2F , (36a)

which can be solved in closed form by considering Y =R and
X=U(n−1) in (32). The solution of (36a) is then b) used in
the next step to refine the estimate of the unitary matrix U, i.e.:

U(n) = argmin
U

‖R−HI(P
(n),S)U‖2F

s.t. U�U= I (36b)

for which the closed form solution is U(n) =VpU
�
p , where

Up and Vp are the left and right singular vector matrices,
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Fig. 2. Illustration of the problem: a number of functions (L= 3) are
sampled (filled points) in N = 8 locations (gray dotted lines). The problem
is to recover the sampling locations and the polynomial coefficients with as
only knowledge the function values, the function they belong to, and ordered
such that the sampling points for all functions are aligned (shown on the right
in the figure at λ= 5).

respectively, of the matrix product R�HI(P
(n),S), that is,

R�HI(P
(n),S) =UpΛpV

�
p , with Λp the matrix of singular

values. The solution of (36b) is then fed again into (36a),
unless a predefined number of iterations or stopping criterion
is reached. The main computational load per iteration stems
from calculating matrix P in (36a), typically incurring a cost
of O(N4); overall the cost is then O(IN4) with I the number
of iterations.

C. Dual Graph Frequency Estimation

The next step is to learn the dual graph frequencies λf , which
are the only unknowns of the dual GSO Sf . In order to do this,
consider again the matrix form of (6):

P=Ψf (λf )C (39)

where we explicitly wrote Ψf as a function of λf to highlight
the fact that the matrix is entirely determined by its second
column λf , representing our unknown. Then, the problem we
aim to solve can be formally stated as follows:

Given the matrix P ∈ R
N×L, recover the input vector

λf ∈ R
N and the coefficient matrix C ∈ R

K×L such
that (39) holds as accurately as possible.

Although the problem can be approached from a pure
algebraic point of view as a structured matrix factorization, a
pleasing geometrical interpretation of (39) is given by inter-
preting the vectors p0, . . . ,pL−1 as function values obtained
by sampling L distinct polynomials p0(λf ), . . . , pL−1(λf ),
all with degree K − 1, in the same N unknown locations
λf,0, . . . , λf,N−1. The goal is to recover the original locations
(and polynomial coefficients) from the available sampled func-
tion values. The only side information we have about these
sampling points is i) which function they belong to and ii) that
they are ordered in such a way that the related sampling points
are aligned. See Fig. 2 for an illustration.

Subspace Fitting. Assume we start by considering the fol-
lowing optimization problem to estimate λf and C:

min
λf ,C

1

2
‖P−Ψf (λf )C‖2F , (40)

which can be solved, for instance, with an alternating min-
imization approach, without guarantee of convergence to a
global optimum.

An alternative subspace method can be devised when L≥K.
We then consider the economy-size SVD of matrix P, i.e.,
P=UΣZ�, where U ∈ R

N×K and Z ∈ R
L×K are the left

and right singular vectors, respectively, and Σ ∈ R
K×K is the

diagonal matrix of singular values. Since both Ψf (λf ) and U
represent a basis for the column space of P, there exists a non-
singular matrix Q ∈ R

K×K such that Ψf =UQ. The subspace
fitting [13] problem reads then as:

min
λf ,Q

1

2
‖Ψf (λf )−UQ‖2F , (41)

which, upon substituting the pseudoinverse solution Q=
U†Ψf into (41), can be casted as the following equivalent
problem:

min
λf

{f(λf ) :=
1

2
‖ΠΨf (λf )‖2F }, (42)

with Π := IN −UU† the orthogonal projection matrix onto
the orthogonal complement of U. In other words, problem (42)
aims to find a vector λf such that the Vandermonde matrix
Ψf (λf ) is orthogonal to the subspace spanned by the orthog-
onal complement of U. Notice that we require L≥K, so that
the matrix P can have rank K revealing the subspace of the
Vandermonde matrix Ψf (λf ) we want to estimate.

Problem (41) is not convex in λf due to the polynomial de-
gree K (unless K = 2, i.e., the model in (39) is linear in λf ). To
tackle the non-convexity of the problem, we resort to sequential
convex programming (SCP) [14], a local optimization method
that leverages convex optimization, where the non-convex por-
tion of the problem is modeled by convex functions that are
(at least locally) accurate. As in any non-convex problem, the
initial starting point plays a big role; thus, if no prior informa-
tion on the variable is given, a multi-starting point approach is
advisable. The SCP formulation can be found in [24] and in the
Supplemental Material. Overall, the computational complexity
is dominated by computing the left singular vectors of matrix P,
tantamount to a cost of O(NL2).

Remark 4: The nature of the problem and the formulation
(42) share similarities with the MUSIC algorithm [26]. There,
however, the problem considers Ψ�

f instead of Ψf and N
independent 1-dimensional searches can be carried out to find
λf (which would be contained in the second row of Ψ�).
In our case, each column contains all the N variables and an
N -dimensional search is needed, rendering a “scanning” of the
vector variable λf infeasible, unless N is very small.

D. Ambiguities

Notice that (39) is not free of model ambiguities, since differ-
ent pairs (λf ,C) may lead to the same observation matrix P.
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Because we assume that P has rank K, if Ψf and C are the true
matrix factors satisfying (39), then for any K ×K invertible
matrix T, it holds:

P=ΨfTT−1C=Ψ′
fC

′. (43)

However, Ψ′
f needs to be Vandermonde in order for (43) to re-

spect the model structure in (39). As we proved in [24, Theorem
2], matrix T needs in general to be a Pascal matrix.

The consequence of such theorem is that without any added
constraint on Ψf or C in (39), every shifted and scaled ver-
sion of the groundtruth parameter λf (for an appropriate C),
perfectly fits the observation model and is a valid solution for
(42). This is satisfactory for our purpose: a shift and scale of the
graph eigenvalues maintains the same topological structure of
the original graph (removing the self loops caused by the shift);
we will illustrate this in Section V.

V. NUMERICAL EXPERIMENTS

In this section we perform numerical experiments relying on
the theory outlined in Section IV. Specifically, we first test our
learning algorithm on synthetic data to assess the validity of the
approach and its drawbacks; finally, we use it on real data.

A. Synthetic Data

The goal of this section is to validate the approach outlined in
Section IV, by assuming the knowledge of the dual eigenvalues
λf , which however is not used during the training phase but
only used to compute the performance metrics. We have the
following generation and learning phases (also depicted in the
Supplemental Material for visual clarity):

1) Generation.
(a) Dual eigenvalues λf : in order to have control over

the spacing between different eigenvalues, we generate
them with the following strategy. First, we uniformly
sample the eigenvalue domain leading to the grid u :=
[u0, u1, . . . , uN−1]

�, where the distance among two
samples P := un − un−1 is constant for all n. Then, the
actual eigenvalues λf are generated as λf,n = un + jn
where jn ∼ T N (0, (δP/2)2), with T N (0, σ2

j ) a Gaus-
sian distribution with zero mean and standard deviation
σj , yet truncated at σj . The (jitter) parameter δ > 0
specifies the randomness of the eigenvalues. If δ < 1
the eigenvalues maintain the same ranking order as the
uniform samples, while if δ ≥ 1 they can overlap to the
adjacent ones. Notice that in this synthetic setup we are
not interested in creating a “meaningful” dual graph, but
rather assessing whether our algorithmic routine is able
to identify such dual graph.

(b) Filter taps P: we generate the primal node-varying
filter taps P ∈ R

N×L as P=ΨfC, with Ψf the
Vandermonde matrix associated to λf generated in step
(a), and C ∈ C

K×L a random expansion coefficient ma-
trix [cf. (9)] generated as vec(C)∼N (0, IKL). To in-
crease the curvature of the considered polynomials (thus
avoiding to have almost flat curves in the domain of

interest), we perform an extra weighting scheme by in-
creasing the weight of higher order monomials; that is,
we multiply the matrix C with a mask matrix as C←
[1, 21, . . . ,K1]� �C, where the ith column of the mask
matrix is the constant vector containing in all its entries
the value i.

(c) Input-Output Data X,Y: we generate T input graph
signals xt ∼N (0, IN ) and stack them in the matrix
X= [x1, . . . ,xT ]. Then, we filter X with the type-I
NV-GF HI(P,S) to obtain T new (possibly noisy)
graph signals Y = [y1, . . . ,yT ] =HI(P,S)X+
[n1, . . . ,nT ], with nt ∼N (0, σ2IN ) the measurement
noise.

2) Learning. The goal in this phase is to recover the original
λf of step 1(a) from the input-output data {X,Y}. This is
achieved with the algorithmic routine introduced in Section
IV-A and Section IV-C; namely:

(a) Filter Taps P̃: we find an estimate P̃ of the filter taps
P through (33);

(b) Dual eigenvalues λ̃f : we find an estimate λ̃f of λf

with the procedure outlined in Section IV-C, namely,
casting the problem as a subspace fitting problem and
solving it with SCP. During this step, we also esti-
mate the coefficient matrix C of the expansion model
leading to C̃.

Metrics. To assess the validity of the proposed approach, we
consider two different performance metrics, one relative to the
estimation of the filter coefficients P and one relative to the
estimation of the dual eigenvalues λf . For the filter coefficients,
we consider the normalized squared error (NSE), computed as:

NSE(P̃,P) =
‖P̃−P‖2F

‖P‖2F
. (44)

For the dual eigenvalues, recall that we can recover the solution
of problem (42) up to a shift and scaling of the true positions
[cf. Section IV-D]. Thus, as performance metric, we use the
normalized error modulo Pascal (PNE), defined as:

PNE(λ̃f ,λf ) = min
t0,t1

‖λf − (t01 + t1λ̃f )‖22
‖λf‖22

(45)

which measures how far the true eigenvalues are from a linear
transformation of the recovered estimates. Clearly (45) is zero
whenever λ̃f is a solution for (42).

Results. We generate our primal graph S as a random sen-
sor network with N = 40 nodes, using the CVX toolbox [27].
In this setup, each node is randomly sampled from the unit
square, and a 10-nearest neighbor graph is created with edge
weights determined by a Gaussian kernel. Additionally, we set
u0 =−1 and uN−1 =+1 [cf. 1(a)]. We run the algorithm for
different parameter configurations, specifically: the order of the
filter in the primal domain L ∈ {2, . . . , 9}, which is also the
polynomial degree of the primal eigenvalues (cf. (7)); the order
of the filter in the dual domain K ∈ {2, . . . , 9}, with K ≤ L,
which is also the polynomial degree of the dual eigenvalues; the
jitter parameter δ ∈ {1, 10, 100, 1000}; and the noise standard
deviation σ ∈ {0, 0.5, 5, 50}. The number of input (and output)
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Fig. 3. PNE (in dB) as a function of δ with σ = 0 (left) and σ = 50 (center), for different values of L,K; and PNE (in dB) as a function of σ for δ = 1000
(right).

graph signals is set to T = 3000. Due to the non-convexity of
the cost function (42), we run the algorithm with 5 different
starting points λ0

f , one of which is the uniform grid u; this,
together with the jitter parameter δ [cf. Generation (a)] helps us
also understanding the “magnitude” of the objective function’s
non-convex landscape: if the objective function is highly non-
convex, even an initial starting point λ0

f close to the real λf

(meaning a small δ) might incur a very high objective value and
likely end-up in a local minimum. In such a case, a random start-
ing point might be beneficial. The magnitude of non convexity
of the objective function increases by increasing K. Finally,
we compute the performance metrics relative to the solution
associated to the different starting points.

In Fig. 3 we show the PNE (in dB) as a function of δ for
different L=K3, in the noiseless case (left figure) and noisy
case (middle figure); in addition, we show (right) how the PNE
varies as a function of the noise σ for fixed δ = 1000. We
can make the following observations: as expected, for low-
degree polynomials, the algorithm performs better, since the
non-convexity of the problem increases with increasing polyno-
mial order. This is visible from the left and middle figure: for a
small perturbation δ, also high orders yield a good performance;
which degrades by increasing δ. However, when noise is present
in the observations, a random initial starting points (i.e. higher
δ) seems to be beneficial. Moreover, noise in the measurement
(right figure) has obviously a negative impact in the learning
performance, which however enables us to reconstruct the graph
as we can see next.

To visually assess the algorithm’s performance, in Fig. 4
we show, for the noiseless case, the ambiguity-corrected esti-
mated eigenvalues λ̃

c

f (red crosses), together with the original
eigenvalues λf (green circles) and the initial starting point of
the algorithm λ0

f (blue diamonds) for L=K = 3 (top row)
and L=K = 9 (bottom row), both with δ = 1× 104, which
corresponds to a completely random configuration of the eigen-
values. The ambiguity correction is explicitly performed as:

λ̃
c

f = [1 λ̃f ][1 λ̃f ]
†λf , (46)

3For all the plots we set L=K for visualization clarity. To reproduce the
experiments with different parameter settings, we make available the source
code: https://github.com/albertonat/genConv

which is the closest point to λf up to a linear transformation
dictated by the optimal t0 and t1 minimizing (45).

In the L=K = 3 case, the NSE is NSE(P̃,P) = 2.41×
10−29 and the PNE is PNE(λ̃f ,λf ) = 3.34× 10−25; in the
L=K = 9 case the NSE is NSE(P̃,P) = 9.20× 10−23 and
the PNE is PNE(λ̃f ,λf ) = 1.03× 10−1. In both cases the
inferred dual GSO, shown in the middle column of Fig. 4,
correctly reveals the structure of the true dual GSOSf , shown in
the right column; this even though the eigenvalue reconstruction
(left column) is perfect only in the first case. In other words,
even with an inexact (but not random) reconstruction of the
eigenvalues, the algorithm seems to adequately capture the
connections present in the true GSO Sf . The reason behind the
difference in error estimation among the two cases is mainly
due to the high polynomial degree K, which on the analytic
side renders the objective function (42) highly non-convex (and
hence easier for the algorithm to end up in a local minimum);
on the algebraic side it increases the numerical instability of
performing the pseudoinverse of the matrix A required for a
correct estimation of the filter parameter matrix P. Hence, even
a perfect dual graph frequency estimation step fitting perfectly
the estimated P, might fail to perfectly reconstruct the true
eigenvalues λf . For δ = 10, the algorithm improves the PNE
by two orders of magnitude and the inferred eigenvalues λ̃f

nearly overlap the true ones λf .
For the noisy scenario, in Fig. 5 we show the results obtained

by considering the two cases described above (i.e. L=K = 3
and L=K = 9 with δ = 1000), but with a measurement noise
having σ = 50. In this case the NSE is 8.88× 10−6 and the PNE
is 8.72× 10−5, while for the latter the NSE is 9.74× 10−16 and
the PNE is 2.00× 10−1. The eigenvalues and graph reconstruc-
tion is successful despite the fact that the reconstruction of the
filter taps is not perfect as in the noiseless case, which gives
us hope for the robustness of the algorithm when measuring
noisy data.

Overall we can state that from an algorithmic point of view,
the algorithm is robust in presence of a considerable eigenvalue
perturbation δ and noise σ, especially for low polynomial de-
gree. In instances where the polynomial degree is high, the in-
herent non-convex nature of the problem introduces substantial
complexity into the optimization process, which however leads
to a dual graph resembling the original one. In addition, we
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Fig. 4. (Noiseless case σ = 0) Results for L=K = 3 (top row) and L=K = 9 (bottom row) with δ = 1× 104. (Left Column) True eigenvalues (green
circles), inferred eigenvalues (red crosses) and initial starting point of the algorithm (blue diamonds); (Center Column) Inferred dual GSO with ambiguity-
correction; (Right Column) True dual GSO Sf .
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Fig. 6. (Left): primal graph of the road network; (Right) dual graph of the
road network, where each node represents a graph frequency. Red (blue) nodes
are the standard low (high) frequencies.

observe that when the NSE is high, meaning that P has not been
properly reconstructed, the PNE is also usually high, which is
somehow expected since we rely on P to estimate the dual
eigenvalues λf .

B. Real Data

In this section we exploit the theory developed in
Section III and Section IV to infer a dual graph from
real data. To evaluate the stationarity level of the given data
Y for a given GSO S, we use the proxy-measure ρ= ‖diag
(V−1CyV)‖22/‖V−1CyV‖2F , which measures the “diagonal
dominance” of the spectral covariance matrix; a value of 1
indicates that the data are stationary.

As performance metrics we monitor two errors: i) the
NSE(Y,HI(P̃,S)X) for the input-output case [cf. IV-A] or the
NSE(R,HI(P̃,S)Ũ) for the output-only case [cf. IV-B] (recall
the definition of the NSE in (44)); and ii) the “corollary error”
[cf. Corollary 1 in (10)]:

εc =
‖V−1HI(P̃,S)−HII(

˜̂
P,Sf )V

−1‖2F
‖V−1HI(P̃,S)‖2F

(47)

which assesses whether the inferred Sf is a “valid” dual graph
consistent with our theorem, i.e., how much the upper and lower
branches of Fig. 1 diverge from each other. To make things
more clear, the P̃ refers to the estimation of the primal filter

tap matrix P either following (33) or (36a), while ˜̂
P refers to

the estimation of the dual filter tap matrix P̂, which is here

computed as ˜̂
P=Ψ†C̃�, with C̃=Ψf (λ̃f )

†P̃, where λ̃f is
the estimation of the dual eigenvaluesλf solving (42). All in all,
error i) concerns the graph filter estimation, while ii) concerns
the dual graph estimation.

1) Traffic Volume: we consider a subsampled version of
the open dataset in [28] which contains T = 1259 traffic
volume measurements at intervals of 15 minutes at N =
13 sensor locations along two major highways in Northern
Virginia/Washington, D.C.; in addition, the physical (road) net-
work is available, see Fig. 6(left). We denote with S the adja-
cency matrix representing the given road network, and withY ∈
R

N×T the (centered) graph signals corresponding to the traffic
volume measurements. These signals exhibit a non-stationary
behavior captured by ρ= 0.54.

In our experiment, we explore both input-output and output-
only scenarios. In the former scenario, we define the input

matrix X by aligning it with Y, shifting each column two
positions to the left; consequently, the learning task revolves
around forecasting the traffic volume 30 minutes ahead. We
initialize the parameters with L=K = 3 and execute the al-
gorithm. Notice that our data was deliberately not partitioned
into training, validation, and test sets, since our primary focus
is optimizing the fitting of our graph filter to the provided data,
rather than evaluating its forecasting performance.

First, we learn the filter coefficients P for both scenarios,
yielding a NSE equal to 8× 10−2 for both. Subsequently, we
use the inferred P̃ to learn the dual eigenvalues λf by solving
(42). The associated dual GSO Sf =V−1 Diag(λ̃f )V, achiev-
ing a corollary error [cf. (47)] εc = 1× 10−1 for scenario 1
and εc = 3× 10−1 for scenario 2, is shown in Fig. 6(right),
where we only display the 50% biggest edges (in absolute
values) to ease the visualization. We color with blue the first half
of the nodes, representing what are usually considered “high
pass” frequencies, and with red the second half of the nodes,
representing what are usually considered the “low pass” fre-
quencies (remember that S is the adjacency matrix). Adjacent
nodes in the graph are not necessarily among consecutive graph
frequencies, as it is commonly assumed in GSP. This shows that
the frequency ordering that is commonly assumed does not fit
our theory and we might obtain a more expressive way to embed
the different graph frequencies.

2) MNIST Dataset: We consider the MNIST dataset of gray-
scale handwritten digits from 0 to 9, focusing on the digit 54

containing T = 5949 images of size 18× 18. We model each
pixel of the image as a node of the primal graph S and its pixel
intensity as the graph signal value at that node. As a preprocess-
ing step, we remove the mean from each pixel and vectorize the
images, thus obtaining a graph signal matrix Y ∈ R

N×T , with
N = 324. As GSO S, we consider the normalized Laplacian
matrix of the 18× 18 grid graph, for which the 5 exhibits a
non-stationary behavior, since ρ= 0.4.

We assume that each yt is the output of a NV-GF HI(P,S)
when excited with a white input xt ∼N (0, I); our goal is then
to learn the filter taps P and subsequently the dual eigenvalues
λf from the available data Y. In this particular scenario, it is
important to highlight that our access is limited to the output
data Y, since the corresponding noise input X is not available.
Consequently, the sole viable approach becomes the output-
only procedure [cf. Section IV-B]. Nevertheless, to navigate this
limitation and to be also able to use the input-output approach
of Section IV-A, we can employ the ensuing rationale to derive
pairs (xt,yt):

(a) compute the covariance matrix Cy =YY�/T and de-
compose it as Cy =RR�;

(b) filter a white input signal xt to generate a new signal yt

as yt =Rxt.
It follows that the yt vector generated in this way follow the
same distribution of the original Y and still represent the digit
5 (up to a sign ambiguity). This time, however, we have the

4Similar results can be obtained with the other digits, see https://github.
com/albertonat/genConv
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Fig. 7. (Left) Illustration of each filter tap {pl}3l=0, following a row-wise stacking, reshaped to have the same shape of the input image. Increasing l renders
the entries of pl less influential for the construction of the final digit; (Right) Dual Graph of the 5-digit. The label indicates the index of the eigenvalues
λi, and the node color indicates whether it is part of the first half (blue) or the second half (red), commonly associated to the low and high pass bands,
respectively. Notice that the graph is connected but due to the edge thresholding (only for the visualization) it is split in two.

associated input X. We run the proposed algorithm for different
orders L and K, with and without input X.

In Fig. 7(left) we show the inferred filter taps P̃, for L= 4,
corresponding to the solution of problem (35) and yielding a
NSE = 3× 10−2; each filter tap {pl}3l=0 has been reshaped to
have the same size of the input image and stacked in a row-wise
fashion. It is interesting to notice how each pl has a digit-shape
look, with a decreasing pixel intensity for increasing filter tap
order L; this indicates pixel-locality as an important factor for
the creation of the final pixel intensity. Since each (reshaped)
filter tap image in Fig 7 pointwise-multiplies a shifted white
input (noise) image of same size (to be finally aggregated), it is
visible how the most influential filter content gathers around the
digit shape for the digit-formation, and decreases its importance
for higher shifts, meaning that the process is local on the pixel
and there are no long term-influences. The same NSE and
P-profile is obtained with the input-output approach.

Once we have the filter tap matrix P̃, we then learn the
dual eigenvalues λf by solving (42). The associated dual GSO
Sf =V−1 Diag(λ̃f )V, achieving a corollary error [cf. (47)]
εc = 9× 10−2, is shown in Fig. 7(right), where we only display
2% of the most significant edges in absolute values5. The node
label i indicates the index associated to λi. As in the previous
experiment, we color the first half of the nodes (representing
now the “low frequency” eigenvalues) with blue, and the other
half with red. Similar results and conclusions can be made
by following the input-output approach, where we obtain εc =
3× 10−2 and the graph is similarly structured as the one in
Fig. 7 (see Supplementary Material).

Together with the previous experiment, the following obser-
vations can be made:

• The connections between the eigenvalues do not follow
the linear ordering as assumed by the traditional real-line
interpretation (in that case, we would only have red-red

5For a graph with N = 324 nodes there would be more than 50k edges
possible.

and blue-blue connections without interactions); this has
consequences when designing graph filters based solely on
the value of the λi, since now the concept of “bands” needs
also to account for the topology.

• Because the dual graph represents the support of the GFT
signals, we can now inspect which neighborhood is in-
fluential for a particular frequency during a convolution
on Sf ; this was not possible with the standard real-line
interpretation, as the convolution operation was a simple
pointwise multiplication.

All in all, these results confirm the commutative nature of the
two branches of Fig. 1, thus rendering the dual convolution a
preferred approach when K <L, or when Sf and/or the GFT
signals exhibit sparsity, in addition to delivering an elegant
theoretical framework.

VI. CONCLUSION

In this work we proposed a convolution theorem which
extends the classical convolution theorem in (graph) signal
processing and the one related to time-varying filters. More
precisely, we illustrate how a convolution in the primal graph
domain can be redefined as a distinct convolution in the dual
graph (frequency) domain, given a suitable filter parametriza-
tion. After illustrating the implications of such a theorem in
terms of non-stationarity of signals, and generative models
thereof, we devise an algorithmic approach based on subspace
fitting and non-convex programming techniques to learn the
dual graph from data when this is not a priori known. We
evaluated the proposed theory and algorithms on synthetic data,
as well as on real data.

While our current theoretical framework holds promise for
practical applications in the future, there are notable challenges
that merit further exploration. A significant gap lies in the
absence of a one-shot procedure to construct the dual GSO
directly from a primal GSO, along with potential graph sig-
nals associated with it. This limitation curtails the broader
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applicability of the proposed theoretical insights. Nonetheless,
multiple extensions of this work are possible. From an algebraic
point of view, an interesting line of research would involve
exploring the connections between Vandermonde and Hankel
matrices, as well as with Krylov subspaces, potentially unveil-
ing new algorithmic solutions to learn the dual eigenvalues.
From a modeling point of view, an interesting extension of
this work would include the node-varying graph filter coef-
ficients also to be time-varying; holding promise for utiliza-
tion in graph autoregressive models. In such cases, leverag-
ing the basis expansion model technique across the temporal
dimension becomes a potential avenue for further investiga-
tion. From an optimization point of view, the use of orthog-
onal polynomials might alleviate the ill-conditioning of the
Vandermonde matrix.

Our hope is that in the coming years, further exploration and
refinement of this research direction will reveal new insights
and methodologies to process signals defined on graphs in a
way previously unfeasible.
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