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Chapter 1

Introduction

1.1 Evolution of bipolar transistors

The first transistor was the point contact transistor having two metal point
contacts on a germanium substrate. It was invented in 1947 by W. Brattain,
J. Bardeen and W. Shockley. Since then, bipolar junction transistors (BJTs)
have been evolving rapidly. Nowadays, high-performance bipolar transistors
are not only used in high-speed circuits for optical communication systems [1]
but also to enhance the high-frequency performance of BiCMOS circuits build-
ing blocks [2] used in wireless communication systems.

Fig. 1.1 shows the cut-off frequency (fT ), the stages of technology devel-
opment and the applications of bipolar transistors over time. Prior to 1970,
the bipolar transistor was based on a diffused p-n junction structure, which
was large in both lateral dimension and vertical doping profile. Due to large
parasitic capacitance and high forward transit time (τF ) for the diffused tran-
sistor, its maximum fT in this period of time was just around 1 GHz. The
main applications in this period were analog amplifiers to replace the power
hungry vacuum tubes and switches in telephone relays [4,5]. Later in the 70’s,
a bipolar transistor was formed by using ion-implantation, which has a steep
vertical doping profile to reduce its τF . As a result, its maximum fT was in-
creased to 5 GHz. Though fT of the conventional bipolar transistor was still
limited by its parasitic capacitance resulting from p+ junction isolation and
extrinsic base-collector junction as shown in Fig. 1.2, it was believed that the
bipolar technology was mature at that time. However, in the 80’s, advanced
bipolar transistors using a double polysilicon (poly-emitter and poly-base con-
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Figure 1.1: Cut-off frequency, the evolution of bipolar devices and applications
vs. the year reported [3].

tacts) structure [6,7] were built to prevent from current-gain degradation from
the self-aligned shallow emitter and to reduce the parasitic base-collector ca-
pacitance. Additional features such as an n+ local collector implant and deep
trench isolation were also used to enhance quasi-saturation [8] immunity and to
reduce collector-substrate capacitance. With the new double-poly self-aligned
device structure, the fT of the bipolar transistor was increased to 50 GHz
and an ECL gate delay of 73 ps [9] had been reported. The bipolar transis-
tors in the 70s and 80s were mainly used for high-speed digital applications,
such as emitter-coupled logic (ECL) for main-framed computer and SRAM,
transistor-transistor logic (TTL) for microprocessors.

In the late 80’s, SiGe-base heterojunction bipolar transistors (HBTs) [10]
were invented to further improve bipolar transistor performance. Using the
”MBE” or ”UHV/CVD” [11] epitaxy technique, an in-situ-doped SiGe-base
becomes steeper than a boron ion-implant base. In addition to the narrower
SiGe-base, the Ge-induced bandgap narrowing in the graded SiGe-base region
leads to a reducing base transit time and a decreasing Gummel number [12] of
a SiGe HBT as explained by Kroemer [13]. As a result of the smaller Gummel
number, doping concentration in the thin SiGe-base can be increased to avoid
punch-through from emitter to collector. Therefore, the current gain can be
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maintained or be even higher in spite of the high doping density in the base.
On the other hand, a high doping density in the base can also reduce the
base resistance. In the mean time, the SiGe HBT inherits the device structure
from the advanced Si bipolar transistor. As shown in Fig. 1.3, an advanced
SiGe HBT has an n+ poly-emitter contact, a p+ poly-base contact, an n+

local collector implant, a buried n+ sub-collector and deep trench isolation.
Therefore, the SiGe-base HBT has superior performance compared to its Si-
base counter part. Later in the late 90’s, carbon incorporated in the SiGe base
to suppress boron out-diffusion [14] from thermal process or transient enhanced
diffusion is introduced to form a steeper base doping profile to further improve
the performance of a SiGe HBT. With all the advanced features mentioned
above, the most advanced SiGe:C HBT has pushed the peak fT up to 380
GHz and a ECL gate delay down to merely 3.2 ps [15].

For the sake of higher power consumption and lower integration density
of pure bipolar circuits compared to the CMOS circuits, bipolar transistors
started to retreat from digital applications in the 70’s and 80’s. From the
90’s up to now, it is the BiCMOS technology, which combines high-speed
bipolar devices for analog applications with low-standby power CMOS devices
for digital applications, to dominate in mixed-signal applications. Especially
with the superior RF performance [16] of SiGe HBTs for a given lithographic
generation compared to that of CMOS devices, SiGe HBTs are widely used
in wireless transceiver circuits such as low-noise amplifiers (LNAs), mixers,
voltage-controlled oscillators (VCOs) and power amplifiers (PAs). With the
booming market for the wireless mobile communication devices, the need for
low-power and high-speed BiCMOS circuits are expect to continue to grow in
the future.

1.2 Modeling bipolar transistors
A compact semiconductor model is a mathematical description of the physical
behavior of a semiconductor device. The first and simplest bipolar model is
the Ebers-Moll (EM1) model, which considers two back-to-back PN diodes
with only four model parameters to describe the large-signal behavior of a 3-
terminal NPN/PNP bipolar transistor during transient analysis. This simple
model was invented by J. J. Ebers and J. L. Moll [17] in 1954. The EM1
model is valid for 4 different regions of operation depending on the base-
emitter and base-collector junction biases as shown in Fig. 1.4, where the
reverse-active region is considered as the forward-active region of the common-
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collector configuration in the original EM1 model.

However, the bipolar circuit design was still a trial and error procedure
on a breadboard with a lot of manual calculations for circuit analysis until
the invention of the ”simulation program with integrated circuit emphasis”
(SPICE) [18, 19] in the 70’s. The SPICE includes compact models for semi-
conductor devices and linear passive components (resistors, capacitors, induc-
tors etc.) so that designers can perform circuit simulations in a computer
aided design (CAD) environment. The original EM1 model is derived from a
common-base configuration, which is later transformed to a common-emitter
configuration with two base currents (Ibf , Ibr) and a collector to emitter trans-
fer current (IN ) as shown in Fig. 1.5. This is because the common-emitter
configuration is better suited for the description of a switch or an amplifier.
With limited device physics and regions modeled, the EM1 model was later
extended to have more physical effects, including: 1. Charge storage in the
junction and base regions and 2. parasitic resistances. As a result, an extended
EM1 model with three non-linear depletion capacitances to model depletion
charges (QtE , QtC and QtS), two non-linear diffusion capacitances to model
minority charge storage in the neutral base (QBE and QBC) and three parasitic
resistances (RE , RB and RC) to model the bulk semiconductors in emitter,
base and collector is shown in Fig. 1.5. The extended EM1 model is generally
recognized as the second generation bipolar device model (EM2). Though the
extrinsic region is larger than the intrinsic region in the conventional bipolar
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transistor [20], only the intrinsic region is modeled by EM1 and EM2 as can
be seen in Fig. 1.5.

After the EM2 model, Getreu [21] classified a further extension of the EM
model as a 3rd generation model (EM3) [22] and the Gummel-Poon (GP)
model [23] from the 70’s as a 4th generation model. The main difference
between the EM3 and GP models is that there is an unified description of Early
effect [24] and high-current injection in the base by a normalized base charge in
the GP model. But both EM3 and GP models are still limited in modeling the
intrinsic region of the device. The quasi-saturation effect is sill not addressed.
With the advances of bipolar technology and higher integration density on a
single chip in the 80’s, intrinsic device delay from high current effects start
to dominate the total delay time. Therefore, de Graaff [25] classifies the GP
model as a 3rd generation bipolar model and Kull’s extended GP (Ext. GP)
model [26] as a 4th generation bipolar model. The Ext. GP model as shown
in Fig 1.6 incorporates a bias dependent current source (Iepi) and two injected
epi-layer charges (Qepi0 and Qepiw) to model the quasi-saturation effect in the
epi-collector and a parasitic PNP model to model the extrinsic region. The
Mextram model [27], which will be described in the next chapter, is viewed as
5th generation model. Moreover, HICUM [28] and VBIC [29] are also classified
as 5th generation bipolar models [30]. All three 5th generation models include
new physical effects such as avalanche breakdown, self-heating, non-linear bias
dependent Early effect etc. to model advanced Si/SiGe bipolar transistors.
The main difference among the three 5th generations models is the regions
where the integral charge control relationship (ICCR) [23] for the transfer
current is applied as shown in Fig. 1.7. Earlier versions of Mextram [27] tried
to calculate the transfer current from the drift-diffusion current equation to
incorporate a non-uniform base doping induced electric field at low injection.
The integral base charge at both low and high injections is evaluated directly
from the junction law at quasi-neutral base (QNB) boundaries (xBE to xBC).
In the later versions [31] , it came back to the linear transfer current and
charge relationship as used in Ext. GP and VBIC models. As a result, Ext.
GP, Mextram and VBIC all applied ICCR from xBE to xBC and they also
have a similar voltage-dependent current source Iepi to model the epi-collector
region. However, HICUM integrates charge for ICCR from edge of emitter-
base depletion region (E1) to the edge of epi-collector (C1). Since the epi-
collector is included in ICCR, no Iepi is needed for HICUM. The transfer
current to integral charge relationship, however, becomes more complex to
cover transistor operations from low injection to high injection.
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After the development of the SiGe HBT technology in the early 90’s, a
Gummel number including the non-uniformed bandgap narrowing effect was
later taken into account in HICUM [33] and Mextram [34] to model SiGe
HBTs. When we look back to the bipolar model development history, we can
conclude that compact modeling always lagged behind the device technology
development. Therefore, numerical table-based models [35] or empirical mod-
els [36] are sometimes used to fill the gap between the compact modelling
needs for the new technology generation and available compact device models.

1.3 Scope and outline
In this chapter, the evolution of bipolar transistor’s technology and the main
applications in each period of time since its invention has been described.
Then, it is the discussion about how historically the compact model develop-
ment has been driven by the technology progress. For the rest of the thesis,
the outline is as follows.

In Chapter 2, the detailed equivalent circuit and physics of the Mextram
model, on which the thesis is focused, is described.

In Chapter 3, a ”short-cut” for compact model implementation with a high-
level language VHDL Verilog-A to avoid time consuming C-code implementa-
tion and model verification after the implementation is discussed. Moreover,
two additional features (tunneling current and behavioral substrate resistance)
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for the Mextram model are implemented in Verilog-A to demonstrate that it
is suitable for practicing new modeling ideas .

In Chapter 4, the bipolar transistor measurements (including DC, CV,
S-parameters and 1/f noise), the test structures for use in device measure-
ments and the pad parasitic de-embedding are discussed. Following the device
measurements and test structure design, different measurement setups with
their relevant Mextram model parameters are used to demonstrate parameter
extraction from a SiGe HBT.

In Chapter 5, a reference based geometry scalable model and its parameter
extraction procedure is proposed. The scaling rules for the scalable Mextram
model are based on device physics and then re-formulated in terms of refer-
ence parameters, geometry parameters and drawn dimensions of the device
layout for geometry scaling. As a result, the parameters can be systematically
extracted from the measured data of devices with different geometries. The
new approach is tested with SiGe HBTs within an IC-CAP model file, which
is extended from the single device parameter extraction procedure.

In Chapter 6, the extension of the geometry scalable Mextram model to the
configuration scalable model including different emitter numbers and collector
contacts for high-power applications is described. The configuration scalable
model uses almost the same set of model parameters as the geometry scalable
model except additional geometry parameters representing the mutual heat-
ing effect and collector resistance between two adjacent fingers and additional
instance parameters representing different layout configurations. The config-
uration model nicely predicts the fT -degradation measured from SiGe HBTs
due to an increase of the mutual heating and an increase the collector delay
time with increasing emitter numbers.

Finally, Chapter 7 presents the conclusion and suggestions for the future
directions in bipolar device compact modeling.
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Chapter 2

Physics of the Mextram model

2.1 Introduction

The worldwide interest in SiGe heterojunction bipolar transistors (HBTs) as
a commercial IC technology is growing rapidly [37]. The corresponding cir-
cuit design activities essentially depend on accurate compact models of SiGe
HBTs in all relevant modes of the transistor operation. This chapter gives
an overview of the vertical bipolar transistor compact model Mextram (the
acronym of the ”most exquisite transistor model”) and its capabilities to meet
SiGe HBT circuit design challenges. The Mextram has been introduced by
De Graaff and Kloosterman at Royal Philips Electronics in 1985 [27]. The
first Mextram release was introduced as Level 501 but the ”real” 5th gener-
ation bipolar transistor model (after the previous four generation described
in Chapter 1) is believed to be Level 502 in 1986 [38] with complete epi-layer
model. Following the requirements of the continuous technology development,
Mextram has appeared later in several update releases: Level 503 in 1994 [39]
and Level 504 in 2000 [40].

Fig. 2.1 shows the equivalent circuit of the Mextram model as it is speci-
fied in its latest release (Level 504). The branches representing model currents
and charges are schematically associated with different physical regions of a
bipolar transistor separated by the base-emitter (BE), base-collector (BC) and
substrate-collector (SC) junctions. All current and charge branches in Mex-
tram are given as explicit functions of external and internal nodal potentials
and there are no implicit modeling variables that require internal iterations.
The governing Mextram equations are formulated having in mind NPN tran-

11
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Figure 2.1: The equivalent circuit of Mextram model.

sistors, but the model can be equally well used for PNP transistors with the
same structure by simply change the current and charge polarities.

The main transfer current IN in Mextram, as in the Gummel-Poon model,
is evaluated in the quasi-neutral base (QNB) by the ICCR. However, the math-
ematical appearance of its equations governing the normalized QNB charge is
slightly different in comparison to the Gummel-Poon model. The normalized
QNB charge in Mextram is represented as a product of a normalized base
charge without injection charges and a normalized base charge with injection
charges. In the Gummel-Poon model, it is represented as a normalized sum
of zero bias base charge, modulated depletion charges and injection charges.
Moreover, the effects of graded Ge profile in QNB [41] are physically addressed
in the transfer current description. A distinguished feature of the Mextram
model is the description of the epilayer transfer current Iepi. It is employed
for intensive physical modelling of the quasi-saturation phenomena including
base widening [8], hot-carrier behavior in the epilayer and advanced modeling
of distortion effects [42].

The diode-like injection currents IB1, IS
B1, IB2, IB3, Iex and XIex in the

Mextram equivalent circuit describe various recombination currents in the
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quasi-neutral and depletion transistor regions. The recombination in the mod-
ulated QNB, which is sometimes important for SiGe HBT applications [43], is
also included. The effect of a distributed hole injection across the BE junction
is described by an additional current branch IB1B2. Mextram provides also a
sophisticated model for the weak avalanche current in the branch Iavl. The
contribution of the parasitic PNP transistor transfer current to the substrate
current, represented by the current sources Isub and XIsub, is implemented by
using a simplified Gummel-Poon integral charge control relationship.

The dynamic currents are accounted for by the depletion capacitances
(charges) QtE , QS

tE , QtC , Qtex, XQtex and QtS as well as diffusion charges
(capacitances) QBE , QBC , QE , Qepi, Qex and XQex in the intrinsic and ex-
trinsic transistor regions as shown in Fig. 2.1. The BC depletion capacitance
is particularly equipped to account for the full depletion of the epilayer and
modulation of the depletion charge by current in the BC depletion region. An
additional charge branch QB1B2 accounts for the distributed high frequency
effects in the intrinsic transistor base.

The Mextram model is equipped with physical temperature scaling rules.
Moreover, thermal phenomena are addressed in Mextram by a simple thermal
impedance (thermal resistance and capacitance in parallel) and a power dissi-
pation source but an elaborate thermal impedance network can be connected
to the thermal node to model more complex self-heating and mutual heating
effects. A set of temperature scaling parameters is extracted along with the
corresponding electrical model parameters in a straightforward procedure [44].
The physical background of the Mextram parameters provides also an excellent
framework for the geometrical [45] and configurational scaling [46].

Mextram has been already used excessively in various SiGe HBTs applica-
tions including high performance SiGe HBT bipolar transistor integration [47],
low noise amplifiers [48,49], power amplifiers [50,51] and SiGe HBT phototran-
sistors [52]. As an additional illustration of Mextram capabilities, some results
of the Mextram parameter extraction from an IBM SiGe HBT test sample de-
vice are demonstrated through the Compact Modeling Council’s [30] bipolar
model standardization procedure.

2.2 Transfer current
The transfer current is maintained by the electron flow in vertical direction
from the emitter contact to the collector buried layer and further up to the
collector contact. The pure ohmic regions on that way are represented by
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the constant emitter resistance RE and collector resistance RCC. The electron
current density Jn in QNB and epilayer is assumed to obey the one-dimensional
drift-diffusion equation

Jn = −qµnn(x)
dφn(x)

dx
(2.1)

where n is the electron concentration, φn is the electron quasi-Fermi poten-
tial, µn is the electron mobility, q is the elementary charge and the x-axis is
directed from the emitter towards the epilayer region. Moreover, in the model
derivation the electron and hole concentrations are related by the pn product

p(x)n(x) = n2
ie(x) exp

(
φpB − φn(x)

VT

)
(2.2)

where p is the hole concentration, nie is the position dependent effective in-
trinsic carrier concentration, φpB is the constant hole quasi-Fermi level in the
QNB, and VT is the thermal voltage.

2.2.1 Quasi-Neutral Base (QNB)
The electron current density (2.1), and transfer current IN , can be expressed
in QNB with the help of the pn product (2.2) as

Jn = − IN

AE
= qVT µn(x)

n2
ie(x)
p(x)

· d

dx
exp

(
φpB − φn(x)

VT

)
, (2.3)

where AE is the effective emitter area. Integrating (2.3) for constant Jn in
the interval (xBE , xBC), where xBE and xBC denote the edges of the QNB,
we have

IN =
qn2

i AE

G (p; xBE , xBC)

[
exp

(
φpB − φn(xBE)

VT

)
− exp

(
φpB − φn(xBC)

VT

)]
,

(2.4)
where ni is the intrinsic carrier concentration and the functional

G (p;x1, x2) =

x2∫

x1

p(x)
µnVT

(
ni

nie(x)

)2

dx (2.5)

is well known as the Gummel number [12]. The transfer current (2.4) is im-
plemented in Mextram as

IN =
IS

gB

[
exp

(
VB2 − VE1

VT

)
− exp

(
VB2 − V ∗

C2

VT

)]
, (2.6)
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where
gB =

G(p;xBE , xBC)
G(NA; x0

BE , x0
BC)

(2.7)

is the relative change of the Gummel number in QNB with BE and BC junction
biases, x0

BE and x0
BC denote the edges of the QNB at zero bias, NA is the

acceptor doping concentration in the base and IS = qn2
i AE/G(NA; x0

BE , x0
BC)

is transfer saturation current. The quasi-Fermi potentials in (2.4) are replaced
in (2.6) by the corresponding Mextram nodal biases. Note, that the value of
the electron quasi-Fermi potential φn(xBC) in (2.4) is not directly associated
with the nodal bias VC2. Instead an effective value V ∗

C2 is used in Mextram
(Level 504) as provided by the epilayer model description.

The relative Gummel number gB in (2.7) is further expressed in Mextram
as a product gB = gBW · gBH where

gBW = 1 +
G(NA; xBE , x0

BE)
G(NA;x0

BE , x0
BC)

+
G(NA; x0

BC , xBC)
G(NA; x0

BE , x0
BC)

(2.8)

and
gBH = 1 +

G(n;xBE , xBC)
G(NA; xBE , xBC)

. (2.9)

The role of gBW is to describe the relative change of the Gummel number in
QNB with the modulation of BE and BC depletion widths (Early effect) at low
injection. On the other hand, the term gBH accounts for the relative change of
the Gummel number in the QNB due to the minority electron concentration
at high injection currents.

Assuming a linear graded Ge profile (and band-gap Eg) in the QNB, as
shown in Fig. 2.2, for the spatial dependence of (ni/nie)2 in (2.5) holds

(
ni

nie

)2

∝ exp
(
− DEG

qVT · wB0
x

)
, (2.10)

where wB0 = x0
BC − x0

BE is the width of the QNB and DEG = Eg(x0
BE) −

Eg(x0
BC) is the band-gap difference over the base (in eV ), both evaluated at

zero bias. Integrating Gummel numbers in (2.8) for constant NA and µn using
(2.10) the term gBW becomes [34]

gBW = 1 +
exp

(
DEG

VT

wBE

wB0

)
− 1

1− exp
(
−DEG

VT

) +
exp

(
−DEG

VT

wBC

wB0

)
− 1

1− exp
(
DEG

VT

) , (2.11)
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Figure 2.2: Doping and band-gap distribution in the QNB.

where wBE = x0
BE−xBE and wBC = xBC −x0

BC define the modulation of BE
and BC depletion regions. Notice that in the limiting case DEG = 0, the term
gBW is reduced to

g0
BW = 1 +

wBE

wB0
+

wBC

wB0
(2.12)

representing the relative change of QNB width or the Early factor [21]. The
relative variation of the depletion widths in (2.12) are implemented in Mextram
in terms of the BE and BC depletion charges QtE and QtC as

wBE(C)

wB0
=

QtE(C)

VER(F) · CJE(C) , (2.13)

where CJE and CJC are zero-bias BE and BC depletion capacitances while VER
and VEF are reverse and forward Early voltages. In that way, g0

BW becomes
identical to the Early factor proposed in [53] for silicon bipolar transistors.
The model parameters VER and VEF may be interpreted for SiGe HBTs as the
effective Early voltages that define the modulation rate of the QNB width
instead of the Gummel number. For an alternative way to account for the
Early effect in SiGe HBTs see [54].

The high injection term gBH is implemented in Mextram in terms of mi-
nority electron concentration as

gBH = 1 +
1
2

(
n(xBE)

NA
+

n(xBC)
NA

)
, (2.14)

which for simplicity assumes uniform nie and linear distribution of n in QNB.
The required normalized electron concentrations in (2.14) are evaluated solving
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the system of the electro-neutrality equation p = n + NA and the pn product
(2.2) at xBE and xBC as

n(x)
NA

= F

(
n2

ie

N2
A

exp
(

VB2 − φn(x)
VT

))

F (z) =
2z

1 +
√

1 + 4z
(2.15)

where φn(xBE) = VE1 and φn(xBC) = V ∗
C2. This is also the place where the

forward knee current IK is introduced in Mextram using

n2
ie

N2
A

=
IS

IK
(2.16)

but in principle it has the same physical role in the description of the high
current effects as the corresponding knee current parameter of the Gummel-
Poon model [31].

2.2.2 Epilayer
The drop of the electron quasi-Fermi potential over epilayer is essential for the
correct evaluation of φn(xBC) and the transfer current IN if the transistor is
operating in quasi-saturation [55]. In that case, the epilayer region, between
0 and wepi having uniform donor doping concentration Nepi, can be split into
quasi-neutral injection region 0 < x < xi and drift region xi < x < wepi as
shown in Fig. 2.3.

From the pn product (2.2) we have

n(x)
dφn(x)

dx
= − VT

p(x)
d (p(x)n(x))

dx
(2.17)

which together with the quasi-neutrality condition n = Nepi + p allows to
express the electron current density (2.1) in epilayer as [26]

Jn = −Iepi

AE
= qµnNepi · VT

(
2

Nepi
+

1
p

)
dp

dx
. (2.18)

Integrating (2.18) in the injection region for constant Jn and introducing the
epilayer resistance RCV = wepi/(qµnNepiAE) we have

xi

wepi
RCV · Iepi = VT

(
2
p(0)− p(xi)

Nepi
+ ln

p(0)
p(xi)

)
(2.19)
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I < IHCepi

Nepi

I < IHCepi

I > IHCepi

I > IHCepi

Doping density
Electron density
Hole density

Figure 2.3: Distribution of the carrier concentrations and electric field in the
epilayer when quasi-saturation occurs.

as an integral control relationship for the electron transport through the injec-
tion epilayer region. The normalized minority hole concentrations p(0)/Nepi

and p(xi)/Nepi in (2.19) are obtained similar to the electron normalized con-
centrations in (2.15) as

p(x)
ND

= F

(
n2

ie

N2
epi

exp
(

VB2 − φn(x)
VT

))
(2.20)

but this time the doping related term n2
ie/N

2
epi is represented with the BC

built-in voltage VDC as
n2

ie

N2
epi

= exp
(
−VDC

VT

)
. (2.21)

The drift epilayer region is neutral and has ohmic behavior as long as
Iepi is significantly smaller than the critical current for velocity saturation
IHC = qAENepivsat, where vsat is the electron saturation velocity. Otherwise,
the electron concentration becomes current dependent as n = NepiIepi/IHC
and the electric field E(x) has slope defined by the Poisson equation

dE(x)
dx

=
qNepi

ε

(
1− Iepi

IHC

)
, (2.22)

where ε is the permittivity of the epilayer. It should be emphasized that for
the drift electron transport holds E(x) = −dφn(x)/dx which allows to directly
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evaluate the drop of φn over the drift epilayer region integrating the Poisson
equation (2.22) twice in the interval (xi, wepi). The result is

VC1 − φn(xi) = −E(xi)wepidR +
qNepiw

2
epi

2ε

(
Iepi

IHC
− 1

)
d2

R, (2.23)

where dR = 1−xi/wepi is the relative depth of the drift epilayer region. Using
the interface condition

E(xi) = − vs

µn
= −IHC · RCV

wepi
(2.24)

and introducing the epilayer space charge resistance SCRCV = qNepiw
2
epi/(2ε ·

IHC), (2.23) becomes

VC1 − φn(xi) = IHC · RCV · dR + (Iepi − IHC) · SCRCV · d2
R (2.25)

and represents the governing equation for the electron transport through the
drift epilayer region if Iepi > IHC. The validity of (2.25) could be extended to
the ohmic case after transformation

IHC→ IHC · IΩ

IHC + IΩ
(2.26)

where

IΩ =
VC1 − φn(xi)

RCV · dR
(2.27)

is the ohmic current in the drift epilayer region.
The integral relationships (2.19) and (2.25) for the injection and drift epi-

layer regions still require an additional condition to close the system of equa-
tions for unknown Iepi, xi/wepi and φn(xi). It may be the continuation of the
electric field as proposed in [55]. In order to avoid implicit model variables and
to improve smoothness of the modeling equations the present Mextram release
(Level 504) implements the above epilayer physics in a qualitatively different
way. Namely, the epilayer current Iepi, as seen from the circuit simulator, is
evaluated only from (2.19) applied to the whole epilayer. The governing equa-
tions (2.19) and (2.25) are then employed in the evaluation of the effective
electron quasi-Fermi potential V ∗

C2 = φn(xBC) that substitutes the nodal bias
VC2 in all subsequent calculations. The detailed implementation procedure is
given in [31,56].



20 Physics of the Mextram model

2.3 Recombination currents

The recombination currents in the intrinsic transistor region, due to the hole
injection into quasi-neutral emitter (QNE) and BE space-charge region as well
as recombination in QNB, actually serve to model the transistor forward base
current. The ohmic part of the base region is represented by the constant
base resistance RBC. The electron and hole injection across the BC junction,
in the reverse transistor operation, are addressed in Mextram in the extrinsic
transistor area. The carrier generation due to the weak avalanche effects is
introduced separately as a controlled current source.

2.3.1 Intrinsic transistor region

The carrier recombination in the intrinsic transistor region is indirectly eval-
uated in terms of the currents injected into quasi-neutral or space-charge re-
gions. These currents are typically given in the form of a diode-like character-
istics

ID(Vj , I0,m) = I0

[
exp

(
Vj

mVT

)
− 1

]
, (2.28)

where Vj is the junction voltage, I0 is the diode saturation current and m is
the non-ideality factor.

The most important contribution to the static base current is the recom-
bination (injection) into QNE. It is expressed in terms of the diode current
(2.28) as

IBE = ID

(
VB2E1,

IS

BF
, 1

)
, (2.29)

where BF is the ideal forward current gain.
The recombination in the QNB may produce significant impact on the per-

formance of SiGe HBTs [43]. It could be physically evaluated as an additional
current component

IBB = qAE

xBC∫

xBE

∆n

τn
dx, (2.30)

where ∆n is the excess minority carrier concentration and τn is the minority
carrier lifetime in the QNB. Assuming that the excess minority concentrations
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at the QNB boundaries are proportional to the injection currents as [57]

∆n(xBE) ∝ ID

(
VB2E1,

IS

BF
, 1

)
and ∆n(xBC) ∝ ID

(
V ∗

B2C2,
IS

BF
, 1

)
,

(2.31)
the QNB recombination current (2.30) is implemented in Mextram as [34]

IBB = XREC ·
[
ID

(
VB2E1,

IS

BF
, 1

)
+ ID

(
V ∗

B2C2,
IS

BF
, 1

)](
1 +

wBC

w0

)
, (2.32)

where XREC is the EB recombination current prefactor. Note, that the width
modulation of QNB, especially that due to the base-collector depletion capac-
itance, produces an Early-like effect in the forward base current.

The hole injection into QNE is essentially a two-dimensional phenomenon.
Namely, a fraction of the holes is injected along the side walls of the BE junc-
tion. Moreover, the hole injection is laterally nonuniform along the intrinsic
base below the emitter due to the variations of the internal base-emitter junc-
tion bias. The sidewall base current component is introduced by splitting the
injection current into the area

IB1 = (1− XIBI) [(1− XREC) IBE + IBB] (2.33)

and sidewall

IS
B1 = XIBI · ID

(
VB1E1,

IS

BF
, 1

)
(2.34)

components by using the diode partition factor XIBI. The distributed injec-
tion along the pinched transistor base below the emitter is emulated using a
nonlinear current branch [58,59]

IB1B2 =
g0
BW

3 · RBV
{

VB1B2 + 2VT

[
exp

(
VB1B2

VT

)
− 1

]}
, (2.35)

where RBV is the resistance of the pinched base under the emitter at low injec-
tion. It may be approximated as

RBV =
ρ2WE

3LE
(2.36)

for the given pinched base sheet resistance ρ2 as well as emitter width and
length WE and LE , respectively.
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The Shockley-Read-Hall (SRH) recombination [60, 61] in the BE space-
charge region is implemented in Mextram as a non-ideal diode current

IB2 = ID (VB2E1, IBF, MLF) + GminVB2E1, (2.37)

where IBF is the saturation current and MLF is the emission coefficient of
the BE leakage diode. A small conductance Gmin = 10−13 Ω−1 in (2.37) is
introduced for numerical stability.

2.3.2 Extrinsic quasi-neutral regions
The current Iex describes the recombination of carriers injected into the quasi-
neutral regions of the extrinsic BC junction. It is evaluated by

Iex =
IS

BRI

exp
(

VB1C1

VT

)
− 1

1 +
1
2

n(xext
BC)

NA

, (2.38)

where BRI is the ideal reverse current gain and

n(xext
BC)

NA
= F

(
IS

IK
exp

(
VB1C1

VT

))
(2.39)

is the electron concentration at the edge of extrinsic QNB which is obtained
in the same way as n(xBE) but for the bias VB1C1. In principle Iex represents
the ideal component of the reverse base current taking also high injection
effects into account. An additional extrinsic current component XIex, similar
to (2.38) but evaluated for internal bias VBC1, is introduced if the model flag
EXMOD is set to 1.

It is also assumed that SRH recombination in the BC space-charge region
considerably contributes to the extrinsic base current component. This current
component is derived from maximum value of the net SRH recombination in
the space charge region as [25]

IB3 = IBR

exp
(

VB1C1

VT

)
− 1

exp
(

VB1C1

VT

)
+ exp

(
VLR

2VT

) + GminVB1C1, (2.40)

where IBR is saturation current and VLR is the crossover voltage of the BC
leakage diode.
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2.3.3 Weak avalanche current
The avalanche current Iavl is evaluated in Mextram as [62,63]

Iavl = Iepi

WAVL∫

0

αn (E(x)) dx, (2.41)

where WAVL the effective width of the epilayer. The ionization rate αn is given
by [64]

αn(E(x)) = An exp
(
− Bn

E(x)

)
(2.42)

and An and Bn are predefined model constants. Assuming the linear electric
field distribution

E(x) = EM

(
1− x

λD

)
≈ EM

1 + x/λD
(2.43)

with the slope −1/λD around the maximum electric field value EM , eqn.(2.41)
may be integrated or express the weak avalanche current as

Iavl = Iepi
An

Bn
λDEM

[
exp

(
− Bn

EM

)
− exp

(
− Bn

EM

(
1 +

WAVL

λD

))]
. (2.44)

The maximum electric field value EM and λD are obtained from the Poisson
equation (2.22) in the epilayer. To this end, it is rewritten as

dE(x)
dx

= 2
VAVL

WAVL2

(
1− Iepi

IHC

)
, (2.45)

where VAVL = qNDWAVL
2/(2ε) is the avalanche curvature voltage. If the model

flag EXAVL is set to 1 the weak avalanche model handles also the electric field
distribution in quasi-saturation due to the Kirk effect [31].

2.4 Substrate currents
The substrate current is implemented in Mextram using a simplified Gummel-
Poon integral charge control relationship for the parasitic PNP transistor:

Isub =
2 · ISS

[
exp

(
VB1C1

VT

)
− 1

]

1 +

√
1 + 4

IS

IKS
exp

(
VB1C1

VT

) , (2.46)
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where ISS is PNP transistor saturation current and IKS is the substrate knee
current. Note, that the effects of the base width modulation by depletion
capacitances is neglected and VSC1 = 0 is assumed. Moreover, the high-
injection effects are expressed in terms of IS/IKS instead of ISS/IKS to simplify
parameter extraction. An additional extrinsic substrate current component
XIsub, similar to (2.46), but evaluated for an internal bias VBC1, is introduced
if the model flag EXMOD is set to 1. A diode-like current ISF is added between
the substrate and collector nodes, S and C1, to serve as an indicator of a
falsely polarized SC junction.

It should be emphasized that the Mextram equivalent circuit is deliberately
left without any circuit elements connecting the intrinsic substrate node S to
the substrate contact. In that way, an external substrate network of arbitrary
complexity could easily be attached to the intrinsic substrate node [65,66].

2.5 Charges and capacitances
The temporal variation of the electric field results in the displacement current
components across the space charge regions. These dynamic current compo-
nents are represented by the depletion capacitances (charges). On the other
hand, the temporal variations of the compensated (diffusion) charges, pro-
duce an effective dynamic recombination current along the transistor transfer
current flow which is implemented by the diffusion charges (capacitances).
Mextram (Level 504) takes also into account the BE and BC parasitic overlap
capacitances CBEO and CBCO as shown in Fig. 2.1.

2.5.1 Depletion capacitances
The bias dependence of the depletion capacitances is in Mextram generally
considered as

Ct(Vj) = (1−Xp)
C0fI(

1− V eff
j (Vj)
Vbi

)P
+ XpC0, (2.47)

where C0 is the zero bias depletion capacitance, Vj is the internal P-N junc-
tion bias, Vbi is the junction built-in voltage and P is the grading coefficient.
The expression (2.47) is inspired by the simple empirical description for deple-
tion capacitance of abrupt (or linear) P-N junctions but also enhanced, with
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quantities Xp and fI as well as function V eff
j (Vj), to increase the physical and

computational range of the model validity.
In order to avoid singular capacitance behavior at the forward bias, an

effective junction bias V eff
j (Vj) is employed in the denominator of (2.47). It is

related to the real junction bias Vj as

V eff
j (Vj) = Vj − Vch ln

[
1 + exp

(
Vj − VF

Vch

)]
, (2.48)

where the control voltage

VF = Vbi ·
(
1− a

−1/P
j

)
(2.49)

forces the capacitance to asymptotically approach the constant value ajC0

for Vj > VF (see Fig. 2.4). The smoothness of this transition is defined by
Vch. The quantity Xp in (2.47) limits the decrease of the capacitance under
the reverse bias. It is of particular importance for BC depletion capacitance
having a fully depleted epilayer region. Finally, the term fI accounts for the
modulation of the BC depletion capacitance by the transfer epilayer current.
It is defined as

fI =
(

1− Iepi

Iepi + IHC

)MC

(2.50)

where MC is the current-modulation coefficient. Table 2.1 provides the corre-
sponding model parameters in Mextram for the BE, BC and SC junctions.

Figure 2.4: Implementation of the Mextram depletion capacitances.
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Table 2.1: Parameters for Depletion capacitances.
Vbi C0 P Xp fI

BE VDE CJE PE - -
BC VDC CJC PC XP MC

SC VDS CJS PS - -

For compact modeling purposes, it is much better to consider correspond-
ing depletion charges

Qt(Vj) =

Vj∫

0

Ct

(
V eff

j (Vj)
)

dV, (2.51)

instead of the depletion capacitances. The Mextram depletion charges (see
Fig. 2.1) are implemented as

QtE(VB2E1) = (1− XCJE) ·Qt (VB2E1) , (2.52)
QS

tE(VB1E1) = XCJE ·Qt (VB1E1) , (2.53)
QtC(VB2C2) = XCJC ·Qt (VjC(VB2C2)) , (2.54)
Qtex(VB1C1) = (1− XCJC) (1− XEXT) Qt (VB1C1) , (2.55)

XQtex(VBC1) = (1− XCJC) · XEXT ·Qt (VBC1) , (2.56)
QtS(VSC1) = Qt (VSC1) , (2.57)

where XCJE, XCJC and XEXT are geometry partitioning factors splitting the
depletion capacitances into area and sidewall components as well as between
intrinsic and extrinsic parts of the transistor. Note, that the internal BC
junction bias VjC in (2.54) has to be evaluated implicitly as a function of the
bias VB2C2 in order to correctly take into account the effects of quasi-saturation
in the epilayer [31].

2.5.2 Diffusion charges
The diffusion charges are evaluated in Mextram independently for the QNB,
QNE and epilayer as well as for the extrinsic transistor region.

For the linear distribution of electrons in QNB, the total base diffusion
charge is

QB = QB0 · g0
BW · 1

2

(
n(xBE)

NA
+

n(xBC)
NA

)
, (2.58)
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where QB0 = qAEWB0NA. In the quasi-static approximation, the base diffu-
sion charge (2.58) is split into BE and BC components QBE and QBC as

QBE(C) =
1
2
· TAUB · IK · g0

BW · n(xBE(C))
NA

, (2.59)

associated with Mextram nodes E1 and C2. The model parameter TAUB =
QB0/IK is introduced as base transit time.

The diffusion charge in the QNE (including the compensated charge in the
BE space-charge region is expressed as

QE = QE0

[
exp

(
VB2E1

MTAU · VT

)
− 1

]
, (2.60)

where MTAU is the emitter diffusion charge coefficient. The emitter transit time
can approximately be expressed from (2.60) as

τE(IN ) ≈ QE0

IN

(
IN

IS

)1/MTAU

. (2.61)

Introducing an emitter transit time as TAUE = τE(IK), the prefactor QE0 in
(2.60) becomes

QE0 = TAUE · IK
(
IS

IK

)1/MTAU

(2.62)

as it is implemented in Mextram. The epilayer diffusion charge

Qepi = qAE

xi∫

0

p(x) dx (2.63)

actually represent the hole (minority carrier) charge in the injection epilayer
region. This charge can be related to the epilayer current by the Gummel
integral charge relationship

Iepi =
q2n2

i A
2
EDn

Qepi

[
exp

(
V ∗

B2C2

VT

)
− exp

(
VB2 − φn(xi)

VT

)]
. (2.64)

Introducing the epilayer transit time TEPI = W 2
epi/(4Dn) and with the help

of pn product (2.2), the epilayer diffusion charge can be expressed also as

Qepi =
Q2

epi0

4 · TEPI · Iepi

[
p(0)
ND

(
p(0)
ND

+ 1
)
− p(xi)

ND

(
p(xi)
ND

+ 1
)]

, (2.65)
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where

Qepi0 = qAEWepiND =
4 · TEPI · VT

RCV
. (2.66)

For practical implementation in Mextram, the expression for Qepi is combined
with the expression for the epilayer current Iepi and further simplified [31,67].

The extrinsic diffusion charge is evaluated combining the expression for
the injection in QNB and the epilayer in the extrinsic part of the transistor:

Qex =
TAUR

TAUB + TEPI

1
2

(
QB0

n(xext
BC)

NA
+ Qepi

p(xex
W )

ND

)
, (2.67)

where TAUR is the reverse base transit time,

p(xex
W )

ND
= F

(
exp

(
VB1C1 − VDC

VT

))
, (2.68)

while n(xext
BC)/NA is given in (2.39). Further partition of the extrinsic diffusion

charge, similar to that of the extrinsic injection currents, is possible if the
model flag EXMOD is set to 1. In that case, a similar expression to (2.67) is
used to evaluate the extrinsic charge XQext in terms of junction bias VBC1.
The BC diode partition factor XEXT is used to split their contributions.

2.5.3 Distributed and non-quasi-static charges

In high-frequency and high-speed applications the quasi-static assumption is
no longer valid. Moreover, the effects of the distributed capacitances along
the BE junction should be taken into account. The high-frequency current-
crowding effects are model by introducing an effective charge branch

QB1B2 =
1
5

dQB2E1

dVB2E1
VB1B2, (2.69)

where QB2E1 = QtE + QBE + QE .
The non-quasi-static effects in QNB base are accounted for in Mextram by

introducing charge partitioning:

QBC → 1
3
QBE + QBC and QBE → 2

3
QBE . (2.70)

Both modeling options require the flag EXPHI to be set to 1.
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2.6 Thermal phenomena
The electrical characteristics of bipolar transistors are particularly suscepti-
ble to temperature variations due to the self-heating or thermal interaction
with other devices. The electro-thermal effects are implemented in Mextram
as a combination of the electrical model (current and charge branches), with
temperature dependent parameters, and a thermal model that links the de-
vice average temperature to the dissipated electrical power. The temperature
scaling parameters are based on strong physical background of the electrical
parameters.

The default Mextram thermal model is a one-pole linear thermal impe-
dance (parallel thermal resistance RTH and thermal capacitance CTH of the
device surrounding) connected between the external thermal node dT and
the zero bias (ambient) device temperature. If necessary, the default thermal
impedance may be suspended and bypassed by a more advanced thermal net-
work via the external thermal node. In order to correctly take into account the
time delays of the internal biases, the total dissipated power in the device is
calculated as a sum of the power dissipated in all nonreactive circuit elements.

Most of the Mextram current and charge modeling expressions have ex-
plicit temperature dependence. The actual device temperature is expressed
as

T = TA + DTA + VdT + 273.15 K, (2.71)

where TA is the ambient (simulation) temperature, parameter DTA specifies a
constant temperature shift to the ambient temperature and VdT is the tem-
perature at the thermal node dT . The electrical potential at the thermal node
dT actually represents the excess device temperature in K. The temperature
at which the electrical parameters are extracted is the reference temperature
TREF in 0C or Tref = TREF + 273.15 K.

The model parameters depend implicitly on temperature via the intrinsic
carrier concentration and the carrier mobility temperature dependence. The
temperature dependence of the intrinsic carrier concentration is

n2
i ∝ t3N exp

(
− VG∗

V∆T

)
, (2.72)

where

tN =
T

Tref
, (2.73)

1
V∆T

=
q

k

(
1
T
− 1

Tref

)
, (2.74)
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Figure 2.5: Temperature scaling parameters.

and k is the Boltzmann constant. The ’∗’ may be B, C, S and J for the band-
gap in base, collector, substrate and BE depletion region, respectively. This
approach is particularly suitable for HBTs with varying band-gap across the
device. The carrier mobility is scaled with temperature as

µ ∝ t−A∗
N , (2.75)

where ’∗’ may be E, B, EX EPI, C and S for the emitter, base, extrinsic base,
epilayer, collector and substrate region, respectively.

A few temperature scaling parameters, which could particularly be impor-
tant for SiGe HBT applications, are introduced separately for certain elec-
trical parameters. The forward and reverse current gain parameters BF and
BRI depend on the difference of band-gaps at BE and BC junctions. Their
temperature dependence is additionally expanded by

BF(RI) ∝ exp
(
−DVGBF(R)

V∆T

)
, (2.76)

where DVGBF and DVGBR are the band-gap voltage differences. An additional
temperature parameter DAIS for fine tuning of temperature dependence of
collector-emitter saturation current is given as

IS ∝ t4−AB−AQBO+DAIS
N exp

(
− VGB

V∆T

)
. (2.77)

It is well known that the compensated charge in the BE space-charge
region could have significant effect on the dynamic performance of SiGe HBTs
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[57]. This charge also has a different temperature dependence from the base
diffusion charge. In Mextram it may easily be taken into account by the
temperature dependence

TAUE ∝ exp
(
−DVGTE

V∆T

)
, (2.78)

where DVGTE is the emitter transit time band-gap voltage difference. Finally,
the base zero-bias charge QB0 has a separate temperature scaling coefficient
AQBO. Since it accounts also for the temperature dependence of wB0, it is
crucial for the temperature scaling of Early voltages VER and VEF but also for
the Ge-related parameter DEG as

DEG ∝ tAQBON . (2.79)

Fig. 2.5 shows the complete set of Mextram temperature scaling parameters
associated with different band-gaps or doping areas along the transistor struc-
ture.

2.7 Noise
Noise is the statistical fluctuation of the terminal currents or voltages due to
the quantization of charge, thermal motion of the carriers and generation or
recombination process [68]. There are three different kinds of noise sources
in the Mextram model, which are the thermal noise, shot noise and flicker
noise. The thermal and shot noises are white noises, which are frequency
independent, while the flicker noise is frequency dependent.

The thermal noise is generated from the random thermal motion of the
carriers in a conducting material. As a result, a noise voltage source Sv in the
unit of power spectral density (V2/Hz) in the frequency band of 1 Hz is in
series with a noiseless constant resistance R during noise analysis, expressed
as

Sv = 4kTR. (2.80)

The term Sv in series with R can be transformed to an equivalent noise current
source Si (A2/Hz) in parallel with R as shown in Fig. 2.6 by

Si =
Sv

R2
,

=
4kT

R
. (2.81)
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R

S
v

S
iR=

Figure 2.6: thermal noise equivalent circuit for a resistor.

In Mextram, a noise current source Si is added in parallel with the temperature
scaled resistances RET, RBCT and RCCT, but the thermal noise from the variable
base resistance due to current crowding is described as [69] :

SiRBV
= 4kT

g0
BW

RBVT

4eVB1B2/VT + 5
9

, (2.82)

which is added to the nonlinear current branch IB1B2.
The shot noise that arises from the dc current I flowing through a PN

junction is described as
Si = 2q|I|. (2.83)

The shot noise source Si is added in parallel with the branch current IN , IB1,
IB2, IS

B1, IB3, Isub, XIsub and Iex. When EXMOD=1, the shot noise contribution
from the sidewall base current (XIex) of the parasitic PNP is also taken into
account.

The flicker noise is a low frequency noise source due to the generation
recombination process in the PN junction. It is empirically modeled as

Si =
KF

f
|I|AF, (2.84)

where f is the measured frequency. AF and KF are fitting parameters. The
flicker noise of the branch current IB3 and Iex is modeled by (2.84). As a
result of splitting the base currents of the NPN and the parasitic PNP in the
Mextram model, the flicker noise from the area contribution of IB1 is modeled
as

Si =
KF

f
(1− XIBI)

( |IB1|
1− XIBI

)AF

, (2.85)

and the flicker noise from the sidewall contribution (IS
B1) is modeled as

Si =
KF

f
XIBI

( |IS
B1|

XIBI

)AF

. (2.86)
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However, the flicker noise from IB2 [70] is slightly different from the ideal one.
It is modeled as

Si =
KFN

f
|IB2|2(MLF−1)+AF(2−MLF)4f (2.87)

to take MLF into account. In addition, when extended modeling of reverse
current gain (EXMOD=1) is considered, the flicker noise from Iex and XIex are
modeled as

Si =
KF

f
(1− XEXT)

( |Iex|
1− XEXT

)AF

, (2.88)

and

Si =
KF

f
XEXT

( |XIex|
XEXT

)AF

. (2.89)

There is also excess noise due to avalanche effect [71, 72] in the Mextram
model. The extra noise sources resulting from the avalanche effect are split
and added to IB1 and IN . So, the noise currents in parallel with IB1 and IN

are increased and correlated. The IN excess noise spectral density(SiNex), the
IB1 excess noise spectral density(SiB1ex) and their correlated noise spectral
density (SiB1exiNex) are represented as [31]:

SiNex = KAVL · 2qIavl(3 + 2GEM ), (2.90)
SiB1ex = KAVL · 2qIavl(1 + 2GEM ), (2.91)

SiB1exiNex = −KAVL · 2qIavl(2 + 2GEM ). (2.92)

Where KAVL is the model parameter to switch on/off the excess noise, Iavl

is the avalanche current and ”GEM” is the multiplication factor minus one
(M-1).
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2.8 Conclusion
Mextram model covers all the important effects in modern bipolar devices
including:

1. Bias-dependent Early effect;
2. Low-level non-ideal base currents;
3. High-injection effects;
4. Ohmic resistance of epilayer;
5. Velocity saturation effects on the resistance of the epilayer;
6. Hard and quasi-saturation (including non-ohmic quasi-saturation ef-

fect);
7. Weak avalanche (optionally including snap-back behavior);
8. Charge storage effects;
9. Split base-collector and base-emitter depletion capacitance;

10. Substrate effects and parasitic PNP;
11. Explicit modelling of inactive regions;
12. Current crowding and conductivity modulation of the base resistance;
13. First order approximation of the distributed high frequency effects in the

intrinsic base (high-frequency current crowding and excess phase-shift);
14. Recombination in the base (meant for SiGe transistors);
15. Early effect in the case of graded bandgap (meant for SiGe transistors);
16. Temperature scaling;
17. Self-heating;
18. Thermal noise, shot noise and 1/f noise,

which meet various circuit design (ECL, mixer, VCO, LNA, PA... ) require-
ments.

In addition, it is elected by the members of the Compact Modelling Council
as the bipolar standard model along with the HICUM model. The latest
Mextram model level 504.6 parameters are listed in Appendix A.



Chapter 3

Model implementation and
verification

3.1 Introduction

The path from compact model development to the implementation into a com-
mercial circuit simulator is often time consuming. Moreover, it is not always
straightforward how to implement behavioral models in SPICE-like simulators.
In this chapter, the capability of the analog hardware description language
(AHDL) Verilog-A [73] to handle a state-of-the-art compact bipolar transistor
model mixed with a behavioral substrate coupling model is described. Verilog-
A is a high-level language developed to describe the structure and behavior
of analog systems and their components. It is an extension to the IEEE 1364
Verilog HDL specification for the digital design. The analog systems are de-
scribed in Verilog-A in a modular way using hierarchy and different levels of
model complexity. The motivation is to move into a higher level of abstraction
in analog design and a combination with the digital design.

The basic programming unit for the structural and behavioral description
of analog systems in Verilog-A is a module. The analog system structure is
defined through the module’s input and output signals and their connections.
On the other hand, a sequence of mathematical equations is employed at the
core of the module to describe its behavior. Here is an example of how a
simple resistor is implemented in Verilog-A:

35
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plus

minus

+
v

-

i

v

i

v i

=V(plus,minus)
=I(plus,minus)
=r

//Resistor model in Verilog-A
’include ”disciplines.vams”
module resistor(plus,minus);

parameter real r=0;
inout plus,minus;
electrical plus,minus;
analog

V(plus,minus)<+r∗I(plus,minus);
endmodule

The first line started with ”//” is a comment line. Followed by including
the ”disciplines.vams” which is a collection of related physical signal types.
The model statement starts from the keyword module followed by the name
of the module ”resistor” and a list of its ports within the parentheses (plus,
minus). It is possible to control the model equations by a set of parameters
that can be passed to the module at the moment of its instantiation into the
analog system. As a result, the resistance value is defined as parameter with
a default value of zero. The direction of the ports are defined as bi-directional
by inout and the types of ports are defined as electrical, which means the
signals applied to the ports are expected to be voltage and current. The
keyword analog indicates continuous time behavior. ”V(plus, minus)” and
”I(plus, minus)” are the voltage and current across the resistor. The voltage
and the product of current and resistance ”r” are forced to be equal, which
forms a linear resistor model, through the contribution statement ”< +”. Fi-
nally, the description ends with the keyword endmodule. With the features
introduced above and many others in the Verilog-A language, it represents an
excellent environment for rapid development and verification of compact and
behavioral modelling ideas in the commercial circuit simulators.

3.2 Compact model implementation and
testing of Mextram

In order to practically verify capabilities of Verilog-A to serve as a framework
for mixed compact and behavioral model developments we have implemented
the bipolar transistor compact model Mextram Level 504 directly following
the model description based on the NXP Semiconductors’ documentation [40].
The Verilog-A Mextram 504 is implemented as follows:
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‘include ”frontdef.inc” //The useful functions, numerical and physical con-
stants are included.

‘define SELFHEATING //The self-heating effect is set.
‘define SUBSTRATE //The substrate node is set.

module bjt504t va (c, b, e, s, dt);
inout c, b, e, s, dt; //The directions of external ports are defined.
electrical c, b, e, s, dt; //The types of external ports are defined.
electrical c1, c2, b1, b2, e1; //The internal nodes are defined.
electrical noi; //The node for correlated noise is defined .
‘include ”parameters.inc” //The model parameters are included.
‘include ”variables.inc” //The variables are included.
analog begin

‘include ”initialize.inc” //The initial model constants are included.
‘include ”tscaling.inc”//The temperature scaling rules are included.
‘include ”evaluate.inc” //The model equations are included.

end
endmodule

According to the implementation above, the model is separated into many
small modules based on their functionality (Ex: model parameters are added in
the module ”parameters.inc”) and there is a comment after each of them. So,
it will be easier to update and maintain the model in the future. By including
all the small modules, the description of the Mextram model in Verilog-A lan-
guage is accomplished. The model has been tested using the ADS [74] circuit
simulator equipped with the Tiburon’s Verilog-A compiler [75]. Perhaps the
most important question related to the Verilog-A implementation of Mextram
504 is about the achieved accuracy of the simulated electrical characteristics
and the simulation speed. To this end, the C-coded NXP Semiconductors’
SiMKit 2.3 implementation of Mextram 504 in the Agilent circuit simulator
ADS has been used as a reference for comparison. As a measure of the dis-
crepancy between the two model implementations, we have considered the
percentage of relative error ((SiMKit-Verilog-A)/SiMKit*100%) of the sim-
ulated electrical characteristics. Since only the computational accuracy and
the simulation speed have been analyzed, the comparison has been based on
the default values of the model parameters [76] and the standard setups for
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Mextram model parameter extraction listed below.
a) Junction capacitances (CBE v.s. VBE, CBC v.s. VBC and CSC v.s. VSC);
b) Forward and reverse Early voltages (Vef v.s. VCB and Ver v.s. VEB);
c) Forward and Reverse Gummel characteristics (IC, IB v.s. VBE and IE, IB,
IS v.s. VBC);
d) Output characteristics (IC v.s. VCE);
e) Cut-off frequency(fT v.s. IC);
f) Flicker noise (SIC v.s. Freq.);
g) Transient simulation with step input voltage in the base(IC v.s. Time);
h) Harmonic Balance simulation matched at constant gain circle of 15 dB
(Pout1, Pout3 and Pout5 v.s. Pin).

The model has been tested at temp. = -50, 25, 150 oC. Fig. 3.1 ∼
Fig. 3.9 show the comparisons of the various electrical characteristics obtained
by SiMKit Mextram 504 (SiMKit solid lines) implementation, the Verilog-A
Mextram 504 (VA dot lines) implementation, and the corresponding relative
error at 25 oC. It has been observed that in most cases the relative error
of the electrical characteristics used in our comparisons is quite low with the
worst case of ≈ 0.1%. The source of < 0.1% discrepancies could be the nu-
merical accuracy of variables and functions within the Verilog-A compiler (in
comparison to C double precision variables and functions), and the order in
which the expressions are executed (especially in the symbolic evaluation of
Jacobian derivatives).

Table 3.1: CPU time for model simulation at different setup.
Setup SiMKit (s) Verilog-A (s)

a 0.88/0.86/0.82 0.85/0.85/0.85
b 0.76/0.76 0.80/0.77
c 0.77/0.76 0.78/0.77
d 0.84 0.82
e 2.06 2.36
f 0.83 0.85
g 0.85 0.86
h 1.05 1.05

The simulation time of each test setup from SiMKit and Verilog-A models
is listed in Table 3.1. As can be seen from Table 3.1, the simulation time of
each test setup from Verilog-A is compatible to SiMKit and some of the setups
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Figure 3.1: Junction capacitance normalized to its zero bias value and relative
errors.
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Figure 3.2: Forward and reverse Early voltage and relative errors.
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are even faster than SiMKit. It is different from what we had assumed, i.e.
the C-coded model should be faster than the Verilog-A model.

3.3 Base-emitter tunneling current

With the progress of the bipolar process, a very thin SiGe Epi-base is feasible
in the advanced bipolar device. With that the base doping concentration had
to be increased to reduce the base resistance and to avoid punch-through from
the BC to the BE junction. As a result of the high base and emitter doping
concentrations, the Fermi level in the P-doped base and in the N-doped emitter
are close to the valance and conduction bands, respectively. When the BE
junction is reverse-biased, the BE tunneling current becomes significant due
to the overlap between valance band in the base and conduction band in the
emitter. The BE tunneling current model is not in the official release of the
Mextram model. It is currently proposed as an extension of the model and as
such under review within the Compact Modeling Council.

3.3.1 Physical model

The tunneling of an electron through a forbidden band is formally the same
as tunneling through a potential barrier, which can be evaluated analytically
using the classical Wentzel-Kramers-Brillouin (WKB) approximation. Taking
into account the conservation of the perpendicular electron momentum and
finite occupancy of the states in valence and conduction band, the tunneling
current can be expressed as [77]

IBEt(Vj) = AEαqD(Vj)
(
E−1/2

g Fm(Vj)
)σ

exp

(
−β

E
3/2
g

Fm(Vj)

)
, (3.1)

where Vj is the applied junction voltage, AE is the effective PN junction area, α
and β are material constants (considered here as temperature independent), Eg

is the semiconductor energy band-gap, Fm(Vj) is the bias dependent maximum
electric field intensity at the PN junction, σ is the model constant having values
σ = 1 for direct and σ = 3/2 for indirect tunneling mechanism and D(Vj) is
the bias dependent state occupancy function.
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Figure 3.10: Band diagram of a PN junction at reverse bias

The state occupancy function is calculated as

D(Vj) =





Evp∫

Ecn

[f (E, Efp(Vj))− f (E, Efn(Vj))] dE if Evp > Ecn,

0 if Evp ≤ Ecn

(3.2)

where Ecn and Evp are energies corresponding to the bottom of the conduction
on the N-side and the top of the valence band on the P-side of the PN junction,
respectively. Efp and Efn are the corresponding quasi-Fermi levels as shown
in Fig. 3.10. The term

f(E, Ef ) =
1

exp[(E − Ef )/kT ] + 1
(3.3)

is the Fermi-Dirac distribution function. In (3.2) it is assumed that the occu-
pancy function and the tunneling current do not exist if there is no overlap
between the P-valence and N-conduction bands. In principle this assump-
tion should be softened for the indirect, phonon assisted tunneling but for
simplicity it is kept in the current description and implementation of the tun-
neling current model. Note from (3.2) that for degenerate semiconductors,
with Efn > Ecn or Efp < Evp, the tunneling current could be present also
in the forward biased PN junction (when Efn > Efp). On the other hand, if
both sides of the PN junction are nondegenerate, there would be essentially
no tunneling current until the absolute value of the reverse applied voltage Vj

is equal to sum of distances from the Fermi level to the nearest band edge in
P and N region.
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The integrand of (3.2) for Vj < 0 has a maximum (or minimum if Vj > 0)
at energy

EfM =
Efp(Vj) + Efn(Vj)

2
(3.4)

in Fig. 3.11. The eqn.(3.2) can be approximated as the product of the integral
interval and the integrand evaluated at E = EfM , resulting in

D(Vj) = max (Evp −Ecn, 0) [f (EfM , Efp(Vj))− f (EfM , Efn(Vj))] . (3.5)

By introducing

Evp − Ecn = Efp − Efn + q∆Vjt, (3.6)
Efp −Efn = −qVj , (3.7)

the state occupancy function (3.5) can be expressed as

D(Vj) = q min (Vj −∆Vjt, 0) ·
1− exp

(
Vj

2VT

)

1 + exp
(

Vj

2VT

) , (3.8)

where VT = kT/q is the thermal voltage. Note, that if we approximate the
Fermi functions by the discontinuous step function, which is equivalent to
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evaluating (3.8) for T = 0, and the positions of the Fermi levels Efn and Efp

coincide with the valence and conduction bands, respectively, (3.8) reduces to

D0(Vj) = Efp(Vj)−Efn(Vj) = q min (Vj , 0) . (3.9)

This term is commonly used in compact modeling the PN junction tunneling
current [78, 79]. Although the step discontinuous Fermi function could be a
reasonable assumption as long as |Vj | À VT , it introduces a discontinuous
tunneling conductance (∂IBEt/∂Vj) at Vj = 0 since IBEt = 0 for Vj ≥ 0.
Moreover, it does not provide physical background for the forward PN junction
tunneling effect.

The maximum junction electric field

The base-emitter tunneling current (3.1) essentially depends on the bias de-
pendent maximum intensity of the electric field Fm(Vj) across the PN junction.
From the Poisson equation, it can indirectly be expressed in terms of the total
junction depletion charge per unit area Qd(Vj) as

Fm(Vj) =
Qd(Vj)

εs
, (3.10)

where εs is the permittivity of the semiconductor. The total junction depletion
charge per unit area can be expressed as

Qd(Vj) = Qd(0)−
Vj∫

0

Cj(V ) dV, (3.11)

where Cj(Vj) is the junction depletion capacitance per unit area. The analyt-
ical solution of the Poisson equation for abrupt and linear PN junctions under
depletion approximation for the zero bias total depletion charge and depletion
capacitance are

Qd(0) =
Cj0Vd

1− p
and Cj(Vj) =

Cj0(
1− Vj

Vd

)p , (3.12)

where Cj0 is the zero-bias value of the depletion capacitance per unit area and
Vd is the built-in voltage. The grading coefficient p has the values 1/2 and
1/3 for abrupt and linear junction, respectively. Since abrupt and linear PN
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junctions are the two extreme cases, it is reasonable to assume that expression
(3.12) could be applicable for arbitrary PN junctions. One should be aware
that due to the total depletion approximation the validity of (3.12) is basically
limited to the reverse (and weakly positive) junction biases.

From (3.11) and (3.12) the total junction depletion charge is

Qd(Vj) =
Cj0Vd

1− p

(
1− Vj

Vd

)1−p

(3.13)

and the maximum electric field Fm(Vj) in (3.10) becomes

Fm(Vj) =
Cj0Vq(Vj)

εs
, (3.14)

where

Vq(Vj) =
Vd

1− p

(
1− Vj

Vd

)1−p

(3.15)

is the effective bias of the total junction depletion charge.
In bipolar transistor compact modeling, the depletion charges are also im-

portant for the description of the Early effect. However, to this end depletion
charges are introduced relative to the zero bias total depletion charge as

Qt(Vj) = Qd(0)−Qd(Vj) = Cj0Vt(Vj), (3.16)

where

Vt(Vj) =
Vd

1− p

[
1−

(
1− Vj

Vd

)1−p
]

(3.17)

is the effective junction bias of the relative depletion charge. The total and
relative depletion charge effective junction biases are related as

Vq(Vj) =
Vd

1− p
− Vt(Vj). (3.18)

Since the effective junction bias of the relative depletion charge Vt is already
available in the Mextram modeling implementation [40], it is better to employ
(3.18) instead of (3.15) since it would require only one additional substraction
(considering that the term Vd/(1− p) is also already evaluated and available).
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3.3.2 Temperature dependence
The tunneling nature of the measured currents can be verified by measuring
its temperature dependence. Tunneling currents are typically identified by
a small positive temperature dependence. It is mainly due to the tempera-
ture dependence of the bandgap Eg as well as temperature dependence of the
maximum intensity of the junction electric field Fm.

The variation of the bandgap with temperature can be expressed approx-
imately by the universal function

Eg(T ) = Eg(0)− aT 2

T + b
, (3.19)

where a and b are material constants.
The temperature dependence of the maximum intensity of the junction

electric field Fm(T ) is indirectly defined via temperature dependence of the
diffusion voltage Vd(T ) and zero bias depletion capacitance Cj0(T ), which are
readily available in standard model formulations.

3.3.3 Model implementation
The implementation of the BE tunneling current model is based on (3.1),
(3.8) and (3.18) with ∆Vjt = 0 and σ = 1. Therefore, it is implemented in the
Mextram model as a current source between nodes B2 and E1 in Fig. 2.1 as

IBEt =





BTJETM · V eff
jE · VqE exp

(
−VTJET

VqE

)
if VB2E1 < 0

0 if VB2,E1 ≥ 0
(3.20)

with
VqE =

VDET

1− PE
− VtE (3.21)

and
V eff

jE =
1− c

1 + c
VB2E1, (3.22)

where

c = exp
(

VB2E1

2VT

)
. (3.23)

Note, that the evaluation of VtE , VDET/(1−PE) and exp(VB2E1/VT ) is already
part of the Mextram model evaluation procedure. The additional effort in
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Table 3.2: The additional effort for the tunneling current model evaluation
+(−) / ∗ exp sqrt if

3 2 5 1 1 1

terms of arithmetic operations and elementary functions for the evaluation of
the tunneling current is given in Table 3.2. The scaling of the parameters is
performed as

BTJET =
q

εs
AEαCj0(T )Eg(T )−1/2, (3.24)

VTJET = βεs
Eg(T )3/2

Cj0(T )
, (3.25)

BTJETM = BTJET ·MULT. (3.26)

Where the quantities BTJETM and VTJET represent temperature and MULT
scaled parameters. Introducing the model parameters BTJE and VTJE as
BTJET and VTJET evaluated at T = Tref we have

BTJET =
Cj0(T )

Cj0(Tref)

(
Eg(T )

Eg(Tref)

)−1/2

· BTJE (3.27)

VTJET =
(

Cj0(T )
Cj0(Tref)

)−1 (
Eg(T )

Eg(Tref)

)3/2

· VTJE (3.28)

As a result of small temperature dependence, the band-gap temperature de-
pendence is linearized around reference temperature Tref and it is implemented
as

(
Eg(T )

Eg(Tref)

)−1/2

' 1 + ABTJE

(
T

Tref
− 1

)
, (3.29)

(
Eg(T )

Eg(Tref)

)3/2

' 1 + AVTJE

(
T

Tref
− 1

)
, (3.30)

where ABTJE and AVTJE are the temperature parameters for BTJE and VTJE.
The tunneling current is also added to the device power dissipation as

Pdiss = ... + IBEtVB2E1 + ... (3.31)

Finally, the description, units, default values and range of the new model
parameters are given in Table 3.3. The Verilog-A model implementation is
listed in Appendix B.
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Table 3.3: Model parameter for Base-Emitter Band-to-Band Tunneling Cur-
rent

Name Description Unit Default Range
BTJE Pre-factor of the base-

emitter tunneling current
[A/V2] 0.0 [0.0,∞)

VTJE Exponential coefficient for
the base-emitter tunneling
current

[V] 0.0 [0.0,∞)

ABTJE Temperature coefficient of
the BTJE parameter

0.0

AVTJE Temperature coefficient of
the VTJE parameter

0.0

3.3.4 Tunneling current parameter extraction

The parameters BTJE and VTJE can be extracted from the base current depen-
dence with the reverse biasing of the BE junction either in standard reverse-
Early measurements or separately performed off-state measurements. In the
case of standard reverse-Early measurements it is important to first de-embed
the part of the base current that is injected at the base-collector junction.

It should be also emphasized that in the lower bias range the SRH re-
combination current could be still dominant in comparison to the tunneling
current and this region should not be used for parameter extraction. One
way to avoid the low-bias region in the parameter extraction is to employ the
functional relationship

log
(

IBEt

VjEVqE

)
= log (BTJE)− VTJE

VqE
(3.32)

with model parameters corresponding to the reference temperature and MULT =
1. It implies linear relationship of IBEt/(VjEVqE) on 1/VqE in the logarithmic
scale. If the SRH recombination current is present for low VEB it will be easily
observed as deviation from the this linear relationship.

Fig. 3.12 shows an example of the parameter extraction procedure. The
symbols in Figure 3.12 (a) are measured IBEt/(VjEVqE) vs. 1/VqE relation-
ships for 9 different temperatures (-40, -20, 0, 25, 50, 75, 100, 125 and 150 oC).

The model parameters are directly, without nonlinear optimization proce-
dures, extracted from the straight line segments in the area of higher reverse
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T = -40, -20, 0, 25, 50,
75, 100, 125, 150 C

o

(a)

T = -40, -20, 0, 25, 50,
75, 100, 125, 150 C

o

(b)

Figure 3.12: (a)parameter extraction and (b) model fit of the tunneling cur-
rent.

BE biasing. The resulting plot of measurement and modelled tunneling cur-
rent from different temperature is shown in Figure 3.12 (b).

3.4 Behavior modeling of substrate effect
For most of the bipolar transistor compact models, such as Mextram, sub-
strate effects are not included in the model, or, such as in HICUM [28], it
uses a simple R-C network to describe the substrate characteristic. In reality,
bipolar transistors are made on top of the silicon substrate. When a bipo-
lar device operates at radio frequencies (RF), the lossy Si substrate becomes
a distributed substrate network (Zsub) connected to the intrinsic device as
shown in Fig. 3.13a. The Zsub will be changed if the substrate contact of the
bipolar device is changed. As a matter of fact, the substrate contact in the
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Figure 3.13: (a) A bipolar transistor with an embedded substrate network
(Zsub) and (b) its off-state equivalent circuit

final circuit design may be different from the one used for the test devices,
from which the model parameter is extracted. That is the reason why the
Mextram model doesn’t include substrate as a part of the device model. But
for some bipolar processes, the transistor’s substrate contact is well defined
within the p-cell. As a result, a lumped elements substrate network [80, 81]
extracted from the 3D device simulation can be added to the intrinsic model
as a sub-circuit to reduce designer’s burden in determining the complicated
Zsub. However, it is not generally valid for all the bipolar processes. In fact,
it depends on the topology of that specific process.

In order to account for the substrate effect on the single transistor charac-
teristics at ultra wide frequency region, the compact model can be used for the
intrinsic transistor and a behavior model can be used for the Zsub as a generic
substrate modeling approach. Therefore, accurate modeling of the Zsub will
be of great value to high frequency circuit design. Since the present Mextram
model release does not include a substrate model, it is added here in the form
of a behavioral model based on the Laplace transfer function.

Combining the off-state S-parameter measurement [82] of the device as
shown in Fig. 3.13a and its off-state small-signal equivalent circuit as shown
in Fig. 3.13b, the Zsub as a function of frequency in Fig. 3.13b can be obtained
from the measured Z22 over frequency converted from the measured off-state
S-parameters (See Appendix C for the conversion table). As a result, the
measured Zsub extracted from the measured Z22 and Fig. 3.13b will be:

Zsub(s) =
(Z22 − rc)(1 + sCbcZ1)
1 + sCbc(Z1 − Z22 + rc)

− 1
sCcs

, (3.33)
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where Z1(s) = re + 1
sCbe

. For the purpose of behavioral modeling, the Zsub is
considered as a 1-port functional block associated with potential and current.
In the Laplace domain, the relationship between the input excitation and the
corresponding response can be described by the rational complex function as

Z(s) =

n∑
k=1

Nn−ks
n−k

sn +
n∑

k=1

Dn−ksn−k

. (3.34)

Where ”Ni” and ”Di” are model parameters. For a given set of frequency
response data, 2n model parameters ((Ni, Di), i = 0, . . . , n− 1) for the behav-
ioral model are obtained by solving the linear least square problem for both
real (Re) and imaginary (Im) parts of Zsub and Z.

S(Ni, Di) =
Nw∑

l=1

(Re, Im[Zsub(jwl)]−Re, Im[Z(jwl)])2, (3.35)

where S(Ni, Di) is the sum of the squares of the deviations and Nw is the
number of frequency samples. Fig. 3.14 shows the measured Zsub of a SiGe
HBT [83] from 100 MHz ∼ 100 GHz and the behavior model as a function
of frequency after the least square curve fitting at n=6. In this particular
case, the rational complex function fits the measured magnitude and phase
very well. In Verilog-A, we can also easily implement this rational complex
function with the Laplace transform analog operator ”laplace nd” [73] listed
in Appendix D.

Since Y22 is the admittance parameter that is most sensitive to the sub-
strate effect, Fig. 3.15 shows measured and simulated Y22 of the same SiGe
HBT at four different bias conditions. As can be seen from Fig. 3.15, with the
behavior model of substrate added to a intrinsic SiGe bipolar model, which
has been extracted based on the standard Mextram parameter extraction pro-
cedures [76], the simulated Y22 fits the measured Y22 better than without it.
It is because of the Verilog-A language that we can model such a complex
distributed network in a very efficient way.

3.5 Discussion
One of the first observations and potential benefits of using Verilog-A in com-
pact model development is that Verilog-A facilitates a quite ”compact” rep-
resentation of the compact models. The size of the Verilog-A Mextram 504
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Figure 3.14: Magnitude and phase of substrate impedance vs. frequency.
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Figure 3.15: Measured and simulated Y22 biased at VBE = (a) 0.7 V, (b) 0.8
V, (c) 0.9 V, d) 1.0 V and VCE = 2.0 V v.s. frequency.
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code is around 1200 lines compared to around 12000 lines in the source code
of the SiMKit. It is mainly due to the fact that there is no need to program
interfaces to the simulator [84] (concern of the particular circuit simulator with
Verilog-A interface) and the derivatives of the electrical quantities (These are
evaluated using symbolic derivation of the equation describing electrical signals
in Verilog-A). The second one is that a Verilog-A model is easy to incorpo-
rated new features in it for evaluating new compact modeling ideas. However,
the writer of the Verilog-A code is still fully responsible for the numerical
stability of the governing model equations (smooth transitions, range of func-
tions, etc.). A good programming practice and experiences from the C-code
implementations could be very useful in achieving an effective Verilog-A code.

3.6 Conclusions
In this chapter, Mextram 504 model implementation in Verilog-A is intro-
duced. It has been tested and shown to be equivalent to the SiMiKit 2.3
implementation from NXP Semiconductors. Furthermore, the CPU time of
single device Verilog-A and SiMKit models simulated in ADS has been found
to be compatible. However, implementation of Verilog-A has big advantages
for the model developer such as no need to implement derivatives and in-
terfaces to the simulator. Therefore, the general conclusion could be that
Verilog-A indeed represents an effective environment for the fast evaluation
and exchange of new compact modeling ideas such as BE tunneling, substrate
coupling, thermal coupling network etc.



Chapter 4

Data acquisition and model
parameter extraction

4.1 Introduction
An accurate compact device model, which can represent the semiconductor
device characteristics in the CAD environment, depends on accurate measure-
ments of DC, capacitance (CV), S-parameters and noise data for parameter
extraction. This requires the design of suitable test structures for the mea-
surement of DC, CV, S-parameters and noise data including dummy devices
for pad parasitic removal (de-embedding) during high-frequency (HF) mea-
surement.

4.2 On-wafer measurement for model parameter ex-
traction

On-wafer measurement is preferred for semiconductor device modeling because
of much lower parasitic resistances, capacitances and inductances comparing
to measurement on a packaged device. It is usually done in a micro-chamber on
top of a probe station since a micro-chamber provides an enclosed environment
to shield the device-under-test (DUT) from environmental lights and noises.
There are mechanical manipulators outside the micro-champer to manually
move the chuck under the wafer in x-y-z directions to accurately position
probes on a test device. It is also possible to automatically measured many

55
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Figure 4.1: On-wafer measurement for model parameter extraction.
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devices in a single die or in different dies of a wafer by setting indexes in a
computer program, which controls the chuck movement through servomotors.
The wafer chuck in the micro-champer serves for both fixing the position of the
wafer and providing a controllable temperature. It is usually made of metal
over an insulating material to have both high thermal conductivity and low
leakage current down to pA level. The chuck temperature, which offers an
ambient temperature to the wafer, is set by a controller allowing measurement
from −40 to 200 oC. The complete flow from on-wafer measurement to model
parameter extraction is illustrated in Fig. 4.1.

4.2.1 DC measurement
The DUT is exposed to a series of DC measurement at different biasing condi-
tions to detect its DC characteristics. It is common practise to use voltages and
currents testing and then monitor currents and voltages in characterization of
bipolar transistors. The DC measurement reference plane is the DC ana-
lyzer [85] itself having sense and force features in each stimulus/measurement
units (SMU). By using a Kelvin probe [86] equipped with a sense and a force
probe tips, the reference plane can be moved from the DC analyzer to the
contacted pad, i.e. closest to the DUT. This allows for excluding the cable
parasitic and pad contact resistances, which can partly be larger than the de-
vice resistances. As a result, the measured resistance data can be very close
to those of the intrinsic device.

(a) (b)

EBC S

C

SE

B

DUT

DUT

Figure 4.2: DC pads layout in (a) one testline and (b) two testlines.

The DUT on wafer is connected to DC pads with dimensions ranging
typically between 50 × 50 ∼ 100 × 100 µm2 to ensure a reliable alignment
of probes to device pads. The DC pads of a DUT can be arranged either in
(a) a single test line or (b) in two test lines as shown in Fig. 4.2. Since the
base and emitter resistances are usually more influential than collector and
substrate resistances in the forward operating regime, it is better to have base
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and emitter contacts as close to the pads as possible in order to minimize the
parasitic resistances in the single test line layout. The DC pads arranged in
two test lines layout have the advantage that microscopic alignment at high
magnification will be easier. In addition, there is more space for putting many
small transistors in parallel in two test lines if necessary. Therefore, two test
lines layout style is recommended.

4.2.2 Capacitance measurement
CV measurement of the BE, BC and SC junction capacitances can be done by
both using a low-frequency LCR meter [87] and DC pads or a high-frequency
(HF) S-parameters measurement setup with an appropriate HF pad (see next
subsection). The LCR meter test has the advantage of faster sweeping speed
and smoother data output comparing to the S-parameters measurement at
low frequency. Especially, when measuring a large amount of CV data in
a production line, the throughput of a LCR meter cannot be matched by a
S-parameters measurement.

(a) (b)

C

SE

BC

SE

B

DUT

DUT

DUT

LowHi

GndGnd

Figure 4.3: (a) 4-probe methods for measuring base-collector capacitance of
transistors in parallel and its (b) dummy structure.

The typical resolution for the advanced LCR meter is in the order of 1
fF but it takes longer integration time to get smooth data when the mea-
surement level is approaching the resolution limit. Therefore, it is common
practise to measure many transistors in parallel as shown in Fig. 4.3a. This
leads to an increased capacitance value and thus to better accuracy. Also,
the capacitance of an open dummy pad shown in Fig. 4.3b for de-embedding
the parasitic capacitance is then small in comparison to the measured capac-
itances of the transistor array in the DUT. The measured intrinsic junction
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capacitance (CINT ) can be obtained from

CINT =
1

NDUT
(CDUT − Copen), (4.1)

where NDUT is the number of devices in parallel, CDUT is the measured ca-
pacitance from transistors in parallel and Copen is the measured capacitance
from the open dummy structure.

It should be mentioned though that CV measurements can also be ar-
ranged by using a 4-point probe setup method [88] as also shown in Fig. 4.3a.
The capacitances of the BE and BC junction capacitances can then be mea-
sured without the need of de-embedding the parasitic pad capacitances. Still
required, however, is the de-embedding of the pads in the SC junction capac-
itance (CSC) measurement to remove collector pad capacitance that couples
to the substrate. As a result, it is advisable to provide dummy pad structures
together with the DUTs on wafer in order to achieve accurate CV measure-
ments.

4.2.3 S-parameters measurement
S-parameters (scattering parameters) are used in HF measurements for the
following reasons [89]:

1. It is relatively easy to obtain high frequency test data from measuring
traveling voltage waves with a Vector Network Analyzer (VNA) [90].
There is no need for open/short terminations that may cause the active
device to oscillate or self-destruct;

2. The familiar measurements of power gain, loss and reflection coefficients
in microwave applications can easily be applied;

3. S-parameters of multiple devices can be cascaded to predict the circuit
performance;

4. S-parameters data can easily be transformed to H, Y, Z, ABCD-parameter
(see Appendix C) if required.

Fig. 4.4 shows a schematic representation of S-parameters used in a 2-port
measurement system with a characteristic impedance Z0. The incident and
reflected power to and from a DUT can be described by a linear 2-port as:

b1 = S11a1 + S12a2,

b2 = S21a1 + S22a2. (4.2)

Where a1 and a2 are incident voltage waves normalized by
√

Z0 to port1 and
port2, b1 and b2 are the reflected voltage waves normalized by

√
Z0 from port1
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S11 S22

S21

S12

a1

b1

a2

b2v1 v2

Port1 Port2
Z0 Z0

Power1 Power2

DUT

Figure 4.4: S-parameter in 2-port measurement.

and port2, respectively. The S-parameters in (4.2) can be determined by either
port 1 (a1 = 0) or port 2 (a2 = 0) being terminated with Z0.

On-wafer S-parameters measurements can be done by using HF Ground-
Signal-Ground (GSG) or Ground-Signal (GS) probes [91] that are positioned
onto the corresponding HF pads that are connected to the DUT (Fig. 4.5a).
Since the field pattern in a GSG probe is symmetrical with respect to the
electromagnetic field originating from the signal tip and terminating to the
ground tip, this reduces undesirable fringing effects and resonances. With the
GS probe, in contrast, the field pattern terminates into the ground tip on the
one side, but terminates into the wafer ground plane or probe station wafer
chuck on the other side. For that reason, the GSG probe has much higher
bandwidth than the GS probe due to the symmetrical ground but it takes
up more space on the wafer. For these reasons, GSG probes are used for HF
measurement above 10 GHz when the area in a test chip is not of a major
concern.

In order to measure S-parameters of a DUT at a certain DC bias, a bias
network [92] (Fig. 4.5b) is placed between the HF probe and the VNA to
combine the HF signal from VNA and the DC bias from the DC analyzer.
The bias network behaves as a high-pass filter to allow the HF signal to pass
through, while blocking the DC signal to the VNA. But the impedance of the
combined port (probe-tip) of a bias network then becomes poorly matched at
the crossover frequency of the bias network. High-gain transistors may become
unstable and oscillate at the presence of these large reflections, particularly
if they return with significant phase shifts. As a result, positioning the bias
network close to probe head to reduce the length of cable between the bias
network and the DUT will help to reduce unwanted bias oscillations if the
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Figure 4.5: (a) A GSG HF probe contact to a HF pad under microscope and
(b) a bias network used in S-parameter measurement.

device is not unconditionally stable. Besides, some VNAs use internal bias
networks, which are often more leaky. In such case, the behavior is equivalent
to shunting a high resistivity resistor. It is thus helpful to use the less-leaky
external bias network to avoid this problem, allowing for more accurate low-
bias measurement of the transistor DC parameters through the DC analyzer.

De-embedding

One of major issues concerning the S-parameters measurement of the DUT is
the de-embedding of the parasitic of a HF pad. As can be seen in Fig. 4.5a,
the HF pad is much larger than the DUT. Calibration of the VNA on the well
defined calibration standards [93, 94] moves the measurement reference plane
from the VNA to the HF probe tips. To push the measurement reference plane
from the calibrated probe tips further to the 2-port terminals of the DUT, a
de-embedding of the HF pad parasitics is required. The first de-embedding
technique introduced is the ”Open” de-embedding method [95], which only
takes the pad to ground capacitance (Y1, Y2) and pad to pad capacitance (Y3)
as shown in Fig. 4.6 into account. So, the Y -parameters of the DUT (Y o

dut)
obtained from the ”Open” de-embedding method are

Y o
dut = Yext − Yopen, (4.3)

where Yext is the measured extrinsic Y -parameters and

Yopen =
(

Y1 + Y3 −Y3

−Y3 Y2 + Y3

)
, (4.4)
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Figure 4.6: Moving of measurement reference plane from different de-
embedding methods (Note: only half of the HF pad is shown in the figure
due to symmetry of the pad).

which are the measured Y -parameters of an open dummy structure as shown
in Fig. 4.7a. Later, an ”Open-Short” de-embedding method [96], which as-
sumes the HF pad to be an equivalent circuit of pad capacitances and series
inductances (Z4, Z5 and Z6) as shown in Fig. 4.6, was introduced. The Y -
parameters of DUT (Y os

dut) obtained from the ”Open-Short” method become

Y os
dut =

(
(Yext − Yopen)−1 − (Yshort − Yopen)−1

)−1
, (4.5)

where

Yshort =
(

Z4 + Z6 Z6

Z6 Z5 + Z6

)−1

+
(

Y1 + Y3 −Y3

−Y3 Y2 + Y3

)
, (4.6)

which are the measured Y -parameters of a short dummy structure in Fig. 4.7b.
Though more involved lumped-element equivalent circuits had been developed
for the HF pad and a higher number of dummy structures had been proposed
for de-embedding at higher frequency [97–100], ”Open-Short” is still the most
widely accepted technique and has become the industry standard owing to its
simplicity and accuracy at frequencies reaching up to 40 GHz.

However, there are weaknesses in using the above mentioned lumped-
element equivalent circuit to model the HF pad. The de-embedding result
depends on the assumed equivalent circuit, which may not be satisfactory at
HF for each equivalent circuit. So, a more complicated equivalent circuit is
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Figure 4.7: (a) open, (b) short, (c) load3, (d) load4 and (e) load34 dummy
structures for HF pad de-embedding.

needed to take the HF distributed effect into account [100]. Actually, the
HF pad can generally be modeled as a 4-port network [101–104] as shown in
Fig. 4.6 with a 4× 4 Y -matrix as

(
ie
ii

)
=

(
Yee Yei

Yie Yii

)(
ve

vi

)
, (4.7)

where Yee, Yei, Yie and Yii are 2× 2 Y -matrices.

(
ie

)
=

(
i1
i2

)
and

(
ii
)

=
(

i3
i4

)
(4.8)

are external and internal current vectors.

(
ve

)
=

(
v1

v2

)
and

(
vi

)
=

(
v3

v4

)
(4.9)

are external and internal voltage vectors. If the 4 × 4 Y -matrix is known,
the characteristic of the DUT is also known. There are two ways to find 16
unknowns in the 4× 4 Y -matrix. For one there is Electromagnetic (EM) sim-
ulation [102]. But the question is how to verify the simulation result with the
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measured data, which may become a major concern when the internal 2-port
is connected to tiny metal lines that cannot be accessed by the HF probes.
Even if the lines were accessible, the additional coupling and leakage between
the two ports may influence the accuracy of the measurement. Therefore, cali-
brating the 4-port EM simulation data by comparing to the available external
2-port measurement results can be useful to increase the confidence level when
using this method.

The other one is from the commonly used ”open”, ”short”, ”through” and
”loads” dummy structures [103]. It should be mentioned that a ”through” is
just a linear combination of an ”open” and a ”short” [100] so that it offers
no new information in determining the 4-port parameters. It is important to
uniquely define dummy structures in finding the 4-port parameters to save
time in de-embedding and area on the test-chip. From 4-port terminal current
and voltage relationships with the DUT, the open (ii = 0) and the short
(vi = 0) placed in the internal 2-port, measured Yext, Yopen and Yshort from
the external 2-port can be expressed as [103]

Yext = Yee − Yei(Ydut + Yii)−1Yie (4.10)

Yopen = Yee − YeiY
−1
ii Yie (4.11)

Yshort = Yee (4.12)

Substituting (4.10), (4.11) and (4.12) into (4.5), the Open-Short de-embedding
result of the DUT can be expressed in term of 2× 2 Y -matrices as [104]

Y os
dut = YeiY

−1
ii YdutY

−1
ii Yie, (4.13)

while only Yei, Yii and Yie are left to find Ydut after open-short de-embedding.
In fact, the 16 unknowns in the 4-port matrix can be reduced to 10 un-

knowns with the reciprocity theorem for the passive device, which allows
Yee=Y T

ee , Yii=Y T
ii and Yie=Y T

ei . By defining A = YeiY
−1
ii as in [104], the

eqn. (4.13) becomes
Y os

dut = AYdutA
T . (4.14)

There are now only 4 unknowns left in the matrix A to find the Ydut, so that
two additional well-defined dummy structures are needed. As a result, a well-
defined load (load3) at port 3 with port 4 open as in Fig. 4.7c can be chosen
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as a third dummy structure. Its measured intrinsic Y -parameters are modeled
as

Yload3 =
(

1/Z(s) 0
0 0

)
, (4.15)

where Z(s) is the impedance of the load standard. Instead of providing Z(s) as
a constant resistance [103] or a parallel R-C network [104] in (4.15), it is given
as a frequency domain transfer function for using it at any frequency. The
complexity and impedance of Z(s) can be found by EM simulation with the
proper process information. Substituting (4.15) into (4.14), the ”Open-Short”
de-embedding result of load3 (Y os

load3
) in terms of unknowns in matrix A and

Z(s) will be

Y os
load3

Z(s) =
(

a2
11 a11a21

a11a21 a2
21

)
= B. (4.16)

Where B is a 2× 2 matrix used to find a11 and a21. To ensure the continuity
of unknowns in the matrix B in the frequency domain, they can be described
by the rational complex function as for Zsub in Section 3.4 as

bij(s) =

n∑
k=1

Nn−ks
n−k

sn +
n∑

k=1

Dn−ksn−k

, (4.17)

where (Ni, Di)|i=0,...,n−1 are 2n model parameters, which can be obtained by
solving the linear least square problem for both real (Re) and imaginary (Im)
parts of unknowns in the matrix B (bij(s)) and Y os

load3
Z(s) as

S(Ni, Di) =
Nw∑

l=1

(Re, Im[bij(jwl)]−Re, Im[Y os
load3ij

Z(jwl)])2, (4.18)

where S(Ni, Di) is the sum of the squares of the deviations and Nw is the
number of frequency samples. Since the ”Open-Short” de-embedding is ac-
curate enough at low frequency, it should be almost identical to the 4-port
de-embedding method at low frequency. As a result, matrix A should be close
to an identity matrix at low frequency. The boundary conditions of |a11| ' 1
and |a21| ' 0 at low frequency will help to find a unique solution for matrix
B through the least square fitting to Y os

load3
Z(s). The a11 and a21 can then be

solved from their corresponding bij .
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Another load at port 4 with port3 open (load4) as shown in Fig. 4.7d can
be chosen as fourth dummy structure. Its measured Y-parameters are modeled
as

Yload4 =
(

0 0
0 1/Z(s)

)
. (4.19)

The ”Open-Short” de-embedding result of load4 (Y os
load4

) in terms of unknowns
in matrix A and Z(s) will be

Y os
load4

Z(s) =
(

a2
12 a12a22

a12a22 a2
22

)
= C. (4.20)

Where a12 and a22 can be found by least square fitting of results in matrix C
to Y os

load4
Z(s).

If the HF pad is symmetric as it is usually the case in a HF device layout,
matrix A will be reciprocal and symmetric (a11 = a22 and a12 = a21). Then,
only one more dummy structure is needed to find the A matrix. A load at
port 3 and port 4 (load34) as shown in Fig. 4.7e can be used as a third dummy
structure. Its measured intrinsic Y -parameters are modeled as

Yload34 =
(

1/Z(s) 0
0 1/Z(s)

)
(4.21)

Substituting (4.21) into (4.14), the ”Open-Short” de-embedding result of load34

(Y os
load34

) in terms of unknowns in matrix A and Z(s) will become

Y os
load34

Z(s) =
(

a2
11 + a2

21 2a11a21

2a11a21 a2
11 + a2

21

)
= D (4.22)

Again, a11 and a21 can be found by a least square fit of the transfer function
represented unknowns in D to Y os

load34
Z(s). In both symmetric and asymmetric

pads, Ydut can be found after Y os
dut and matrix A are determined.

From the above analysis a general 4-port de-embedding procedure can be
achieved by measuring four dummy structures for asymmetric HF pads and
three dummy structures for symmetric HF pads. Comparing to the other
de-embedding methods [95–100], it is universally valid.

4.2.4 Noise measurement
Low frequency noise measurements are necessary for flicker (1/f) noise model
parameter extraction. The 1/f noise spectral current density, as implies by
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Figure 4.8: 1/f noise measurement setup.

its name, is reverse proportional to the measuring frequency and its corner
frequency is usually in the KHz range. Basically, the measurement can be
done on the DC test structure by using DC probes. Use of HF structures
with HF probes, however, offers better shielding between the probes and is
preferable over DC testing in order to avoid oscillations when measuring high
gain transistors such as SiGe HBTs. Fig. 4.8 shows a schematic representation
of 1/f noise measurement setup from [105]. The base terminal of a bipolar
transistor is connected to the DC analyzer through a very low cut-off frequency
low-pass filter to block the noise coming from the DC analyzer. The collector
node of the device is connected to a low noise current amplifier (LNA) with a
current offset to bias the transistor at the proper bias point without saturating
the LNA. The amplified noise current is fed into a dynamic signal analyzer
for analyzing the collector noise current spectral density (SIC). Base noise
current spectral density (SIB) for 1/f noise parameter extraction can then be
obtained from

SIB
=

SIC

β2
, (4.23)

where β is the current gain of the DUT.

High frequency noise mainly results from the shot noise and the thermal
noise, which arise from the DC current and parasitic resistances. The HF noise
should be properly represented in the model if the DC current and parasitic
resistance are modeled correctly; there are no particular Mextram model pa-
rameters for representing the high frequency noise. The high frequency noise
data is mainly used for model verification, not for the purpose of Mextram
parameter extraction. Therefore, it will not be discussed more details about
the high frequency noise measurement here.
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4.3 Single model parameter extraction
The accuracy of compact models in circuit simulation depends not only on the
correct physical description of various physical phenomena in the device but
also on a reliable, robust and unambiguous parameter extraction methodol-
ogy. It should be emphasized that a general and fully automatic parameter
extraction procedure is currently unavailable. As a practical example of the
full Mextram (Level 504) parameter extraction, we present here results for
the TSMC 0.18 µm double-poly high-speed SiGe BiCMOS technology [83].
The data has been offered by TSMC under the agreement that it is only for
compact model evaluation and research purposes only.

4.3.1 Layout and technology data
Prior to the parameter extraction, some layout and technology data in table 4.1
is needed for initial parameter calculation [76]. The device with WE= 0.4
µm, LE= 10.16 µm and NB =2 is selected for parameter extraction, while
Wepi and Nepi of the selected device can be obtained from the BC junction
capacitance-voltage characteristic [106] or Secondary Ion Mass Spectroscopy
(SIMS) profile. Among the process and technology data, ρ2 is the most critical
parameter since it will be used for calculation of the Mextram parameter RBV,
which is implicit in the device characteristics.

Table 4.1: Layout and technology data needed for parameter extraction.
Data Description

WE Emitter width
WE Emitter length
NB Number of base contact
ρ2 Pinched base sheet resistance
Wepi Collector epilayer thickness
Nepi Collector epilayer doping level

Pinched base sheet resistance measurement

Although the base resistance can be extracted from HF small-signal equiv-
alent circuits [107–110], it is difficult to calculate ρ2 out of the extracted
base resistance as a result of base-width modulation and current crowding
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Figure 4.9: (a) A test structure and (b) setup for pinched base sheet resistance
measurement.

effects [111, 112] at the device’s operating point. So, ρ2 is measured and ex-
tracted by using a special emitter ring structure [113] as shown in Fig. 4.9(a).
The bias voltages and currents of the measurement setup in Fig. 4.9(b) should
be small to avoid base width modulation and current crowding effects. There-
fore, IB/WE= 1∼20 µA/µm and VCB2=VEB2=0.1 V, which weakly reverse
bias the BE and BC junctions to ensure current flowing between B1 and B2,
are applied in the measurement setup. Based on the equivalent circuit of the
test structure in Fig. 4.9(a), the measured base resistance (RB1B2) including
an internal base resistance (Rbv), an external base resistance (Rbx) and a
fringing shunt resistance (Rp) is expressed as

RB1B2 =
VB1B2

IB
,

= (
Rbv

2
+ Rbx)//Rp,

=
(

ρ2

2
WE

LE − dLE
+ Rbxl

1
LE − dLE

)
//Rp, (4.24)

where Rbxl and dLE are the external base resistance times length and a cor-
rection between drawn and intrinsic length of the intrinsic base resistance.
Since RB1B2 comprises Rbv, Rbx and Rp, it is not possible to separate them
from only a single WE and LE . Therefore, measurement of a series of different
WE and LE test structures is required. From the measured RB1B2 at each
different geometry as shown in Fig. 4.10, it is almost constant in the sweep-
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Figure 4.10: Measured RB1B2 from different geometries vs. forced base cur-
rent.

ing IB range. It proves that the measured resistance is not influenced by the
current crowding and base-width modulation effects at such a low current and
low bias level.

In order to remove influence of Rp from RB1B2, RB1B2 is expressed in
terms of its conductance (YB1B2) as

YB1B2 =
(

Rbv

2
+ Rbx

)−1

+
1

Rp
,

=
(

ρ2

2
WE

LE − dLE
+ Rbxl

1
LE − dLE

)−1

+
1

Rp
. (4.25)

By subtracting (4.25) for LE=10 µm (YB1B2,10) from (4.25) for LE=20 µm
(YB1B2,20), the reciprocal of their difference becomes a linear equation as

(YB1B2,20 − YB1B2,10)
−1 =

ρ2

2
WE

LE20 − LE10
+ Rbxl

1
LE20 − LE10

. (4.26)

Then, ρ2 and Rbxl can be extracted from the slope and intersection at WE = 0
of the (YB1B2,20 − YB1B2,10)−1 v.s. WE plot as shown in Fig. 4.11.

With the assumption that the external base resistance is described by a
homogeneous low-resistivity value, it will behave like a contact surrounding
the internal base. The Mextram parameter RBV, which is represented by the
zero-bias value of the variable part of the base resistance, can be calculated
from ρ2 for NB = 2 as [114]

RBV = ρ2

WE

LE

(
1
12
−

(
1
12
− 1

28.45

)
WE

LE

)
, (4.27)
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m

Figure 4.11: Reciprocal of conductance difference vs. emitter width.

where one of the coefficient 28.6 in [114] has been replaced with 28.45 in (4.27)
suggested by [31]. The constant part of the external base resistance RBC is
calculated from Rbxl divided by emitter periphery as

RBC =
Rbxl

2(WE + LE)
. (4.28)

4.3.2 Parameters extracted from measured data
The implemented Verilog-A Mextram model is employed within IC-CAP [115]
environment using Agilent ADS simulator [74] with a Verilog-A compiler for
parameter extraction from measured data by fitting simulated to measured
data. In order to minimize the correlation between electrical and temperature
parameters of the Mextram model, the electrical parameters may be split
into parameters extracted at low-current (not affected by the self-heating)
and high-current related parameters. Moreover, in order to further reduce
the parameter correlation, the electrical and temperature parameters could
be further split into small groups that are extracted subsequently, starting
from the measured data that is most sensitive to the particular parameters.
An example of such a splitting for Mextram parameter extraction is given
in Table 4.2 for low-current and in Table 4.3 for high-current measurement
steps, respectively. The electrical parameters are extracted beginning with
low-current parameters moving on to high-current parameters. In the mean
time, the temperature parameters related to the low-current parameters are
extracted prior to the high-current parameters in order to ensure accurate
modeling the temperature rise as a result of self-heating in the high current
region.
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Table 4.2: Extraction of Low-Current Parameters
Measurement Elec. parameters Temp. parameters

BE depl. capacitance CJE12a, PE12a,VDE VGB

(CBE)
BC depl. capacitance CJC12b, PC12b, VDC, XP12b VGC13c

(CBC)
SC depl. capacitance CJS12c, PS12c, VDS VGS

(CSC)
Forward-Early ( IB

IB0
) WAVL12d, VAVL12d, XREC

Reverse-Early ( IE

IE0
) VER12e AQBO13d

Forward-Early ( IC

IC0
) VEF12f AQBO

Forward-Gummel (IC) IS12g VGB13e, AB, DAIS
Forward-Gummel (Hfe) BF12h, IBF12h, MLF12h DVGBF13f , VGJ13f

Forward-Gummel (IB) RE12g AE

Output-characteristic RCC14b AC

(IC)
Reverse-Gummel (ISub) ISS13a, IKS13a VGS13g, AS
Reverse-Gummel (Hfc) BRI13b, IBR13b, VLR13b DVGBR13h, VGC

Low-current parameter extraction

Low current parameters that can be extracted from the measured data is listed
in Table 4.2. Following the listed measurement setups in Table 4.2 from the top
to the bottom, electrical parameters of depletion capacitances are extracted
first. The zero bias depletion capacitances CJE, CJC, and CJS can be extracted
from the measured CBE , CBC and CSC around zero-bias. It is found that the
build-in voltages VDE, VDC and VDS are co-related with the grading coefficients
PE, PC and PS. Therefore, VDE, VDC and VDS are set to a reasonable value or
calculated from the doping concentrations in the emitter, base, collector and
substrate region. Only PE, PC, XP and PS are extracted from the measured
CBE , CBC and CSC , which is shown in Fig. 4.12a,b,c.

The low-current avalanche effect can be seen in the forward-Early mea-
surement with decreasing IB as a result of increasing VCB. The measured
and simulated IB is normalized to its zero VCB current (IB0) as shown in
Fig. 4.12d so there is no need to use additional parameters, which are used
temporarily to adjust the simulated to the measured IB at VCB=0, to extract
WAVL and VAVL. The XREC is set to zero due to a lack of evidence for existence



4.3 Single model parameter extraction 73

of the neutral base recombination current. The reverse Early voltage VER can
be extracted from the measured emitter current normalized to its zero VEB

current (IE/IE0), while the forward VEF can be extracted from the measured
collector current normalized to its zero VCB current (IC/IC0) before tunneling
and avalanche effects occur at high VEB and VCB as shown in Fig. 4.12e,f.
The forward saturation current IS is extracted from the low IC region of the
forward-Gummel measurement in Fig. 4.12g while HFE, IBF and MLF are ex-
tracted from the forward current gain (Hfe=IC/IB) of the same measurement
as shown in Fig. 4.12h. Parasitic resistance RE is derived from using the Ning-
Tang method [116] based on the IB deviation from its ideal value as indicated
in Fig. 4.12g, while the RCC is extracted by applying the Forced-beta [21,117]
method to the output-characteristic for high current parameter extraction as
an initial value and fit to the initial slope of the output-characteristic af-
terwards. The substrate current (ISub) in reverse-Gummel measurement at
low VBC and high VBC in Fig. 4.13a are used for extraction of ISS and IKS,
while BRI, IBR and VLR are extracted from the intrinsic reverse current gain
(Hfc=IE/(|IB| − |ISub|)) as shown in Fig. 4.13b at the same measurement.

The low-current parameter extraction ends at reverse-Gummel measure-
ment setup and each extracted parameter in Table 4.2 is linked to its fitting
plot with a figure number at its superscript.

Temperature parameter extraction

The mobility temperature parameters AE, AB, AC and AEPI are determined
from a database of mobility temperature parameters v.s. doping concentra-
tion [76,118] at emitter, base, buried layer and epilayer and AS is equal to AC
for a closed buried layer. In order to directly extract temperature parameters
from measured data of various temperatures in IC-CAP, the measuring tem-
perature of each DUT has to be added in the standard measured data files as
an additional input parameter and then measured data files of different tem-
peratures are combined into a single data fie. Since VGC is the corresponding
temperature parameter to the measured CBC and reverse Gummel setups in
Table 4.2, it is first extracted from measured CBC vs. temperature at 25 ∼
150 oC in steps of 25 oC as shown in 4.13c. Following the VGC extraction
is the temperature parameter of zero-bias base charge AQBO extraction from
the reverse-Early measurement v.s. temperature as shown in Fig. 4.13d. The
bandgap related temperature parameters VGB, VGJ, DVGBF, VGS, DVGBR are ex-
tracted from the measured forward-Gummel (IC , Hfe), reverse-Gummel (ISub,
Hfc) at the same temperature steps as shown in Fig. 4.13e, f, g, h, which is
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Table 4.3: Extraction of High Current Parameters
Measurement Elec. parameters Temp. parameters

Output-characteristic RTH14a, IK14b AB

(VBE, IC)
Forward-Gummel (Hfe) RCV14c, VDC
Cut-off frequency (fT ) TAUE14d, TAUB14d DVGTE14e, AB, AQBO

TEPI14d, RCV14d, VDC AEPI, VGC14g

IHC14d, SCRCV14d

MC14d, MTAU14d, AXI14d

S- and Y-Parameter XEXT15,16

(S12, Y12)
1/f noise (SIB) AF14h, KF14h

also labeled at each extracted temperature parameter in Table 4.2.

High-current parameter extraction

High current parameters that can be extracted from the measured data are
listed in Table 4.3. The thermal resistance RTH is extracted from the VBE drop-
off in the output-characteristics measured at three different forced IB=1

4IBset,
1
2IBset and IBset as shown in Fig. 4.14a, where IBset is the IB in the forward-
Gummel measurement when Hfe falls to 50% of its maximum value. The
knee current IK is extracted from the spacing between different IC of the same
output-characteristic shown in Fig. 4.14b after RTH extraction. The resistance
of the un-doped epilayer RCV can be extracted from the Hfe fall-off at high
IB in the forward-Gummel measurement shown in Fig. 4.14c or the following
fT measurement at low VCB shown in Fig. 4.14d. The extraction of TAUE,
TAUB, TEPI, RCV, IHC, SCRCV, MC, MTAU and AXI from different segments of fT

is shown in Fig.4.14d, while the temperature parameter of the emitter transit
time DVGTE can be extracted from the fT drop-off at high temperature as shown
in Fig. 4.14e, f, g but care must be taken to see if the high temperature fT at
low VCB drop-off in Fig. 4.14g is too excessive due to an over-estimated VGC.
The measured S-parameters and its transformed Y-parameters v.s. frequency
biased at around peak fT of the device as shown in Fig. 4.15 and 4.16 are used
for the partition parameter XEXT extraction by the optimal fit of the simulated
to measured S12 and Y12, while the good fit of the simulated to measured Y11

and Y21 verifies RBV, RBC and RE extraction at low-current.
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Figure 4.12: Fitting plots for the low-current parameter extraction.
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Figure 4.15: Fitting plots of S-parameters v.s. frequency (1∼40 GHz) biased
at VBE = 0.95 V and VCE = 2 V.



4.3 Single model parameter extraction 79

0 10 20 30 40

0

5

10

15

20

Freq (GHz)

Measurement
Model

0 10 20 30 40

0

5

10

15

20

Freq (GHz)

Measurement
Model

0 10 20 30 40

-1

-0.8

-0.6

-0.4

-0.2

0

Freq (GHz)

Measurement
Model

0 10 20 30 40

-2.5

-2

-1.5

-1

-0.5

0

Freq (GHz)

Measurement
Model

0 10 20 30 40

0

2

4

6

8

10

Freq (GHz)

Measurement
Model

0 10 20 30 40

-10

-8

-6

-4

-2

0

Freq (GHz)

Measurement
Model

0 10 20 30 40

0

2

4

6

Freq (GHz)

Measurement
Model

0 10 20 30 40

0

2

4

6

Freq (GHz)

Measurement
Model

R
e
(Y

Im
(Y

2
2

2
2

) )

x10
-3

x10
-3

x10
-3

x10
-3

R
e
(Y

Im
(Y

1
1

1
1
) )

x10
-3

x10
-3

R
e
(Y

1
2
)

Im
(Y

1
2
)

x10 x10
-2 -2

R
e
(Y

2
1
)

Im
(Y

2
1
)

Figure 4.16: Fitting plots of Y-parameters v.s. frequency (1∼40 GHz) biased
at VBE = 0.95 V and VCE = 2 V.
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Although SIB is usually measured at low IB currents, its noise parameters
AF and KF are extracted last. Note, that the fitting plot in Fig. 4.14h is derived
from a WE=0.6 µm and LE=10.16 µm size device and the measurement data is
at courtesy of TSMC. Finally, two to three iterative extractions between low-
current, temperature and high-current measurement setups may be needed to
get the optimum parameter set for the overall measurement setups.

4.3.3 Improved temperature scaling model for the reverse cur-
rent gain

As can be seen in the fitting plot of Hfc at various temperatures in Fig. 4.13h,
the result is not as good as for the fitting plot of Hfe at various temperatures
in Fig. 4.13f. The distinct temperature dependence of VLR is observed in
measured Hfc as shown in Fig. 4.13h. As a result, it is suggested to have
linear temperature dependence for VLR as

VLrT = VLR(1 + VLRT(tN − 1)), (4.29)

where VLrT is the temperature scaled VLR and VLRT is the temperature pa-
rameter of VLR.

Measurement
Model
Improved Model

V
BC

(V)

H
fc

Figure 4.17: Improved temperature scaling for Hfc.

The temperature scaling of IBR is also suggested to de-couple from VGC,
which is corresponding to many measurement setups, and changed to

IBrT = IBR t2N exp
(−VGJC

2V∆T

)
. (4.30)
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Where IBrT is the temperature scaled IBR and a band-gap voltage for the
BC depletion region (VGJC) replaces VGC as the new temperature parameter
for IBR. With the new temperature parameters VLRT and VGJC, the improved
model in solid line shows better fit to the measured Hfc at low-current com-
pared to the original model in dashed line as shown in Fig. 4.17.

4.4 Conclusion
In this chapter, the complete modeling procedure from data acquisition to
single Mextram model parameter extraction has been introduced. With a
systematic parameter extraction procedure from pinched base sheet resis-
tance to low-current, to various temperatures, to high-current and to noise
parameters, the Mextram model shows good fit to the measured DC, CV, HF
S-parameters/Y-parameters and 1/f noise characteristics from a high-speed
SiGe HBT.
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Chapter 5

Scalable bipolar model approach and
parameter extraction

5.1 Introduction

As the complexity of the integrated circuits increases, scalable device models
are becoming crucial for the optimum circuit design. MOS transistor mod-
els [119,120] typically give quite reliable scaling results since they describe only
lateral (surface) current flow as shown in Fig. 5.1a. On the other hand, scal-
ing of bipolar transistor models is significantly more involving due to current
flow in both vertical and lateral directions as shown in Fig. 5.1b. Moreover,
the geometry scaling rules of bipolar devices generally depend on the layout
configuration, device cross-section and fabrication process details. As a result,
the geometry scalable bipolar transistor models and the corresponding param-
eter extraction procedures are not generally available and usually exist as an
in-house proprietary.

The scalable bipolar models are mainly based on the physical [121] or elec-
trical [28] size of the transistor’s emitter window. The determination of the
physical device sizes typically requires Scanning Electron Microscope (SEM)
inspection of special device test samples during the process steps. The same
device might not be used later for model evaluation. On the other hand, it is
difficult to uniquely estimate the devices’ electrical sizes from electrical mea-
surement data [25]. Besides, the electrical device size could be quite different
for the model parameters representing different physical quantities, like cur-
rents or charges. Scaling based directly on the drawn device dimensions in

83
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Figure 5.1: Current flow in (a) MOS and (b) bipolar devices.

the layout, if possible, would be the most convenient way from an application
point of view.

For the scalable model implementation, it is possible to employ the sub-
circuit netlist approach [121], which includes the geometry parameters and
scaling rules in the model library. However, in that case it is difficult to have
Intellectual Property (IP) protection of the scaling rules (if such a protection
is required). Some model developers use a toolbox [28] that generates a model
library for different geometries. It offers IP protection of the scaling rules but
designers sometimes still have to come back to the model developers for a
specific size, which they need for their design.

The main goal of this chapter is to propose these new concepts for a scalable
bipolar transistor Mextram model and realize them efficiently. The concepts
that we will propose are a scalable model, which can be scaled based on the
drawn size in the layout of the device and is implemented in AHDL Verilog-A
language. So, it offers IP protection of the scaling rules if the model is compiled
as a shared library. In the mean time, circuits designers can still have full
freedom in choosing device sizes and configurations in the valid geometry range
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when linking the shared library in their design environment. Meanwhile, the
geometry parameter extraction for the scalable model should be simple and
better to be based on the electrical characteristics of devices with different
geometries as their corresponding single model parameter extraction.

5.2 Physics of geometry scaling
The physical quantities in a bipolar transistor that scales with geometry can
be separated into three categories: (I) current and charge, (II) ratio of current
and charge and (III) parasitic and thermal resistance. In the following sub-
sections, physical base geometry scaling rules for the three different categories
of scalable Mextram model parameters will be derived.

5.2.1 Geometry scaling rules of current and charge
There are normally three PN junctions (BE, BC and SC) in a bipolar tran-
sistor. Fig. 5.2 shows the top view and cross-section of a PN junction, which
can be separated into bulk, sidewall and corner components depending on the
shape of the junction area. Therefore, a geometry scalable model parameter
P that describes current or charge scaled with area of the PN junction can be
described by the following expression [25]:

P = P
′′
A(W + dW )(L + dL)︸ ︷︷ ︸

Bulk

+P
′′
W (W + dW ) + P

′′
L(L + dL)︸ ︷︷ ︸

Sidewall

+ P
′′
C︸︷︷︸

Corner

. (5.1)

Where P
′′
A, P

′′
W , P

′′
L and P

′′
C are the constant geometry parameters that account

for bulk, sidewall width, sidewall length and corner contributions, respectively.
The W and L are drawn sizes of BE, BC or SC junction in the layout, while dW
and dL are constant corrections between electrical and drawn sizes. Eqn. (5.1)
can be expressed in terms of W and L as

P = (P
′′
AW + P

′′
AdW + P

′′
L)L + (P

′′
AdL + P

′′
W )W

+ P
′′
AdWdL + P

′′
W dW + P

′′
LdL + P

′′
C . (5.2)

If the extracted P v.s. L for different W is plotted as in Fig. 5.3, the slopes
and intersections at L = 0 for different W can be expressed as
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Slope = P
′′
AW + P

′′
AdW + P

′′
L , (5.3)

Inter. = (P
′′
AdL + P

′′
W )W + P

′′
AdWdL + P

′′
W dW + P

′′
LdL + P

′′
C . (5.4)

From the W dependence of (5.3) and (5.4), the slope (mslope) and intersection
(islope) of Slope v.s. W and the slope (minter.) and intersection (iinter.) of
Inter. v.s. W can be expressed as

mslope = P
′′
A, (5.5)

islope = P
′′
AdW + P

′′
L , (5.6)

minter. = P
′′
AdL + P

′′
W , (5.7)

iinter. = P
′′
AdWdL + P

′′
W dW + P

′′
LdL + P

′′
C . (5.8)

There are, however, 6 unknown geometry parameters (P
′′
A, P

′′
W , P

′′
L , P

′′
C , dW

and dL) in the 4 equations (5.5), (5.6), (5.7) and (5.8). Thus, no unique
solution can be found for the unknowns. Even more measurement data can’t
help to find all of them. So, the remedy for it may be to reduce from 6 to 4
unknowns by determining dW and dL from SEM measurement or re-arranging
(5.2) to

P = P
′
AWL + P

′
W W + P

′
LL + P

′
C . (5.9)

Where

P
′
A = P

′′
A, (5.10)

P
′
W = P

′′
AdL + P

′′
W , (5.11)

P
′
L = P

′′
AdW + P

′′
L , (5.12)

P
′
C = P

′′
AdWdL + P

′′
W dW + P

′′
LdL + P

′′
C . (5.13)

are the 4 new composite geometry parameters.
If (5.9) can be further expressed in a form that is an analogy to the tem-

perature scaling rule of the Mextram model [40] listed below:

P
Pref

=
{

f(tN ) = 1, TK = TRK .
f(tN ), TK 6= TRK .

(5.14)

i.e.: P is equal to its reference electrical parameter (Pref) at the reference tem-
perature (TRK) and scaled to the value at the evaluated temperature (TK) by
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its temperature scaling rule (f(tN )) times Pref and the normalized tempera-
ture (tN ) in f(tN ) is the ratio of TK to TRK , both temperature and geometry
parameters can have the same extraction methodology. Therefore, P in (5.9)
is first normalized to the reference electrical parameter (Pref) at a reference
geometry and temperature. Then, W and L are normalized to the reference
geometry (WR, LR) as

P
Pref

= PA
WL

WRLR
+ PW

W

WR
+ PL

L

LR
+ PC . (5.15)

Now, PA = P
′
AWRLR

Pref
, PW = P

′
W WR

Pref
, PL = P

′
LLR

Pref
and PC = P

′
C

Pref
are the

normalized geometry parameters. However, (5.15) is not the most compact
form for geometry scaling since there is the constant corner term (PC) in both
reference and the evaluated geometry. When W=WR and L=LR, P=Pref and
(5.15) becomes

1 = PA + PW + PL + PC , (5.16)

PC can be removed by subtracting (5.16) from (5.15). Their difference will be

P
Pref

− 1 = PA

(
WL

WRLR
− 1

)
+ PW

(
W

WR
− 1

)
+ PL

(
L

LR
− 1

)
. (5.17)

By re-arranging (5.17), the geometry scaling equation becomes:

P
Pref

= 1 + PA

(
WL

WRLR
− 1

)
+ PW

(
W

WR
− 1

)
+ PL

(
L

LR
− 1

)
, (5.18)

which is the most compact form. When W = WR and L = LR in (5.18), P
Pref

= 1
as T = TRK in (5.14). A similar geometry scaling approach can be found in
[122] but it is limited to emitter length scaling.

5.2.2 Geometry scaling rules for ratio of current and charge
However, some of the scalable model parameters represent the ratio of current
and charge. For example, the ratio of total base charge to the BC junction
capacitance (CJC) defines the forward early voltage (VEF). As a result, VEF will
scale as the ratio of two geometry scalable model parameters:

P =
P
′
A1WL + P

′
W1W + P

′
L1L + P

′
C1

P
′
A2WL + P

′
W2W + P

′
L2L + P

′
C2

. (5.19)



5.2 Physics of geometry scaling 89

Only the geometry parameter in the numerator (P
′
A1, P

′
W1, P

′
L1 and P

′
C1) is

extracted for VEF scaling, while the geometry parameters in the denominator
(P

′
A2, P

′
W2, P

′
L2 and P

′
C2) has been extracted from the scaling of CJC. But

it is usually better to de-couple ratio parameter from the influence of the
other geometry scaling parameter in case that there is a necessity to set it
constant. For the modern VLSI technology, the junction depth is usually
smaller than the lateral dimension of the junction according to the minimum
design rules, which means that the bulk component still dominates the total
junction area. As a result, by normalizing the numerator and denominator
of (5.19) with their respective bulk components, the ratio parameter is then
first order approximated as

P ' P
′
A +

P
′
W

W
+

P
′
L

L
+

P
′
C

WL
. (5.20)

Where P ′
A, P ′

W , P ′
L and P ′

C are composites of the geometry parameters in
(5.19). The normalized equation of (5.20) will be

P
Pref

= PA + PW
WR

W
+ PL

LR

L
+ PC

WRLR

WL
, (5.21)

where PA = P
′
A

Pref
, PW = P

′
W

PrefWR
, PL = P

′
L

PrefLR
and PC = P

′
C

PrefWRLR
are the

geometry parameters for scaling of the ratio parameters. When W and L are
large, P is approaching the constant PA as there is only a bulk component.
Since there is no geometry dependence of PA in (5.21), it can be removed
by substraction (5.16) from (5.21). The compact reference based geometry
scaling equation for the ratio parameters will be

P
Pref

= 1 + PW

(
WR

W
− 1

)
+ PL

(
LR

L
− 1

)
+ PC

(
WRLR

WL
− 1

)
. (5.22)

5.2.3 Geometry scaling rules for parasitic and thermal resis-
tance

A parasitic resistance models a current flow path, which can be vertical, lateral
or both vertical and lateral, from external to internal nodes of a bipolar device.
The emitter resistance RE models vertical current flow path from E to E1 node
as shown in Fig. 2.1. It scales like the reciprocal of the current as the reciprocal
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of the right part of (5.18) which becomes

P
Pref

=
(

1 + PA

(
WL

WRLR
− 1

)
+ PW

(
W

WR
− 1

)
+ PL

(
L

LR
− 1

))−1

.

(5.23)
Thermal resistance models the heat flow path, which depends on a 3D box
region of the power dissipation [31], from the heat source to the heat sink.
So, the geometry scaling of thermal resistance is also modeled with (5.23) as
a thermal conductance with bulk and sidewall components.

The RBV models lateral current flow path from B1 to B2 node and its
geometry scaling has been given in (4.27) based on a 2D simulation. As a
result, its reference based scaling equation will be

P
Pref

=
WLR

WRL

( 1
12 − ( 1

12 − 1
28.45)W

L )

( 1
12 − ( 1

12 − 1
28.45)WR

LR
)
, (5.24)

where ρ2 in (4.27) is replaced by the Pref .
The RBC models lateral current flow path from B to B1 node as shown

in Fig. 5.4. Since the low-resistivity external base resistance behaves like a
contact that surrounds the internal base, RBC is modeled with its conductance
per length at its width (GW ), length (GL) and corner (GC) as

P = (GW W + GLL + GC)−1. (5.25)

The reference based scaling equation of (5.25) will be

P
Pref

=
(

1 + PW

(
W

WR
− 1

)
+ PL

(
L

LR
− 1

))−1

. (5.26)

The collector resistance RCC that models both vertical and lateral current
flow path from C to C1 node, comprises part of the un-depleted epi-collector
resistance (Rcep) and buried-layer resistance under the emitter (Rbli), the ex-
trinsic buried-layer resistance (Rblx) and the collector-plug resistance (Rcpl),
as shown in Fig. 5.5. It is expressed as

P = Rcep + Rbli + Rblx + Rcpl

= Rci + Rcx. (5.27)

where Rci is composed of vertical Rcep and lateral Rbli under emitter and Rcx
is composed of Rblx and Rcpl next to emitter. As a result, Rci is modeled



5.2 Physics of geometry scaling 91

E

G
W

G
L

G
C

BB

(a)

p Poly
+n Poly

+

E

BB

p Poly
+

RBV RBCRBC RBV

B1 B1B2

(b)

Figure 5.4: (a) top view and (b) cross-section of E-B regions of a SiGe HBT
from external (B) to internal Base (B2) node.

with one over area (1/WL) and square (W/L) of the emitter size as

Rci = Rcep + Rbli

= Rciv
1

WL
+ Rcih

W

L
, (5.28)

where Rciv and Rcih are the constant geometry parameters for Rcep and Rbli.
From (5.28), the reference based scaling equation of Rci becomes:

Rci = Rciref

(
PI

WRLR

WL
+ (1− PI)

WLR

WRL

)
. (5.29)

Where Rciref denotes Rci at the reference geometry and PI = Rciv
Rciref WRLR

is
the geometry parameter for Rci scaling. Notice also from Fig. 5.5 that Rcx
is low-resistivity compared to Rci, so it is modeled with its conductance per
length at its width (GW ), length (GL) and corner (GC) as

Rcx = (GW W + GLL + GC)−1. (5.30)

Therefore, the reference based scaling equation for Rcx will be

Rcx = Rcxref

(
1 + PW

(
W

WR
− 1

)
+ PL

(
L

LR
− 1

))−1

. (5.31)
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Figure 5.5: (a) top view and (b) cross-section of a SiGe HBT from external
(C) to internal collector (C1) node.

where Rcxref is the Rcx at the reference geometry, PW and PL are the width
and length geometry parameters for Rcx scaling. From (5.27), (5.29) and
(5.31), the referenced based scaling equation of the RCC for a device with one
collector contact (NC = 1) will be

P
Pref

=
(

(1− PX)
(

PI
WRLR

WL
+ (1− PI)

WLR

WRL

)

+ PX

(
1 + PW

(
W

WR
− 1

)
+ PL

(
L

LR
− 1

))−1)
, (5.32)

where PX = Rcxref

RCCref
is the geometry parameter for RCC scaling.

5.3 Model implementation and parameter extraction
Since the temperature scaling rules and parameters are part of the standard
Mextram model already, only the geometry scaling rules and parameters have
to be added in the scalable model. It can be done easily by extending the
standard Mextram model implementation in Verilog-A in Chapter 3 with an
additional geometry scaling module and additional parameters as follows:
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‘include ”frontdef.inc”
‘define SELFHEATING
‘define SUBSTRATE

module bjt504t va (c, b, e, s, dt);
//External ports
inout c, b, e, s, dt;
electrical c, b, e, s, dt;
// Internal nodes
electrical c1, c2, b1, b2, e1;
electrical noi;
‘include ”parameters.inc” //New instant and geometry

parameters are added here.
‘include ”variables.inc” //New variables are added here.
analog begin

‘include ”geo scaling.inc” //Geometry scaling rules are added
here. See Appendix E for details.

‘include ”initialize.inc”
‘include ”tscaling.inc”
‘include ”evaluate.inc”

end
endmodule

In the implemented model above, new instance parameters (WE, LE) and
geometry parameters (ISA, ISW, ISL etc.) are added in the module ”parame-
ters.inc” to account for the drawn emitter size (WE , LE) and geometry scaling
of the bipolar devices. The scalable electrical Mextram model parameters (IS,
IK, IBF etc.) in ”parameters.inc” are used as the reference parameters. The
scalable electrical parameters to their corresponding geometry dependent and
scaling rules derived in the previous section are shown in Table 5.1 and im-
plemented in ”geo scaling.inc”, which is listed in Appendix E. Notice from
Table 5.1 that the scaling rules are functions of the transistor’s emitter, base
and collector’s drawn width (WE ,WB,WC) and length (LE , LB, LC) as la-
beled in Fig. 5.6 depending on which physical quantities and junctions they
are representing. The WB, LB, WC and LC are usually calculated from WE

and LE based on process design rules so there is no need to put them as in-
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Table 5.1: Scaling rules for the scalable Mextram model parameters.
Electrical Parameters Geometry Dependent Scaling Rules

IS, IK, IBF, IBR WE, LE (5.18)
CJE, CJC, IHC WE, LE (5.18)

ISS, IKS WB, LB (5.18)
CJS WC , LC (5.18)

BF, VEF, VER WE, LE (5.22)
PE, PC, TAUB WE, LE (5.22)

BRI WB, LB (5.22)
PS WC , LC (5.22)

RE, RCV, SCRCV WE, LE (5.23)
RTH WB, LB (5.23)
RBV WE, LE (5.24)
RBC WE, LE (5.26)
RCC WE, LE (5.32)

stant parameters. Following ”parameter.inc”, some new variables are added
in the module ”variables.inc” and used in the module ”geo scaling.inc” for the
geometry scaling results of the scaling rules. They will replace the scalable
electrical model parameters in the temperature-scaling module ”tscaling.inc”,
where the temperature scaling results will be used later in the main mod-
ule ”evaluate.inc”. Therefore, the geometry and temperature scaling of the
bipolar transistor are taken into account in the model evaluation.

Parameter extraction for the temperature and geometry scalable bipolar
transistor model Mextram is demonstrated on a high-speed SiGe HBT techno-
logy as used for single model parameter extraction in Chapter 4. Its available
device geometry matrix, which includes five different emitter widths (W1, W2,
WER, W3, W4= 0.2, 0.3, 0.4, 0.6, 0.9 µm) and lengths (LEMIN , L1, L2, L3,
LER= 1.7, 2.64, 4.52, 8.28, 10.16 µm) for parameter extraction, is shown in
Fig. 5.7. In Fig. 5.8, a flow chart of a unified reference, temperature and ge-
ometry parameter extraction procedure for the scalable model is shown. It
has been implemented in an IC-CAP model file. In order to extract geometry
parameters in IC-CAP, the emitter width and length of each DUT have to be
added in the standard measurement data files as additional input parameters,
which will pass to a circuit simulator e.g. ADS as instant parameters. The
parameter extraction starts from a reference device’s parameter extraction.
The reference device should be decided so that the bulk, sidewall and corner
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components contribute considerably to the device characteristics. As a result,
it is chosen as the width is in the middle and length is the maximal of the
matrix labeled in Fig. 5.7, which is the device with WE= 0.4 µm, LE= 10.16
µm, NB =2 and NC =1 used in Chapter 4 for single device model parameter
extraction. The reference and temperature parameter extraction follows the
single device parameter extraction in Chapter 4. The drawn emitter width,
length, sheet resistance of internal and external base, number of base stripes,
epi-collector doping level and epi-collector thickness are specified as technology
parameters for initial parameter calculation to assist the numerical optimizer
in finding the optimum parameter values during parameter extraction.

After extraction of reference and temperature parameters, geometry pa-
rameters can be extracted from the same measurement setup at various ge-
ometries in the following ways. The devices from two rows and one column in
the geometry matrix used for geometry parameters extraction are marked in
Fig. 5.7. They are chosen because when LE = LER, PL will be removed from
the geometry scaling rule (5.18), which is then simplified to

P
Pref

= 1 + (PA + PW )
(

WE

WER
− 1

)
, (5.33)

when WE = WER, (5.18) is changed to

P
Pref

= 1 + (PA + PL)
(

LE

LER
− 1

)
, (5.34)

where PW is removed. And when LE = LMIN , (5.18) becomes:

P
Pref

=
(

PA
LMIN

LER
+ PW

)
WE

WER
+ C, (5.35)

where C = 1−PA−PW +PL(LMIN
LER

−1) is a constant. Since LMIN << LER,
PA is scaled down by a factor LMIN

LER
in (5.35). So, PW is more significant in

(5.35) than (5.33). In these three special cases, low-current to high-current
geometry parameters can be extracted from their specific measurement setups,
while keeping Pref un-touched, in the following three extraction steps: (I) PA is
extracted from LE = LER v.s. WE where the bulk component is the largest,
(II) PL is extracted from WE = WER v.s. LE where the sidewall length
component is the largest and (III) PW is extracted from LE = LMIN v.s. WE

where the sidewall width component is the largest. It usually takes only two
to three repeat sequences of extraction for the optimizer to find the optimum
PA, PW and PL.
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The essential feature of the proposed unified parameter extraction pro-
cedure is a direct extraction of the geometry parameters from the measured
electrical characteristics and the Mextram model parameters as reference pa-
rameters are extracted only once for a reference geometry. The complete
parameter extraction procedure is integrated in the single environment, which
save time in verification of the final scalable model results with measured data.
Besides, when setting WE = WER and LE = LER, the scalable model is also
backward compatible with the original Mextram model for using it as a single
device model.

Fig. 5.9 ∼ Fig. 5.14 show the fitting plots of CBE , CBC , forward Gummel,
IC/exp(VBE/VT ), reverse Gummel, fT and S-parameters of (a) LE = LER

v.s. WE (b) WE = WER v.s. LE and (c) LE = LEMIN v.s. WE devices after
geometry parameter extraction. As can be seen, simulated results in all the
figures from ADS fit well to the measured results.

5.4 Conclusions
In this chapter, a reference geometry based scaling approach and its param-
eter extraction is proposed for the bipolar transistor model Mextram. It is
based on the physical properties of Mextram parameters and scaled with the
layout geometry of a bipolar transistor. The scalable electrical parameter,
temperature and geometry in the scaling rules are normalized to a reference
parameter, temperature and geometry. The scalable model is implemented in
AHDL Verilog-A language, which can be used in many commercial simula-
tors [74, 123–125] that offer IP protection. Along with the scalable model, a
unified parameter extraction procedure for reference, temperature and geom-
etry parameters of the scalable model has been implemented in an IC-CAP
model file and demonstrated on a of high-speed SiGe HBT technology. No ad-
ditional tool is needed for temperature and geometry parameter extraction and
the resulting model shows good fit to CV, DC, fT and S-parameters measured
from high-speed SiGe HBTs. Therefore, the scalable model library generation
is efficient and the accuracy is increased with the new scaling approach. Since
the geometry scaling approach is based on the scaling of the physical proper-
ties, it is believed that it can be applied to the Gummel-Poon, HICUM and
VBIC models as well.
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Figure 5.14: Measured and simulated S-parameters v.s. frequency (1∼40 GHz)
of LE = LMIN v.s. WE↑ devices biased at VBE = 0.95 V and VCE = 2 V and
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Chapter 6

Mextram modeling for high power
application

6.1 Introduction

With the coming era of System-on-a-Chip (SoC) there is an ever increasing
number of microcircuits and systems integrated on a single chip. In order
to deal with the increasing complexity in circuit design, a geometry scalable
model is needed for different function blocks in SoC design. However, simple
dimensional device scaling is not sufficient to meet all the circuit design re-
quirements. For example, power amplifier applications require larger emitter
area (AE) to provide sufficient power output but emitter area can’t be ex-
tended without limits. When the device becomes large, the emitter current
crowding effect and the distributed parasitic resistance will degrade the device
performance [126,127]. In order to provide a high output power level without
sacrificing too much device performance, it is common practice to employ sev-
eral transistors in parallel or create a Multi-Emitter Device (MED) in power
amplifier design. Between these two options, a MED is preferred for power
amplifier application because of its compactness in using minimum chip area.

The advanced bipolar transistor model Mextram, which includes various
high current bipolar transistor effects [8, 55], is especially suitable for high-
power applications. In this chapter, we would like to extend the previously
developed reference based geometry scaling approach for the Mextram model
to configuration scaling including different contact configurations and emitter
numbers for optimum circuit design.

105
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The chapter is organized as follows. In Section 6.2, scaling equations for
MEDs, based on different layout configurations, are derived. The scalable
model implementation and an IC-CAP model file for geometry parameter
extraction from different layout configurations is introduced in Section 6.3.
The conclusion of this chapter is in Section 6.4.

6.2 Derivation of scaling equations for
multi-emitter devices

6.2.1 Scaling of intrinsic transistor parameters
Fig. 6.1 shows the layout of a multi-emitter SiGe HBT with its emitter (E) and
collector (C) labeled. The electrical model parameters that describe currents
and capacitances of the intrinsic device (IS, IK, IBF etc.) are simply scaled
with the emitter number while the ratio parameters (BF, VEF, VER etc.) are
kept identical to the Single-Emitter Device (SED). The resistances that define
the current flow in the direction vertical to the emitter window (RE, RCV and
SCRCV) and base resistances (RBV and RBC) scale reciprocally to the number of
the emitters.

P1P2PNE-1PNE

dT1dT2dTNE-1dTNE

CEEE ~~E

WB

L
B

~~
WD

Figure 6.1: Layout of a SiGe HBT with NE emitters and a single collector
contact with self-heating and mutual-heating among emitters due to power
consumption at each emitter.
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6.2.2 Thermal resistance scaling
The self- and mutual-heating of emitters are also schematically presented in
Fig. 6.1. It produces a non-uniform distribution of the temperature and in a
real device each emitter operates at a different temperature [128]. To represent
the real temperature distribution in the MED, there should be a thermal node
associated with each emitter. However, it is not the case in Mextram so it is
chosen to model with only one thermal node as it is in Mextram now due to
simulation speed and model simplicity concern. Therefore, only the average
temperature rise of the device is considered and it is assumed to be uniform
across the active device region, which is the region isolated by the shallow
trench isolation.

For each emitter, the temperature rise (dTi) produced by the self- and
mutual-heating effects can be modeled with an NE × NE thermal resistance
matrix and its power dissipation Pi [129] as




dT1

dT2
...

dTNE


 =




Rth1,1 Rth1,2 · · · Rth1,NE

Rth2,1 Rth2,2 · · · Rth2,NE

...
...

...
...

RthNE ,1 RthNE ,2 · · · RthNE ,NE







P1

P2
...

PNE


 (6.1)

The components in the thermal resistance matrix are modeled as

Rthi,j =

{
Rth i = j,

Rthc
abs(i−j)WDWBLB

i 6= j.
(6.2)

where Rth and Rthc are self- and mutual-heating thermal resistance parame-
ters, WD, WB and LB as labeled in Fig. 6.1 are the fixed distance of adjacent
active regions, width and length of the active region respectively.

The Rth scales with the reciprocal of the active region area so its reference
based geometry scaling equation based on (5.23) is expressed as

Rth = Rthref

(
1 + RTHA

(
WBLB

WBRLBR
− 1

)
+ RTHW

(
WB

WBR
− 1

)

+ RTHL

(
LB

LBR
− 1

))−1

, (6.3)

where Rthref is the self-heating thermal resistance at a reference geometry
and WBR and LBR are the reference width and the reference length of single-
emitter active region. The geometry parameters RTHA, RTHW and RTHL account
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for bulk, sidewall width and sidewall length contributions. When the device
geometry is equal to the reference geometry, Rth is equal to Rthref .

If Pi, which represents the power dissipation at the finger i, is assumed to
be equal to the total power dissipation P divided by NE , the average temper-
ature rise dT in each emitter finger will be:

dT =
dT1 + dT2 + · · ·+ dTNE

NE

=
P

N2
E

(
Rth1,1 + Rth1,2 + · · ·+ Rth1,NE

+ Rth2,1 + Rth2,2 + · · ·+ Rth2,NE

+ · · ·+ RthNE ,1 + RthNE ,2 + · · ·+ RthNE ,NE

)
. (6.4)

By using (6.2) in (6.4), the effective total thermal resistance (RTH) is expressed
as

RTH =
dT

P

=
1

NE

(
Rth +

2Rthc

NEWDWBLB

NE−1∑

i=1

NE − i

i

)
. (6.5)

Notice, that from (6.5) when NE ≥ 2, RTH is increased due to the mutual
heating effect.

From (6.3) and (6.5), the reference base scaling equations for the SED
and MED’s RTH, which includes self- and mutual-heating thermal resistance,
becomes:

RTH =
Rthref

NE

((
1 + RTHA

(
WBLB

WBRLBR
− 1

)
+ RTHW

(
WB

WBR
− 1

)

+ RTHL

(
LB

LBR
− 1

))−1

+
2RTHC
NE

WBRLBR

WBLB

NE−1∑

i=1

NE − i

i

)
, (6.6)

where RTHC= Rthc
Rthref WDWBRLBR

is the geometry parameter for the mutual heat-
ing thermal resistance.

6.2.3 Collector resistance scaling
Similarly to the temperature distribution, the potential distribution along the
lateral collector buried-layer of a MED will be non-uniform because of the
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lateral current flow. However, it is chosen to be modeled by a single inter-
nal collector node of the Mextram model due to simulation speed and model
simplicity concern. Therefore, the total collector resistance (RCC) is modeled
effectively. Starting from the SED with one collector contact, the reference
based scaling equation will be

RCC = RCCref

(
(1− RCX)

(
RCI

WERLER

WELE
+ (1− RCI)

WELER

WERLE

)

+ RCX

(
1 + RCW

(
WE

WER
− 1

)
+ RCL

(
LE

LER
− 1

))−1)
,

(6.7)

where (6.7) comes from (5.32), RCCref is RCC at a reference geometry, and
RCI, RCX, RCW and RCL are geometry parameters.

When extending the scaling from SED to MED, the extra current flow
path between the emitter fingers has to be taken into account in the RCC
calculation. First, the Rbli, which represents the current flow path under
the emitter, is modeled with a T-network as shown in the dashed box of
Fig. 6.2 to connect different emitters. When the lateral current flow through
Rbli in the buried layer turns into each emitter finger, its effective resistance
will become Rbli/3 for a one-sided connection and Rbli/12 for a double-sided
connection with the -Rbli/6 reduction resulting from the distributed resistance
effect [130]. Secondly, a Rblc is used to model the buried-layer resistance in
adjacent emitter fingers. The final impedance network of the MED from C1
to C is shown in Fig. 6.3, where the Rcd = Rblc + Rbli is the combination of
Rblc and Rbli between two adjacent emitters and Rcx is equal to Rblx plus
Rcpl as defined in (5.27).
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-Rbli/6

Rblx

R
c

p
l

C1

C

R
c

e
p

Rbli/2

Figure 6.2: Equivalent T-network to model the 2-D current flow of Rbli.
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Figure 6.3: Top view and collector impedance network of a MED with single
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If the total current (IN ) is equally distributed among the emitter fingers
as shown in Fig. 6.3, the internal node voltage Vi can be modeled with an
NE × 3 resistance matrix times three nodal currents as



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V2
...
VNE−1

VNE
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The effective RCC is defined as the average nodal voltage V divided by IN as

RCC =
V

IN
=

V1 + V2 + · · ·+ VNE−1 + VNE

INNE

=
Rcep

NE
− Rbli

6NE
+

NE−1∑

i=1

i2
Rcd

N2
E

+
Rbli

2
+ Rcx

=
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3NE − 1
6NE
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6NE
(Rbli + Rblc) + Rcx

=
Rcep
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+
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3
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(NE − 1)(2NE − 1)
6NE

Rblc + Rcx. (6.9)

The analysis for a two collector contacts MED is similar to that of a single
collector contact MED due to the symmetry of the device layout. In that case,
it is sufficient to consider half of the device as shown in Fig. 6.4, which is half
of a MED with odd emitters. Its nodal voltages from V1 to V(NE+1)/2 can be
modeled with an (NE +1)/2× 3 resistance matrix times the nodal currents as
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(6.10)
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By averaging the NE nodal voltages, the RCC for an odd emitter with two
collector contacts MED is:

RCC =
V

IN
=

2
(

V1 + V2 + · · ·+ V (NE−1)

2

)
+ V (NE+1)

2
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N2
E

+
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4
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2
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2
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12
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2
. (6.11)

For any even number of emitters with two collector contact, its internal
nodal voltages calculation is the same as for the single collector contact with
half of its emitters (NE

2 ) and total nodal current ( IN
2 ) as
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Its collector resistance will then be:
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It turns out that the scaling equations for devices that have odd or even
number of emitters with two collector contacts are the same. Therefore, RCC
from (6.9), (6.11) and (6.13) can be formed as a single analytical equation
with NE and NC as

RCC =
Rcep

NE
+

NE

3N2
c

Rbli +
(NE − 1)

(
2NE

N2
C
− 1

)

6NE
Rblc +

Rcx

NC
. (6.14)

Since NE=1 and NC=1 can be used as the reference emitter and collector
contact number, the reference based scaling equation of (6.14) for the SED
and MED with different NE and NC will become:

RC1 = (1− RCX)
(

RCI
NE

WERLER

WELE
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NE

N2
C

(1− RCI)
WELER

WERLE
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,
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,
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RCX
NC

(
1 + RCW

(
NE
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WER
− 1

)
+ RCL

(
LE

LER
− 1

))−1

,

RCC = RCCref(RC1 + RC2 + RC3). (6.15)

Where RCXC is the geometry parameter that models the Rblc. The scal-
ing equation (6.15) also fulfills the requirement for emitter area conservation,
i.e. when assigning instant parameters NE = ne, WE = WE

ne and RCXC=0,
RCC|NE=1=RCC|

NE=ne, WE=
WE
ne

, RCXC=0
.

6.3 Model implementation and parameter extraction
in IC-CAP

Based on the scaling equations derived in Section 6.2 and the geometry scaling
results in Chapter 5, the configuration scalable model is utilized as an exten-
sion of the geometry scalable Mextram model implemented in Verilog-A as
follows.

In the implemented model, new instance parameters (NE, NC) and geometry
parameters (RTHC, RCXC) are added in the module ”parameters.inc” to account
for the layout configuration and geometry scaling of MEDs. The geometry
scalable Mextram model parameters (RTH, RCC) in ”parameters.inc” are still
used as the reference parameters. The scaling rules for the scalable Mextram
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Table 6.1: Scaling rules for multi-emitter devices.
Scalable Parameters Geometry Dependent Finger Dependent

IS, IK, IBF, IBR WE, LE NE

CJE, CJC, IHC WE, LE NE

ISS, IKS WB, LB NE

CJS WC , LC none
BF, VEF, VER WE, LE none
PE, PC, TAUB WE, LE none

BRI WE, LE none
PS WC , LC none

RE, RCV, SCRCV WE, LE 1/NE

RBV, RBC WE, LE 1/NE

RTH WB, LB (6.6)
RCC WE, LE (6.15)

model parameters listed in Table 6.1 are implemented in ”geo scaling.inc”
which is listed in Appendix E. Therefore, the configuration scaling of the
bipolar transistor is taken into account in the model simulation.

An extension of the unified parameter extraction procedure for the scal-
able Mextram model is implemented in an Agilent IC-CAP model file. The
high speed SiGe HBTs with different layout configurations as shown in Fig. 6.5
were used as a test example. The geometry parameters RTHC and RCXC are ex-
tracted from measured output characteristics of MEDs following the geometry
parameter extraction.

Without re-extracting any parameter from SEDs after RTHC and RCXC ex-
traction, Fig. 6.6 through Fig. 6.9 show the fitting plots of forward Gummel,
fT v.s. IC and S-parameters of devices having different AE v.s. NE combina-
tions. The model simulation shows a good fit to the measured data. Especially
in Fig. 6.6, it shows the model simulated (in solid lines) fT v.s. IC derived from
ADS comparing with the measured data (in circles) from NE=1∼4, NC=2 and
different AE devices. The model simulation results can accurately predict the
degradation of the measured peak fT with increasing emitter number. The
default Mextram model parameter ”MULT” scaling (in dashed line), which
puts MULT SEDs in parallel, however, is not able to provide that results.
Since the fT can be simply expressed as the sum of the total forward transit
time (τF ), BE and BC junction capacitances charging time ( kT

qIC
(CBE +CBC))
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Figure 6.5: Devices’ geometry matrix including multi-emitter (NE=2, 3 and 4)
devices with two collector contact (NC=2) for geometry parameters extraction.

and collector R-C delay time (RCC · CBC) [18] as

1
2πfT

= τF +
kT

qIC
(CBE + CBC) + RCC · CBC , (6.16)

while two capacitances charging time staying almost constant with increasing
emitter fingers, the fT -degradation arises from the increase of total forward
transit time and the collector R-C delay time. Therefore, the accurate pre-
diction of fT -degradation with NE from the proposed configurational scalable
model validates the thermal resistance and collector resistance scaling results.

6.4 Conclusions
In this chapter, the reference geometry based scaling approach for the Mex-
tram model has been extended to different layout configurations of bipolar
devices. The proposed scaling methodology employs effective thermal and
collector node assumption of multi-emitter devices.

The configuration scalable model uses almost the same set of model param-
eters as the geometry scalable model except RTHC and RCXC, which model the
mutual heating effect and collector resistance between two adjacent emitter



116 Mextram modeling for high power application

fingers and two additional instance parameters NE and NC for different lay-
out configurations. The model nicely predicts the fT -degradation due to an
increase of the mutual heating and the collector delay time with an increas-
ing number of emitters. It is concluded that the number of emitters can’t be
increased without a limit as can’t increase emitter area without a limit.
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with NE = 1 ∼ 4, NC = 2 at T = TR = 25 oC.
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Figure 6.7: Measured and simulated S-parameters v.s. frequency (1∼40 GHz)
of AE = 0.2×10.16 µm2, NC = 2 and NE = 1 ∼ 4 devices biased at VBE = 0.95
V and VCE = 2 V and at T = TR = 25 oC.
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Figure 6.8: Measured and simulated S-parameters v.s. frequency (1∼40 GHz)
of AE = 0.3×10.16 µm2, NC = 2 and NE = 1 ∼ 4 devices biased at VBE = 0.95
V and VCE = 2 V and at T = TR = 25 oC.
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Figure 6.9: Measured and simulated S-parameters v.s. frequency (1∼40 GHz)
of AE = 0.6×10.16 µm2, NC = 2 and NE = 1 ∼ 4 devices biased at VBE = 0.95
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Chapter 7

Conclusions and recommendations

7.1 Conclusions

In the modern semiconductor industry, compact models play an important role
in connecting semiconductor manufacturing and circuit design. Moore’s law
tells us that the number of transistors on a chip doubles about every two years.
This means that there is a new process generation about every two years. In
each process generation, there are also different kinds of devices (high-voltage,
general-purpose, high-speed etc.) to meet the different design specifications.
With sky-high costs for process development and masks, the semiconductor
devices’ model library for each process generation has to be created accurately
and efficiently to reduce the circuit design cycle time. As the complexity of
the integrated circuits increases, there are also more and more requirements on
the functionality of compact models. One of the requirements is the scalability
of the model. Not only temperature scalability but also geometry scalability
is required.

In this thesis, special emphasis has been put on geometry and configuration
scaling since there are deficiencies in the existing bipolar device model’s scaling
approach such as:

1. The scalable bipolar models are mainly based on the physical or elec-
trical size of the transistor’s junctions. The determination of the physical
device sizes typically requires scanning electron microscope (SEM) inspection
of special device test samples during the process steps. The same device might
not be used later for the model evaluation. On the other hand, it is difficult
to uniquely estimate the device electrical sizes from the measured parame-
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ter v.s. drawn (layout) device dimensions. Furthermore, the electrical device
size could be quite different for the model parameters representing different
physical quantities, like currents or charges.

2. The scalable model implementation is not standardized. It usually
employs the sub-circuit netlist approach, which includes the geometry param-
eters and scaling rules in the model library. However, it takes effort to have
the netlist adopted by different circuit simulators and it is difficult to have IP
protection of the scaling rules (if such a protection is required). Some designers
use a single device model library generated from a toolbox, which is controlled
by the model developer. It offers IP protection but designers sometimes still
have to come back to the model developer for a specific size, which they need
for their design but is not available in the model library.

3. The geometry scaling is typically not part of the bipolar model de-
scriptions. It is performed apart from the single model parameter extraction.
Therefore various auxiliary tools have been developed to extract geometry
parameters based on certain geometry scaling rules, sheet resistance measure-
ment, process data and sets of single device parameters at different geome-
tries. However, such a heterogeneous parameter extraction procedure could
be in some cases inefficient due to the switching between different tools. More-
over, the resulting scalable model might accumulate errors originating from
individual parameter extraction steps in different tools.

The above mentioned deficiencies have been overcome in the new scalable
bipolar transistor model Mextram. Its geometry scaling is mainly based on
the physical properties of Mextram parameters but scales with the drawn size
in the device layout. Therefore, there is no need for physical or electrical de-
vice size measurement. The scalable electrical parameter and the geometry
in a scaling rule are normalized to the reference parameter and the reference
geometry analogous to the formulation for the temperature scaling. So, the
geometry scaling rules can be incorporated in the standard Mextram model
implemented in AHDL Verilog-A language, which is an IEEE standard lan-
guage for describing analog systems and it is adopted in many commercial
simulators. The Verilog-A model can also offer IP protection if it is compiled
as a shared library. In the mean time, designers still have the full freedom
in choosing device geometry when the shared library is linked to the circuit
simulator.

Along with the scalable model, a unified parameter extraction procedure
for reference, temperature and geometry parameters of the scalable model has
been implemented in an IC-CAP model file. As a result, no additional tool is
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required for temperature and geometry parameter extraction of the scalable
model. With a systematic parameter extraction procedure for single Mextram
model parameters at a reference geometry, temperature parameters from mea-
sured data at various temperatures and geometry parameters from measured
data at various selected geometries, the complete parameter extraction pro-
cedure has been demonstrated on a high-speed SiGe HBT technology. The
resulting model shows good fit to CV, DC, fT and S-parameters measured
from the high-speed SiGe HBTs. As a result, the scalable model library gen-
eration is efficient and the accuracy is increased with the new scaling approach.

The scalable model is extended to different layout configurations without
adding extra thermal and collector nodes based on effective thermal and col-
lector node assumptions. Therefore, the configuration scalable model uses al-
most the same set of model parameters as the geometry scalable model except
additional geometry parameters for the mutual heating effect and collector re-
sistance between two adjacent fingers and additional instance parameters for
different layout configurations. The model nicely predicts the fT -degradation
due to an increase of the mutual heating effect and the collector delay time
with an increasing number of emitter fingers. It is concluded that the number
of emitter fingers can not be increased without a limit. Moreover, since the
geometry scaling approach is based on the scaling of the physical properties,
it can be applied to the Gummel-Poon, HICUM and VBIC models as well.

7.2 Recommendations for the future work
Though Mextram model and its scalable variant are good enough for most
applications today, there is still room to improve it for advanced circuit design.
Listed below are suggestions for the future work that can be done to improve
Mextram model and its parameter extraction procedure.

Predicted model from the TCAD simulation

Technology computer aided design (TCAD) tools including process [131–133]
and device [134–136] simulators are usually used in assisting process and com-
pact model development. With accurate physical models and a proper calibra-
tion procedure, TCAD simulation results can be very close to the measured
data of SiGe HBTs [137]. Though mixed device/circuit simulation is available
in device simulators [134–136], it is usually time consuming compared to cir-
cuit simulation with circuit simulator. So, a feasible solution may be to use
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device simulation results to synthesize measured CV, DC, S-parameters and
noise data. Then, parameter extraction from the synthesized measured data
can be used as a predicted model for the circuit simulation. Therefore, circuit
design can proceed during process development. Moreover, test structures in
the test chip used for Mextram modeling purposes can be reduced in space and
number if TCAD simulation results are widely used for parameter extraction.

Incorporation of process variation in the scalable Mextram model

When the bipolar device’s emitter size enters the deep sub-micron era, small
fluctuations during the device process steps may become significant in the de-
vice electrical characteristics. Since the process simulator can simulate the
process steps during semiconductor device fabrication, it can be used to ana-
lyze relation between process variations and model parameters. Besides, the
correlation between different parameters from the same process variation can
also be found. By incorporating statistical variations of process parameters in
the scalable Mextram model, the worst-case characteristic and the mismatch of
bipolar devices can be simulated during accurate mixed-signal circuit design.
Therefore, some precautions can be taken to prevent failures of mixed-signal
circuits and hence to increase their yields.

Parallel models for multi-emitter bipolar devices

As discussed in Chapter 6, there are non-uniform potential and temperature
distributions in the multi-emitter bipolar device due to the lateral current flow
and the mutual heating effect. It is modeled with an average temperature and
potential rise based on the assumption that the current flowing through each
emitter finger is uniform. However, a non-uniform temperature and poten-
tial will vary the current flowing through each emitter. Therefore, a macro
model, which puts Mextram models in parallel to represent the number of
emitters, may give a better description of the non-uniform temperature and
potential distribution for the high-power bipolar circuit design. Actually, a
quasi-distributed three-dimension model, which puts bipolar models in paral-
lel to represent part of the large emitter area, has been used to find a possible
pinched point for the avalanche effect while the device is operated beyond
BVCEO [138].



7.2 Recommendations for the future work 125

Simplified version of Mextram model

Though there are requests from some Mextram model users to include more
physical effects of bipolar devices in the Mextram model, there are also re-
quests from others in the opposite - to simplify it. For example, the high
current injection effect of parasitic pnp only exists in the reverse-active region
and rarely occurs in the normal operation. The non-ohmic quasi-saturation
effect only happens when there is high collector current and voltage. It does
not always exist in the bipolar device with an optimized collector design [8].
Some of the exponential functions in the temperature scaling rules can be
linearized as in SPICE Gummel-Poon model. From the facts that we have
discussed above, it is possible to have a simplified version of Mextram to re-
duce simulation time and model complexity.
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Appendix A

List of Mextram model parameters

level 504.6
The parameters denoted with a ’∗’ are not used in the DC model
# symbol name units description
1 LEVEL LEVEL — Model level, must be set to 504
2 Tref TREF ◦C Reference temperature. Default is 25◦C
3 DTA DTA ◦C Difference between the local ambi-

ent and global ambient temperatures:
Tlocal ambient = Tglobal ambient + DTA

4 EXMOD EXMOD — Flag for extended modelling of the re-
verse current gain

∗5 EXPHI EXPHI — Flag for the distributed high-frequency
effects in transient

6 EXAVL EXAVL — Flag for extended modelling of
avalanche currents

7 Is IS A Collector-emitter saturation current
8 Ik IK A Collector-emitter high injection knee

current
9 Ver VER V Reverse Early voltage

10 Vef VEF V Forward Early voltage
11 βf BF — Ideal forward current gain
12 IBf IBF A Saturation current of the non-ideal for-

ward base current
13 mLf MLF — Non-ideality factor of the non-ideal for-

ward base current
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# symbol name units description
14 XIB1 XIBI — Part of ideal base current that belongs

to the sidewall
15 βri BRI — Ideal reverse current gain
16 IBr IBR A Saturation current of the non-ideal re-

verse base current
17 VLr VLR V Cross-over voltage of the non-ideal re-

verse base current
18 Xext XEXT — Part of Iex, Qtex, Qex and Isub that de-

pends on VBC1 instead of VB1C1

19 Wavl WAVL m Epilayer thickness used in weak-
avalanche model

20 Vavl VAVL V Voltage determining curvature of
avalanche current

21 SfH SFH — Current spreading factor of avalanche
model (when EXAVL=1)

22 RE RE Ω Emitter resistance
23 RBc RBC Ω Constant part of the base resistance
24 RBv RBV Ω Zero-bias value of the variable part of

the base resistance
25 RCc RCC Ω Constant part of the collector resistance
26 RCv RCV Ω Resistance of the un-modulated epilayer
27 SCRCv SCRCV Ω Space charge resistance of the epilayer
28 Ihc IHC A Critical current for velocity saturation

in the epilayer
29 axi AXI — Smoothness parameter for the onset of

quasi-saturation
∗30 CjE CJE F Zero-bias emitter-base depletion capac-

itance
31 VdE

VDE V Emitter-base diffusion voltage
32 pE PE — Emitter-base grading coefficient
∗33 XCjE XCJE — Fraction of the emitter-base depletion

capacitance that belongs to the sidewall
∗34 CBEO CBEO — Emitter-base overlap capacitance
∗35 CjC CJC F Zero-bias collector-base depletion ca-

pacitance
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# symbol name units description
36 VdC

VDC V Collector-base diffusion voltage
37 pC PC — Collector-base grading coefficient
38 Xp XP — Constant part of CjC

39 mC MC — Coefficient for the current modulation
of the collector-base depletion capaci-
tance

∗40 XCjC XCJC — Fraction of the collector-base depletion
capacitance under the emitter

∗41 CBCO CBCO — Collector-base overlap capacitance
∗42 mτ MTAU — Non-ideality factor of the emitter stored

charge
∗43 τE TAUE s Minimum transit time of stored emitter

charge
∗44 τB TAUB s Transit time of stored base charge
∗45 τepi TEPI s Transit time of stored epilayer charge
∗46 τR TAUR s Transit time of reverse extrinsic stored

base charge
47 dEg DEG eV Bandgap difference over the base
48 Xrec XREC — Pre-factor of the recombination part of

IB1

49 AQB0
AQBO — Temperature coefficient of the zero-bias

base charge
50 AE AE — Temperature coefficient of the resistiv-

ity of the emitter
51 AB AB — Temperature coefficient of the resistiv-

ity of the base
52 Aepi AEPI — Temperature coefficient of the resistiv-

ity of the epilayer
53 Aex AEX — Temperature coefficient of the resistiv-

ity of the extrinsic base
54 AC AC — Temperature coefficient of the resistiv-

ity of the buried layer
55 dAIs DAIS — Parameter for fine tuning of temper-

ature dependence of collector-emitter
saturation current
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# symbol name units description
56 dVgβf DVGBF V Band-gap voltage difference of forward

current gain
57 dVgβr DVGBR V Band-gap voltage difference of reverse

current gain
58 VgB VGB V Band-gap voltage of the base
59 VgC VGC V Band-gap voltage of the collector
60 Vgj VGJ V Band-gap voltage recombination

emitter-base junction
∗61 dVgτE DVGTE V Band-gap voltage difference of emitter

stored charge
∗62 Af AF — Exponent of the Flicker-noise
∗63 Kf KF — Flicker-noise coefficient of the ideal base

current
∗64 KfN KFN — Flicker-noise coefficient of the non-ideal

base current
∗65 Kavl KAVL — Switch for white noise contribution due

to avalanche
66 ISs ISS A Base-substrate saturation current
67 Iks IKS A Base-substrate high injection knee cur-

rent
∗68 CjS CJS F Zero-bias collector-substrate depletion

capacitance
∗69 VdS

VDS V Collector-substrate diffusion voltage
∗70 pS PS — Collector-substrate grading coefficient
71 VgS VGS V Band-gap voltage of the substrate
72 AS AS — For a closed buried layer: AS = AC, and

for an open buried layer: AS = Aepi

73 Rth RTH ◦C/W Thermal resistance
∗74 Cth CTH J/◦C Thermal capacitance
75 Ath ATH — Temperature coefficient of the thermal

resistance
76 MULT MULT — Multiplication factor



Appendix B

Tunneling current model implementation in Verilog-
A
//Temperature scaling for tunneling current
BTJE T = BTJE ∗ pow(VDE / VDE T, PE) ∗ (1+ABTJE*(tN-1));
VTJE T = VTJE ∗ pow(VDE T / VDE, PE) ∗ (1+AVTJE∗(tN-1));
BTJE TM = BTJE T ∗ MULT;

// Base-emitter tunneling current
Ibet = 0.0;
if (Vb2e1 < 0.0) begin
Vqte = VDE T / (1 - PE) - Vte;
eVb2e1 vt2 = pow(eVb2e1, 0.5);
Vb2e1 bbt = Vb2e1 ∗ (1.0 - eVb2e1 vt2)/ (1.0 + eVb2e1 vt2);
Ibet = BTJE TM ∗ Vb2e1 bbt * Vqte ∗ exp(-VTJE T / Vqte);

end
I(b2, e1) < + TYPE ∗ Ibet;

Note: The complete Mextram Verilog-A code is available in
http://hitec.ewi.tudelft.nl/mug/
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Appendix C

Definition of 2-port Y, Z, H, ABCD-parameter and
their transformation

i1 i2

v1 v2

Port1 Port2

2-port
network

Fig. C.1: Terminal voltages and currents in a 2-port network .
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Appendix D

Behavior substrate resistance model implementation
in Verilog-A

module rsub va (s, g);
inout s, g;
electrical s, g;
// Numerator Coefficients
parameter real N0 = 3E3;
parameter real N1 = -4.339E9;
parameter real N2 = -2.818E9;
parameter real N3 = -116.6E6;
parameter real N4 = -1.016E6;
parameter real N5 = 33.98E3;

// Denominator Coefficients
parameter real D0 = 1;
parameter real D1 = -1.826E3;
parameter real D2 = 466.9E3;
parameter real D3 = 506.9E3;
parameter real D4 = 63.69E3;
parameter real D5 = -70.14;
parameter real D6 = 1;

// Scaling factor parameter
parameter real SCALE PAR = 1E9;

// Numerator and denominator Vectors
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real num[0:5];
real den[0:6];

// Scaling factor and 2*pi
real pii, pii2;
real scale factor;

analog begin
pii = 3.1415926;
pii2 = 2 ∗ pii;
scale factor = 1 / (pii2 ∗ SCALE PAR);
num[0] = N0;
num[1] = N1 * scale factor;
num[2] = N2 * pow(scale factor, 2);
num[3] = N3 * pow(scale factor, 3);
num[4] = N4 * pow(scale factor, 4);
num[5] = N5 * pow(scale factor, 5);
den[0] = D0;
den[1] = D1 * scale factor;
den[2] = D2 * pow(scale factor, 2);
den[3] = D3 * pow(scale factor, 3);
den[4] = D4 * pow(scale factor, 4);
den[5] = D5 * pow(scale factor, 5);
den[6] = D6 * pow(scale factor, 6);
V(s,g) < + laplace nd(I(s,g), num, den);

end
endmodule



Appendix E

Geometry scaling rules implementation in Verilog-A
//Geometry scaling rules for a scalable Mextram model
ne = NE;
nb = NE+1.0;
nc = NC;
we = W;
le = L;
weref = WREF;
leref = LREF;
wb = we+detob;
lb = le+detob;
wbref = weref+detob;
lbref = leref+detob;
wc = we+detoc;
lc = le+detoc;
wcref = weref+detoc;
lcref = leref+detoc;
IS scale = ne*IS*(1.0+ISA*(we*le/(weref*leref)-1.0)

+ISW*(we/weref-1.0)+ISL*(le/leref-1.0));
IK scale = ne*IK*(1.0+IKA*(we*le/(weref*leref)-1.0)

+IKW*(we/weref-1.0)+IKL*(le/leref-1.0));
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RE scale = RE/(ne*(1.0+REA*(we*le/(weref*leref)-1.0)
+REW*(we/weref-1.0)+REL*(le/leref-1.0)))+0.7;

RBV scale = (1.0/ne)*RBV*we/weref*leref/le*(1.0/12.0-(1.0/12.0
-1.0/28.45)*we/le)/(1.0/12.0-(1.0/12.0-1.0/28.45)
*weref/leref);

RBC scale = RBC/(ne*(1.0+RBCL*(le/leref-1.0)
+RBCW*(we/weref-1.0)));

rc1 = (1.0-RCX)*(RCI/ne*weref*leref/we/le+(1.0-RCI)
*we/le*leref/weref*ne/nc/nc);

rc2 = RCXC*leref/le*(ne-1.0)*(2.0*ne/nc/nc-1.0)/ne;
rc3 = RCX/nc/(1.0+RCW*(ne/nc*we/weref-1.0)

+RCL*(le/leref-1.0));
RCC scale = RCC*(rc1+rc2+rc3);
CJE scale = ne*CJE*(1.0+CJEA*(we*le/(weref*leref)-1.0)

+CJEW*(we/weref-1.0)+CJEL*(le/leref-1.0));
PE scale = PE*(1.0+PEW*(weref/we-1.0)+PEL*(leref/le-1.0)

+PEC*(weref*leref/(we*le)-1.0));
CJC scale = ne*CJC*(1.0+CJCA*(we*le/(weref*leref)-1.0)

+CJCW*(we/weref-1.0)+CJCL*(le/leref-1.0));
PC scale = PC*(1.0+PCW*(weref/we-1.0)+PCL*(leref/le-1.0)

+PCC*(weref*leref/(we*le)-1.0));
CJS scale = CJS*(1.0+CJSA*(wc*lc/(wcref*lcref)-1.0)

+CJSW*(wc/wcref-1.0)+CJSL*(lc/lcref-1.0));
PS scale = PS*(1.0+PSW*(wcref/wc-1.0)+PSL*(lcref/lc-1.0)

+PSC*(wcref*lcref/(wc*lc)-1.0));
BF scale = BF*(1.0+BFW*(weref/we-1.0)+BFL*(leref/le-1.0)

+BFC*(weref*leref/(we*le)-1.0));
VEF scale = VEF*(1.0+VEFW*(weref/we-1.0)+VEFL

*(leref/le-1.0)+VEFC*(weref*leref/(we*le)-1.0));
VER scale = VER*(1.0+VERW*(weref/we-1.0)+VERL

*(leref/le-1.0)+VERC*(weref*leref/(we*le)-1.0));
IBF scale = ne*IBF*(1.0+IBFA*(we*le/(weref*leref)-1.0)

+IBFW*(we/weref-1.0)+IBFL*(le/leref-1.0));
ISS scale = ne*ISS*(1.0+ISSA*(wb*lb/(wbref*lbref)-1.0)

+ISSW*(wb/wbref-1.0)+ISSL*(lb/lbref-1.0));
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BRI scale = BRI*(1.0+BRIW*(weref/we-1.0)+BRIL*(leref/le-1.0)
+BRIC*(weref*leref/(we*le)-1.0));

IBR scale = ne*IBR*(1.0+IBRA*(we*le/(weref*leref)-1.0)
+IBRW*(we/weref-1.0)+IBRL*(le/leref-1.0));

IKS scale = ne*IKS*(1.0+IKSA*(wb*lb/(wbref*lbref)-1.0)
+IKSW*(wb/wbref-1.0)+IKSL*(lb/lbref-1.0));

TAUB scale = TAUB*(1.0+TAUBW*(weref/we-1.0)+TAUBL
*(leref/le-1.0)+TAUBC*(weref*leref/(we*le)-1.0));

RCV scale = RCV/(ne*(1.0+RCVA*(we*le/(weref*leref)-1.0)
+RCVW*(we/weref-1.0)+RCVL*(le/leref-1.0)));

IHC scale = ne*IHC*(1.0+IHCA*(we*le/(weref*leref)-1.0)
+IHCW*(we/weref-1.0)+IHCL*(le/leref-1.0));

SCRCV scale = SCRCV/(ne*(1.0+SCRCVA*(we*le/(weref*leref)-1.0)
+SCRCVW*(we/weref-1.0)+SCRCVL*(le/leref-1.0)));

sum1 = 0;
ii = 1;
while (ii< = ne-1.0) begin

sum temp = ne/ii-1.0;
sum1 = sum1+sum temp;
ii = ii+1;

end
RTH scale = RTH/ne*(1.0/(1.0+RTHA*(wb*lb/wbref/lbref-1.0)

+RTHW*(wb/wbref-1.0)+RTHL*(lb/lbref-1.0))
+2.0*RTHC*lbref/lb*wbref/wb*sum1/ne);
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Summary

Title: A Scalable Mextram Model for Advanced Bipolar Circuit Design
By: Hsien-Chang Wu

With the blossom of the wireless mobile technology starting from the 90’s,
Si/SiGe bipolar devices are widely used in radio frequency integrated circuits
(RFICs) due to their superior high-frequency performance compared to CMOS
devices for a given process generation. In this thesis, a general geometry
scaling approach and an efficient parameter extraction procedure to support
advanced bipolar circuit design is presented. The thesis is summarized as
follows.

In Chapter 1, the evolution of bipolar transistor technology from the early
point contact transistor to the most advanced SiGe:C HBT, as well as the
main applications of bipolar transistors in each period of time, are described.
Then, it is discussed how compact model development has been driven by
technology progress. It is further mentioned how the different generations of
bipolar models are classified and what major differences between the subse-
quent generations of models are.

In Chapter 2, the detailed branch currents, charges and noises sources in
the equivalent circuit of the Mextram model associated with their physical
meaning are described.

In Chapter 3, a ”short-cut” for compact model implementation on basis
of the high-level language AHDL Verilog-A is introduced. Compared to the
handcrafted C-code approach, the Verilog-A approach drastically reduces the
time needed to implement a compact model as well as the effort and time
needed to test the implementation. The Verilog-A Mextram model shows
promising accuracy and simulation speed compared to a C-code Mextram
model. Moreover, two additional features (tunneling current and behavioral
substrate resistance) for the Mextram model are implemented in Verilog-A
demonstrating that it is very suitable for practicing new modeling ideas.
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In Chapter 4, the bipolar transistor measurements (including DC, CV,
S-parameters and 1/f noise), test structure design for the device measure-
ment and pad parasitic de-embedding are discussed. As a result, a transistor
array is used as a way to increase the measured capacitance value of a small
geometry transistor for CV measurement. Different de-embedding methods in-
cluding open, open-short and 4-port in combination with dummy open, short
and loads structures are introduced for de-embedding at different frequency
ranges. Following the device measurements and test structure design, different
measurement setups for the relevant Mextram model parameters are used to
demonstrate single device parameter extraction from a high-speed SiGe HBT.

In Chapter 5, a reference based geometry scalable model and its parameter
extraction is proposed. The scaling rules for the scalable Mextram model are
based on device physics and re-formulated in terms of reference parameters,
geometry parameters and drawn sizes in the device layout for geometry scaling.
Then, the geometry scaling rules are incorporated in the standard Mextram
model implemented in Verilog-A language. Therefore, the scalable model can
be employed in the ADS simulator and the parameters can be systematically
extracted from the measured data of various geometries within an IC-CAP
model file, which is extended from the single device parameter extraction
procedure. The new scalable model is tested with the same high-speed SiGe
HBT technology used in Chap. 4. The simulation data from the new scalable
model show good fit to CV, DC, fT and S-parameters measurements from the
SiGe HBTs of various geometries.

In Chapter 6, an extension of the geometry scalable Mextram model to the
configuration scalable model including different emitter numbers and collector
contacts for high-power application is described. The distributed temperature
and internal collector voltage are modeled by their average values. Therefore,
the configuration scalable model uses almost the same set of model parame-
ters as the geometry scalable model except additional geometry parameters
representing the mutual heating effect and the collector resistance between
two adjacent emitter fingers and additional instance parameters representing
different layout configurations. The configuration model nicely predicts the
fT -degradation measured from the SiGe HBTs due to an increase of the mu-
tual heating and the collector delay time with increasing emitter numbers.

Finally, Chapter 7 presents the conclusion of the thesis and some sugges-
tions for the future work on the Mextram model.



Samenvatting

Een Schaalbaar Mextram Model voor Geavanceerd Bipolair Circuit Ontwerp
By: Hsien-Chang Wu

In de draadloze mobiele communcatietechnologie, die bloeit sinds de negentiger
jaren van de twintigste eeuw, worden Si en SiGe bipolaire transistoren breed
toegepast in gëıntegreerde circuits voor radio-frequenties (RFIC’s), vanwege
hun superieure hoog-frequent prestaties vergeleken met CMOS componenten
voor een gegeven procesgeneratie. In dit proefschrift worden een algemene
aanpak van geometrie-schaling en een efficiënte parameterextractieprocedure
gepresenteerd ter ondersteuning van geavanceerd bipolair circuit ontwerp. Het
proefschrift wordt hier als volgt samengevat.

In hoofdstuk 1 wordt de evolutie van de bipolaire transistor-technologie
beschreven, vanaf de vroege puntcontacttransistor tot de meest geavanceerde
SiGe:C heterojunctie-bipolaire transistor (HBT), samen met de voornaamste
toepassing van bipolaire transistoren in elk tijdvak. Vervolgens wordt bespro-
ken hoe de ontwikkeling van compacte modellen telkens gedreven werd door de
voortgang van de technologie. Voorts wordt aangegeven hoe de verschillende
generaties van bipolaire modellen worden geclassificeerd en wat de belangrijke
verschillen tussen de opeenvolgende generaties van modellen zijn.

In hoofdstuk 2 worden de details beschreven van de stromen, ladingen en
ruisbronnen in het equivalente circuit volgens het Mextram model, in samen-
hang met een beschrijving van hun fysische betekenis.

In hoofdstuk 3, wordt een laagdrempelige technologie gëıntroduceerd voor
implementatie van compacte modellen. Het betreft toepassing van de hogere
programmeertaal AHDL Verilog-A. Vergeleken met implementatie in hand-
geschreven C-code vergt een implementatie in Verilog-A aanzienlijk minder
inspanning en tijd en ook de inspanning en tijd die nodig zijn voor het testen
van de implementatie worden bij implementatie in Verilog-A drastisch gere-
duceerd. De implementatie in Verilog-A van het Mextram model laat een
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veelbelovende nauwkeurigheid en simulatiesnelheid zien, vergeleken met een
implementatie in C-code van het model. Voorts worden twee toegevoegde
aspecten (tunnelstroom en effectieve substraatweerstand) van het Mextram
model gëımplementeerd in Verilog-A, als demonstratie van de grote geschik-
theid ervan voor het uitwerken van nieuwe model ideeën.

In hoofdstuk 4 worden metingen aan bipolaire transistoren bediscussieerd –
dit omvat DC, CV, S-parameters en 1/f -ruis – alsmede het ontwerp van test-
structuren voor metingen aan devices en de correctie van gemeten waarden
voor parasitaire invloeden van contactstructuren. Een matrix van transistoren
wordt gebruikt om de te meten capaciteit te vergroten van kleine transistoren,
ten bate van CV-metingen. Verschillende de-embedding methoden – open,
open-short en 4-poort in combinatie met dummy-open, short en load struc-
turen – worden gëıntroduceerd ten bate van de-embedding in verschillende
frequentie-regimes. Ten bate van extractie van Mextram model-parameters
voor individuele transistoren worden verschillende meet-configuraties gebruikt.
Dit wordt gedemonstreerd aan de hand van een SiGe HBT voor hoog-frequent
toepassingen.

In hoofdstuk 5 wordt een model voorgesteld, inclusief een parameterextrac-
tiemethodiek, voor geometrie-schaling, een zogenaamd referentie-gebaseerd,
geometrie-schaalbaar model. De schaalregels voor het schaalbare Mextram
model zijn gebaseerd op device-fysica en geformuleerd in termen van refer-
entieparameters, geometrieparameters en getekende maten van de device lay-
out. De geometrie-schaalregels zijn opgenomen in het standaard Mextram
model door middel van een implemenatie in de Verilog-A taal. Het schaalbare
model kan zo worden gebruikt binnen een IC-CAP model file met een ADS -
circuit simulator en de parameters kunnen systematisch worden geëxtraheerd
uit de gemeten data van transistoren van verschillende geometrische afmetin-
gen. Het betreft een uitbreiding van de parameterextractieprocedure voor
individuele devices. Het nieuwe schaalbare model is getest met de zelfde SiGe
HBT hoogfrequent technologie die ook in hoofdstuk 4 is gebruikt. De simu-
laties met het nieuwe schaalbare model laten een goede fit zien aan CV, DC,
fT en S-parameter metingen aan SiGe HBT’s van verschillende afmetingen.

Hoofdstuk 6 bevat een beschrijving van een uitbreiding van het geometrie-
schaalbaar Mextram model naar een configuratie-schaalbaar model, dat be-
doeld is voor transistoren met meerdere emittervingers en meerdere collector-
contacten. De ruimtelijk verdeelde temperatuur en interne collectorspanning
worden erin gerepresenteerd door hun respectievelijke gemiddelde waarden.
Bijgevolg heeft het configuratie-schaalbare model vrijwel dezelfde model-para-
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meterset als het geometrie-schaalbare Mextram model. Toegevoegd zijn alleen
parameters voor de wederzijdse opwarming van emitter-vingers, voor de col-
lector-weerstand tussen emitter-vingers, alsmede parameters die verschillende
configuraties representeren. Het configuratie-model geeft een bevredigende
voorspelling van de fT -degradatie die wordt waargenomen bij SiGe HBT’s bij
toenemend aantal emitter-vingers ten gevolge van de toenemende onderlinge
opwarming van de vingers en de toenemende collector delay-time.

Hoofdstuk 7, ten slotte, presenteert de conclusies van de dissertatie en
enkele suggesties voor toekomstig werk aan het Mextram model.
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