
 

Dynamic Modelling of a Solid 

Oxide Fuel Cell System 

Integration of 1-D SOFC Dynamic Model 

with the Balance of Plant components 

  

Pietro Uva 

D
e
lf

t 
U

n
iv

e
rs

it
y
 o

f 
T

e
c
h

n
o

lo
g

y
 





Dynamic Modelling of a Solid Oxide
Fuel Cell System

Integration of 1-D SOFC Dynamic Model with the
Balance of Plant components

by

Pietro Uva

In partial fulfilment of the requirement for the degree of

Master of Science
in Marine Technology

at the Delft University of Technology
to be defended publicly on September the 29th, 2020 .

Student number : 4787870
Thesis number : SDPO.20.024.m.
MTI report number : AO165

Thesis committee :
Ir. K. Visser TU Delft, Chairman
Dr.Ir. L. van Biert TU Delft, Supervisor
Ir. B.T.W. Mestemaker Royal IHC, Supervisor
Dr.C.DeServi External Committee Member

An electronic version of this dissertation is available at:
http://repository.tudelft.nl/

http://repository.tudelft.nl/




To my very big family...





Abstract

The constant pressure on the maritime sector to reduce Greenhouse Gas (GHG) emissions has led the
shipping industry to search for alternatives, such as zero-emissions propulsion systems, which would
allow meeting the 2050 target imposed by International Maritime Organization (IMO) regulation. Fuel
cells have demonstrated to substantially contribute to the greening of energy conversion technologies.
Specifically, Solid Oxide Fuel Cells have proven to be a reliable technology to produce energy from
Liquid Natural Gas (LNG). However, the limited understanding of the effect of the components around
the stack (also known as Balance of Plant, BoP) in SOFC power generation system represents one of
the reasons of the slow development of this technology. Therefore, developing a model which predicts
the performance of a complete SOFC power generation system, would allow studying the dynamic loads
and all the possible system modification without resulting in the higher costs and the time required of a
real system modification.

Extensive literature studies have been conducted on modelling and simulation of the performance of
single or multiple cell SOFC systems. Either by analysing only the time evolution of the system itself
or by estimating both time and space variation of the system characteristics. However, relatively few
research has been done on how the performance and the dynamics of the BoP components influence the
efficiency and the load following capabilities of an SOFC power generation system.

The main objective of this research is to gain insight in the performance of the BoP components and
their influence on the SOFC power generation system for maritime applications. A dynamic model de-
scribing a complete SOFC power generation system is developed in this work. The chosen system config-
uration consists of three blowers, two heat exchangers, a mixer, an external pre-reformer, an SOFC stack
and an afterburner. Specifically, each BoP component is modelled dynamically using a 0-D approach
and verified individually by using the software Cycle-Tempo. Then, the BoP models are integrated with
an existing 1-D SOFC stack model. A dedicated control system is implemented and the load following
capabilities of the complete system are studied.

The model developed is able to simulate the time variation of all the BoP component characteristics
and provides insights in the system efficiency when varying operating parameters such as stack current,
anode recirculating ratio and fuel utilization. In particular, it is proven that working at low current enables
higher cell voltage and, thus, higher system and stack efficiency.

System fuel utilization significantly contributes to the system efficiency, which reaches the highest
value for the highest fuel utilization. Additionally, the effect of the fuel utilization rate on the stack
and system is the highest at lower currents. System and stack efficiency of respectively 58 % and 66 %
are possible with the chosen system configuration. Anode recirculating contributes more to the system
efficiency than the stack efficiency. The highest system efficiency is obtained for low current values and
high recirculating ratio. Moreover, significant CO2 emission reduction is obtained for high recirculating
ratio.

The chosen control strategy succeeds on ensuring thermal safe operation, but does not guarantee fast
response to load changes. In particular, a system response within 2 hours is achieved with the controller
developed when the stack current is changed from 27 A to 23 A . Moreover, a load ramp of the stack
current is a better choice in terms of thermal safe operation than a stepped change.

The developed model represents a solid base for future development and research in the modelling of
SOFC power generation systems for maritime applications. Nevertheless, future investigations on model
validation, control system, start-up operations and system optimization are recommended.
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Chapter 1

Introduction

1.1 Background

International shipping significantly contributes to CO2 emissions. In 2017, shipping accounted for almost
2.6% of annual global CO2 emissions [2]. The Third IMO Greenhouse Gas (GHG) Study from October
2014 forecast that GHG emissions from international shipping might grow up to 250 % by 2050 [1].
This is mainly related to the expected increase of the shipping volume and the size of the maritime fleet
[3, 4]. Consequently, in April 2018, the International Maritime Organisation decreed that the industry
must reduce the total annual GHG emissions to 50% of the 2008 level by 2050 [5]. Amongst the different
alternatives which could allow shipping industry to meet the 2050 target, developing (near) zero-emission
propulsion systems represents the most promising option.

According a DNV-GL report of July 2019 [7], over the past 10 years, the number of all-electric
or hybrid ships has grown from zero to more than 350 units in operation and on order. However, the
majority of these vessels operates in the short-sea segment for offshore and/or passenger ships/ferries. In
other words, none of the current hybrid vessels are deep-sea trading vessels and this is mainly caused by
the large energy requirements of these vessels.

Fuel cells have proven to be a reliable technology to produce clean energy from hydrogen. In a
fuel cell, electrical energy is produced through conversion of chemical energy of molecules, commonly
hydrogen (i.e. H2). Used as energy source for fuel cells, hydrogen represents the best solution for zero
emission deep-sea shipping, having a gravimetric energy density of almost 120 MJ/kg (circa three times
higher than diesel). However, as shown in Figure 1.1, when taking into account the required storage
system, the situation changes completely and the gravimetric energy density reduces by 90% for liquid
hydrogen (LH2) and comparable value for compressed hydrogen.

Figure 1.1: Comparison of energy density for different energy carriers. The arrows represent indicative
values of the energy density reduction when storage systems are taken into account [7].
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Consequently, most of fuel cell systems use a hydrogen carrier, such as methane (CH4) representing
the main component of natural gas. The latter is characterised by lower gravimetric energy density com-
pared to pure hydrogen but higher volumetric and gravimetric energy density when its liquid form (LNG)
is compared with LH2. Moreover, when storage requirements are taken into account, the reduction of
energy density is much lower for LNG than for LH2. The uptake of LNG in the maritime sector has a
significant effect on the global fleet growth. The United Nations Review of Maritime Transport 2019,
reported a gas carriers growth of 7.25% with expected further expansion in view of the pressure on the
maritime sector to switch to cleaner fuels [8].

Ammonia (NH3) and Methanol (CH3OH) represent alternative hydrogen carriers which might be
used in the future in FC systems. Despite the lower gravimetric energy density, the technological ma-
turity level of NH3 and CH3OH fuelled FC systems is equivalent to LNG’s [7]. Figure 1.2 shows that
the combustion of LNG results in less harmful emissions such as nitrogen oxides (NOx), sulphur ox-
ides (SOx) and particulate matter (PM) compared to heavy fuel oil (HFO) and ammonia and similar to
methanol.

Figure 1.2: DNV-GL’s interpretation of results obtained by comparison of alternative fuels. [7].

However, when fuel availability is taken into account, only LNG is able to cover the current energy
requirements of the shipping industry with developed bunkering infrastructures in Norway, North West
Europe and the Baltic Sea. According to DNV-GL, it would be theoretically possible for the global
fleet to switch to LNG considering the current LNG production and the shipping industry current energy
requirements [6,7]. An additional upside for LNG is found in the possibility of using its main component,
CH4, directly as fuel for fuel cells which do not require a high level of fuel purity. High temperature Solid
Oxide Fuel Cell (SOFC) are the best match for methane fuelled FCs, due to the ability of nickel (used
as anode material in SOFCs) to reform hydrocarbons directly on the FC anode and to the capability
of SOFC to use CO internally through the ‘water-gas shift (WGS)’ reaction [12]. Extensive range of
applicability, construction material availability and relatively high power density, place this type of fuel
cells among the most studied nowadays [13, 51].

The performance of a FC power generation system does not depend solely on the FC stack, but also on
the components around the stack known as the Balance of Plant (BoP). Most of these components, require
electric power which is drawn from the stack, causing parasitic losses, reducing the system efficiency.
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1.2 Research Objective and Scope

Modelling and simulating represent the main tools used in System Engineering [46]. Particularly, being
able to study the possible modification of an existing systems without running in the higher cost and time
requirements of an actual modification, is the key point of modelling.

Extensive studies have been conducted over the past years on modelling and simulating the per-
formance of single or multiple cell SOFC systems ( [18–21, 23–36, 41–45]). However, relatively few
research has been done on how the performance and the dynamics of the BoP components influence the
performance of an SOFC power generation system, especially during load transients and start-up opera-
tions ([37, 39, 40, 45]). Moreover, due to the large amount of possible SOFC system configurations and
supplier confidentiality on available system-level data, only few modelling studies have been validated
([30, 38]).

The overall objective of this research can be summarised as follow:

Gain insight on the performance of the BoP components and their influence on the SOFC power
generation system for maritime applications.

The objective of this study translates in the following main research question:

”How do the BoP components affect the SOFC system efficiency and load following capabilities ?”

To be able to answer the main research question, the following sub-questions must be answered:

• Which components affect the SOFC system performance the most during the specified operations?

• What is the effect of these components on the SOFC system efficiency and load following capabil-
ities?

• Which control strategy can ensure a relatively fast system response?

The research will be conducted according to the following research methodology:

• Develop a dynamic model of the BoP components

• Integrate the developed BoP model with an existing 1-D SOFC dynamic model [21]

• Study the load following capabilities of the modelled system

• Develop a dedicated system control strategy

1.3 Thesis Outline

In this research, a model predicting the performance of a complete SOFC system for maritime appli-
cation is developed. Chapter 2 reports a brief recap of the modelling strategies used in literature for
SOFC systems. The complete literature study can be found in [9]. In Chapter 3, the proposed system
configuration and the chosen modelling approach and assumptions are described. The characteristics of
each system component as well as the equations implemented in the model and describing the physical
phenomena, are reported and explained in Chapter 4. Chapter 5 shortly describes the characteristics and
the modelling methodology used for the SOFC stack developed model by Biert et al. [21]. The adopted
control strategy for the studied SOFC system configuration is described in Chapter 6. Then, Chapter 7,
8 and 9 report respectively the model verification and the discussion of the obtained results. Finally, the
conclusions and recommendations are presented in Chapter 10.
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Chapter 2

Literature Review

The main objective of mathematical modelling is predicting the performance and behaviour of a system
or component to provide answers and understanding. Over the last two decades, several models have
been developed to predict the performance and behaviour of SOFC systems. Either by analysing only
the time evolution of the system itself, referred to as 0-D dynamic models, or by estimating both time and
space variation of the system characteristics, thus 1,2 or 3-D dynamic models. This chapter reports an
overview of the different strategies adopted in literature and the respective challenges. A more detailed
explanation of the working principles of fuel cells and fuel cell systems can be found in the conducted
literature study [9].

2.1 0-D Dynamic Models

Zero-dimensional dynamic models are suitable for systems whose main characteristics and performance
are known[15]. These models are characterised by a set of mathematical equations, commonly ordinary
differential equations (ODEs) or differential algebraic equations (DAE). These equations are based on
the conservation of mass and energy, thus able to describe the time evolution of the system. Despite the
lower level of accuracy compared to 1-D models, zero dimensional modelling represents the simplest
approach for fuel cell systems. It is important to note that 0-D SOFC models should be used for those
studies where the focus is not on the SOFC itself, but on its effect on the system performance [66].

Lu et al. [35] demonstrated that developing a Simulink lumped dynamic model for an SOFC auxiliary
power unit represents a perfect compromise between reasonably good accuracy and low computational
time. However, in the presented SOFC plant model, only few of the BoP components generally used in
an SOFC system were considered. Specifically only the heat exchangers and the post-combustor have
been modelled. The results showed that thermal dynamics did not in general affect the electric dynamic
responses.

Murshed et al. [25] demonstrated the influence of heat exchangers, afterburner and steam reformer
on an SOFC system fed by methane, by developing two models characterised by 0-D non linear ODEs.
In particular, it has been shown how the effect of flow rates or disturbances propagates through the entire
SOFC system. Specifically, a change in fuel flow rate or inlet temperature leads to a change in hydrogen
flow rate in the fuel cell from the reformer, thus changing the fuel cell temperature and stack voltage.
The unreacted fuel then moves to after-burner and heat exchangers which again affects the temperatures
of the reformer and fuel cell.

With a system configuration similar to Murshed et al. [25], Sorrentino and Pianese [31] used a grey-
box approach to dynamically model the performance of a planar co-flow SOFC system fed by methane.
The model describes the response of fuel cell and heat exchangers to load change. In particular, it is
demonstrated how a step variation in power demand produces a significantly high overshoot in stack
temperature difference (ΔT) possibly causing damaging thermal stresses to the system. Therefore it has
been necessary to introduce a power rate limiter to limit the ΔT variations within a safe bound.
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Barelli et al. [26] conducted a dynamic analysis on an SOFC-based Combined Heat Power (CHP)
system characterised by a fuel pre-treatment section (i.e. reformer, burner and steam generator), a mixer
and two heat exchangers. Attention was paid on sizing the two heat exchangers properly. The 0-D
developed model was able to simulate the response of the system to an electric power step of 800 W (to
reach the nominal 3 kWe). The results showed how the large inertia of the steam generator causes an
overshoot of the SOFC potential, thus influencing the SOFC stack and system behaviour.

Sorce et al. [30] developed a 0-D dynamic model of an SOFC system by coupling the model of the
three main components, i.e. SOFC stack, external pre-reformer and afterburner. The model described
with good accuracy the manufactured system used for the validation. Attention was also paid on the
effect of different faults on the system performance. In particular, it has been demonstrated how SOFC
degradation and fuel leakage cause a decrease of the gas discharge temperature, while the opposite occurs
for reformer degradation.

Lisbona et al. [66] modelled a planar anode supported SOFC system including desulphuriser, pre-
reformer, after-burner and heat management system. The results showed how by enhancing the degree of
pre-reforming, the power production increases and so does the electrical efficiency. The effect of anode
recirculation was also studied. In particular, it was shown an electrical efficiency increase up to 51% and
a overall efficiency up to 75%.

Omosun et al.[67] developed a steady state model for a 200 kWe SOFC CHP system. It has been
demonstrated how the main BoP components responsible for stack cooling, i.e. air blower, significantly
affects the efficiency of the system with a power requirement up to 60% the total power demand. Con-
sequently, the use of more efficient cooling methods for the SOFC could have a significant beneficial
impact on the total system efficiency.

Kazempoor et al. [68] developed and integrated the models of all the BoP components (e.g. com-
pressor, pre-heaters, burner and air blower) with an SOFC model and studied the effect on system design
and efficiency of feeding the system first with methane and then directly with hydrogen. The results
showed that a higher electrical efficiency is obtained when the system is fed with methane. Moreover,
for both fuel cases, the implementation of cathode gas recycling to the base cases effectively improved
the electric efficiencies by 7% and 12% for hydrogen fuelled and methane fuelled respectively.

2.2 1-D Dynamic Models

The main objective of 1-D FC dynamic model is to predict thermodynamic and material properties vari-
ations along only one of the three dimensions of the studied system. SOFC systems are characterised by
high operating temperatures and consequently being able to identify the temperature levels and temper-
ature gradient variations inside the SOFC stack is extremely helpful to prevent degradation and system
failure. Most of the 1-D models found in literature are restricted solely to the SOFC stack thus not
including any BoP components.

Cheddie et al. [42] developed a 1-D dynamic model in which a system of differential equations
has been derived by applying mass and energy conservation principles over 1-D control volumes of an
SOFC stack. The study resulted in a relatively fast and accurate model. In particular, it was proven that
the pumping power required to supply air and fuel to the cell was in the same order of magnitude as the
power produced by the fuel cell. It was possible to reduce the pressure drop due to wall friction, and
hence the required pumping power, by reducing the amount of channels with larger cross-sectional areas.

Sorrentino et al. [43] proposed a hierarchical modelling approach to provide (accurate) estimates
of the spatial variation of the main SOFC operating variables by using results generated via 1-D model
of single cell operation. Particular attention was paid on proper controlling the voltage and temperature
responses to changes in current load. The PI controller was able to reduce the voltage relaxation time
and ensure that the temperature rise subsequent to the load step did not exceed a safe range.

Huangfu et al. [73] developed a 1-D multiphysical SOFC dynamic model to predict the non-uniform
distributions of current density, gas pressure and temperature in SOFC during its operation. In particular,
transients of the model have been studied through a step current change of 0 A to 3.5 A. Results showed
that the anode activation voltage transient time is smaller with a higher H2 partial pressure .
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Kang et al. [44] decided to use two simplification strategies to develop a reduced 1-D dynamic model
able to predict the performance of a co-flow planar anode-supported SOFC. It was proven that reduced
computational time can be achieved if the SOFC is considered to have only one temperature layer and
the current distribution is uniform within the stack. The accuracy of the model was not compromised by
these two simplifications.

2.3 2-D and 3-D Dynamic Models

Two and three dimensional models are used mainly for phenomena investigation and rarely for perfor-
mance investigation and control purposes [15]. Moreover, only the SOFC stack is modelled with a 2-D
or 3-D approach, while the BoP components reach at maximum a level of accuracy as for 1-D approach.
Using a 2-D or 3-D approach also for the BoP components might be unnecessary and extremely time
consuming from a computational point of view, specifically for those components which do not require
such a level of detail (e.g. blowers, fans, heat exchangers). 2-D models for fuel cells usually derives
from the simplification that the changes that occur in the gas flow direction and in the direction normal
to the gas flow are much larger than the changes in the third direction (i.e. transverse direction normal to
the gas flow). Therefore, the governing equations significantly simplify. 3-D models are generally very
computationally expensive due to the non linear and highly coupled mathematical formulation. Example
of these approaches can be found in literature [69–72].

2.4 Integration of BoP and SOFC stack Models

The researches reported in section 2.2 represent a small part of the several researches available in liter-
ature. It is interesting to note how in all the presented researches, none of the BoP components of the
SOFC system were taken in consideration. Integration of the 1-D fuel cell model in a complete SOFC
system is usually done by modelling the BoP components using a 0-D approach as shown by Zhang et
al. research [45] who developed a hybrid 0-D/1-D dynamic model of a 5 kW hydrogen fuelled SOFC
system. The proposed system configuration is characterized by two heat exchangers, an afterburner and a
electronic control unit. The main reason of modelling the BoP components by using a 0-D approach is the
reduction of computational time. It is assumed that the system is fed directly with H2, therefore no fuel
processing is considered (e.g. pre-reformer, desulphuriser). The results showed how the SOFC system
achieved maximum efficiency while ensuring thermal safety by using properly a step power-switching
scheme.

A similar approach was used by Andersson et al. [37] where the 1-D SOFC model has been integrated
with some of the BoP components. In particular, an autothermal reformer (ATR), a steam generator and
a catalytic burner have been modelled using a 0-D approach, while the stack cells were discretized with
four elements along the fuel flow direction. The modelling strategy succeeded to give a good compromise
between accuracy and computation time.

Farhad et al. [39] studied the effect of three different bio-gas processing systems on the anode carbon
deposition. Anode gas recirculation, steam reforming and partial oxidation have been developed in this
model. Moreover, the BoP components of the studied SOFC system have been modelled thermodynam-
ically under steady state operating conditions. Two different reforming processes, i.e. steam reforming
and partial oxidation, have been modelled. Results showed that the three biogas-fuelled SOFC systems
studied were able to generate electric power with an AC electrical efficiency of 42.4%, 41.7% and 33.9%
respectively.

Hotz et al. [40] extended an existing 1-D model of an SOFC to a 2-D model considering convective
mass and heat transport along the fuel cell channel and from it to the surroundings. The BoP components
involved (i.e. POX reformer, post-combustor, vaporiser and two pre-heaters) have been modelled as
control volumes. The results of this study showed that the fuel cell performance can be easily increased
by adjusting the operating parameters. In particular, the power can be enhanced by slightly changing the
cell voltage and the air/fuel ratio. Moreover, it has been demonstrated how the exergetic efficiency of the
system can be increased significantly by choosing the operating conditions properly.
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2.5 Literature Study Conclusion

The aim of this literature review was to understand how the presented research objectives can be achieved
by properly observing the results accomplished and the methodology used in previous relevant studies.
The pressure on the maritime sector to find alternative solutions to be able to meet the IMO 2050 target
has led to a growth in research aimed at using fuel cell as zero-carbon propulsion systems. Nowadays,
fuel cells are used mainly as auxiliary power unit to supply up to 350 kW of electrical energy and their
development as propulsion system is narrowed to small size vessels. The limited understanding of the
influence of the BoP components in a FC system represents, among others, the cause of this slow devel-
opment.

Therefore, to achieve the objective of gaining insight of the influence of the BoP on the dynamic
behaviour of an SOFC, a dynamic model of the BoP will be developed. The BoP model will be integrated
with the 1-D SOFC dynamic developed model by van Biert et al. [21] and dedicated control strategies
will be evaluated. Attention will be paid specifically on load transients and how the BoP components
affect the system during these operations.
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Chapter 3

Methodology

The main objective of this research consists of gaining insights of the performance of the BoP compo-
nents and their influence on the SOFC power generation system for maritime applications. Therefore, a
mathematical 0-D dynamic model of the BoP components is developed and integrated with an existing
1-D dynamic model of an SOFC stack . The chosen system configuration, the model approach and the
adopted control strategies are justified and described in detail in this chapter.

3.1 System Configuration

Based on the conclusion obtained from the literature review [9] and considering the current state of
technology, a specific system configuration is chosen and it is shown in Figure 3.1.

Figure 3.1: Overview of the methane fuelled SOFC system proposed in this research.

The system is characterized by 3 input lines (i.e. air stream, fuel stream and supply air stream) and
2 output lines (i.e. exhaust gas stream and DC current). Air is drawn at ambient condition, filtered and
fed in to the system by using a dedicated air blower. The air is pre-heated to reach the stack operating
temperature by using a single pass counter flow heat exchanger (HE1), before entering the cathode side
of the SOFC stack. The air composition on a molar basis is assumed to be 21% of O2 and 79% of N2.
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The system is fuelled with LNG which enters the system in the gas phase at ambient condition (the
fuel handling system is not considered in this research). Like the air, also the fuel is pre-heated using a
single pass counter flow heat exchanger (HE2), mainly to facilitate the process of desulphurisation taking
place in the desulphuriser. A LNG composition of 100% CH4 is assumed. The fuel is then mixed with the
supply air and the anode exhaust gas coming from the Anode Gas Recirculating (AGR) blower before
entering the external pre-reformer. The latter is used to partially reform the fuel through a chemical
process which produces a hydrogen rich mixture (i.e. syngas). In particular, catalytic partial oxidation
(CPOX) is used in this system as reforming process to convert methane into hydrogen , i.e. H2, which is
then used in the fuel cell stack to produce electricity. The supply air is mixed with the fuel stream line
and the AGR line before entering the chemical reactor, using a dedicated air blower.

The amount of supply air provided for the reforming process is determined by the O/C ratio, which is
kept constant mainly to avoid carbon deposition, and consequently by the amount of syngas recirculated
in the system (depending on the AGR blower anode recirculating ratio ). The CPOX air ensures that
partial oxidation of CH4 takes place so that the pre-reformer outlet gas composition is characterized not
only by the presence of CO2 and H2O, but also H2 and CO. It is important to specify that N2 does not
react in any of the reaction above mentioned and complete O2 consumption is assumed.

Air and fuel enter the SOFC stack unit, consisting of an integrated stack module (ISM) containing
two 30 cells stack towers connected in series producing up to 1 kW power [21]. Here, fuel and oxidant
react producing power and heat. Part of the exhausts of the SOFC stack are then mixed and burned in
a combustor. The high temperature exhaust gasses exiting the burner are then used to pre-heat first fuel
and then air to the respective operating temperature. This process increases the system efficiency and
prevents CO emissions. The chemical process happening in the SOFC stack produces DC electricity.
Since most of the stationary applications (e.g. electric AC motors) require AC power, DC/AC converters
are used to produce alternating current.

3.2 Control Strategies

While developing the dedicated control strategies, attention will be paid mainly to the load-following
capabilities of the system as well as the stack temperature. It is extremely important to avoid large
temperature gradients in the stack, which affect the interconnect and the cell properties causing cell
degradation and reduction of system performance. Moreover, stack overheating is responsible of voltage
drops and speeds-up the cell degradation mechanism [52].

Two main control systems are developed for the proposed SOFC system. First, feedback control logic
is applied to the cathode air blower, by means of a proportional–integral-derivative (PID) controller (see
Figure 3.2), developed in such a way so to feed the excess air required to meet the desired temperature
value of the PEN assembly (TTARGET). Then, a feed-forward control is used to estimate the new required
current related to the new power demand during load transients, by means of a look-up table. The effect
of stepping and ramping the current will be evaluated. It is important to specify, that by changing the
current, the amount of fuel fed to the system changes so to keep the system fuel utilization constant and
equal to the nominal value, according to relation (8.1).

Figure 3.2: Overview of the implemented feed-back loop.
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3.3 Modelling Approach and Assumptions

It has been decided to use a 0-D modular causal approach, to be able to simulate the performance of
the BoP components around the SOFC stack with good accuracy and relatively fast computations. Par-
ticularly, each component will be divided into computational block diagram structures with predefined
causalities. Each module will either be a resistive or a storage module (see Figure 3.3 ) depending on
if algebraic or dynamic conservation equations are used respectively [17]. In particular, in a resistive
module, a mass flow is estimated by using the pressure difference over the element as input while the the
pressure is estimated on the mass flow difference in the storage module.

Figure 3.3: Modularity approach modules. Resistive module (left) and storage module (right).

Consequently, the outputs of each module are computed as function of the inputs according to the
modularity principle described by Colonna et al. [17]. Moreover, due to their inverse causalities, a
resistive and a storage module must be connected in series.

The SOFC stack model used for the chosen system configuration, was first developed by Azzopardi
[22] and was later extended and improved upon by Biert et al. [21]. The model is dynamic, thus account-
ing for time variations of the input conditions and 1 dimensional. In particular, air, fuel, interconnect and
positive electrode-electrolyte-negative electrode (PEN) assembly are discretised in the flow direction by
using separate control volumes. Additionally, the model accounts for the stack active area, heat transfer
in the inactive sections and surrounding heat losses [21].

The BoP model is developed under the following assumptions:

• The air composition is assumed to be 21% of O2 and 79% of N2 (on a molar basis);

• The LNG composition is assumed to be 100% of CH4 (on a molar basis);

• All the gasses are assumed to obey the ideal gas law;

• Heat losses from the two heat exchangers, the CPOX reformer, the mixer and the afterburner are
neglected, thus the processes are assumed to be adiabatic;

• The temperature change within the hot and cold fluid channels in the heat exchangers is assumed
to be linear

• Pressure losses in the CPOX reformer, mixer and afterburner are neglected;

• The fuel handling system is not modelled in this research;

• Complete O2 combustion is assumed in both pre-reformer and afterburner;

• N2 does not react in any of the pre-reformer and afterburner reaction;

• Power estimations refer to the stack operations;

The assumptions of the 1-D SOFC stack model can be found in [21].
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Chapter 4

Balance of Plant Component Models

The performance of the BoP is simulated by developing a dynamic 0-D Matlab Simulink model. The
characteristics of each system component as well as the equations implemented in the model and de-
scribing the physical phenomena, are reported and explained in this chapter.

4.1 Blower

In a Fuel Cell system, blowers represent ancillaries power devices used to supply the right amount of air
and fuel so to guarantee the correct functioning of the system. These devices require electrical power,
which is usually drawn from the stack causing parasitic losses [51].

The SOFC system studied is equipped with three blowers (see figure 3.1): the cathode air blower, the
CPOX air blower and the AGR blower.

In particular, the cathode air blower plays an important role in the SOFC system since it is responsible
for supplying the right amount of oxidant at the SOFC cathode inlet so to ensure that the electrochemical
reactions take place properly. Moreover, the air provided by the blower is used to cool down the SOFC
stack in order to ensure that the specific temperature ranges are not exceeded and consequently the cell
performance and lifetime are not diminished.

The CPOX air blower is used to provide the right amount of O2 necessary for the external CPOX
reforming process, which takes place in the pre-reformer. The amount of CPOX air needed is related to
the O/C ratio, the anode recirculating ratio and the system fuel utilization Uf,sys. It is important to note
that, during nominal operations, the CPOX blower might be turned off, since enough oxygen is provided
from the AGR blower.

Finally, the AGR blower is responsible of recirculating part of the exhaust anode syngas back to the
fuel pre-reformer, according to the chosen RR. It is important to specify that, both the CPOX and AGR
blower play an important role in the load-following capabilities of the entire system.

4.1.1 Blower Model

Since the blower represents the main device causing parasitic losses, its power estimation is necessary for
the complete system performance prediction [15]. Despite the difference in the flow composition (i.e. air
or syngas), all three blowers in the FC system are modelled using the same approach. The power needed
to drive the blower is evaluated as function of isentropic and mechanical efficiency, ideal compression
work and knowledge of the heat capacity of the gas.

PBL = ṁ ·
cp ·T
ηis ·ηm

·
[
β

k–1
k – 1

]
(4.1)

Where ṁ represents the inlet mass flow (kg s–1), ηis and ηm the blower isentropic and mechanical effi-
ciency respectively, β the compression ratio (pout/pin

) and cp the specific heat capacity at constant pressure
(J kg–1 K–1). The values of ηis and ηm have been chosen according to literature [15].
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Table 4.1: Parameters of the blowers used in the SOFC system

Parameter Symbol Unit Value

Compression ratio β [-] 1.3
Isentropic efficiency ηis [-] 0.7
Mechanical efficiency ηm [-] 0.8

The heat capacity of the gases is calculated according to the Shomate equation with coefficients pro-
vided by the National Institute of Standards and Technology Chemistry WebBook [47, 48].

4.2 Heat Exchanger

Thermal management represents a critical aspect for an SOFC system of which the performance is highly
affected by stack voltage drops and degradation mechanism enhancement caused by stack overheating
[51,52]. The high temperature operating conditions require both the cathode and the anode inlet gases to
be heated to the working temperature before feeding the stack. In an SOFC system, this is usually done
through heat exchangers, where the cathode and anode inlet flows are heated with the heat carried by the
afterburner exhaust gases.

The proposed system configuration is characterised by two single-pass counter-flow tubular heat
exchangers, one for the cathode flow, HE1, and one for the anode, HE2 (see Fig. 3.1). It is important
to note that, unlike HE1, HE2 is not located before the SOFC stack but before the desulphuriser and
consequently the pre-reformer because the heat is required for both processes

Sulphur compounds contained in the fuel must be removed to avoid deactivation of the catalyst used
in the reformer and in the fuel cell. This process can be done effectively at elevated temperatures (300◦

C - 400◦ C) through hydrodesulphurisation (HDS) [53–55].
Together with the O/C ratio, the pre-heating temperature of the gas mixture entering the reactor, rep-

resents an important parameter that strongly affects the CPOX reaction, increasing the CH4 conversion
as well as the reactor temperature [60, 61]. In most SOFC applications, pre-heating temperatures up to
400◦ C are reached [56].

4.2.1 Heat Exchanger Model

The dynamic performance of the counter-flow heat exchangers have been estimated following the ap-
proach proposed by Ataer at al. [62]. This approach allows to estimate (with low computation effort)
the response of the heat exchanger to variation in hot and cold fluid temperatures as well as flow. The
dynamics of hot and cold fluid are modelled under the assumptions that there are no heat losses from the
heat exchanger to the environment, the temperature changes linearly within hot and cold channels and
the gases are assumed to obey to the ideal gas law:

(Ch + Cm) · dTh
dt

= Ċh · (Th,in – Th,out) – U ·A ·LMTD (4.2)

(Cc) · dTc
dt

= Ċc · (Tc,in – Tc,out) – U ·A ·LMTD (4.3)

With the logarithmic mean temperature difference (LMTD) expressed as follow:

LMTD =
ΔT0 –ΔT1

ln ΔT0
ΔT1

Where ΔT0 = Th,out – Tc,in ΔT1 = Th,in – Tc,out (4.4)
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In eq. (4.2) and (4.3), U represents the overall heat transfer coefficient (W/m2 K) and Ch and Cc
respectively the heat capacity of hot and cold fluid (J/K). The heat capacity of the wall Cm (J/K) is added
to the capacity of the hot fluid as proposed by Ataer et al. [62]. Finally, the hot and cold fluid heat
capacity rate, Ċc and Ċh are expressed in (W/K) and estimated considering the fluid mass flow and the
specific heat capacity. In particular, the latter is calculated as function of temperature using the Shomate
equations [47]. Figure 4.1 shows an example of the cold fluid temperature profile obtained from the air
heat exchanger model. The hot fluid inlet temperature is kept constant as well as the hot fluid mass flow.
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Figure 4.1: Example of temperature profile of the cold fluid exiting the air heat exchanger.

Pressure drop in the heat exchangers is estimated following the procedure proposed by Khayal [63].
The total pressure drop is estimated as sum of three different contributions, namely entrance (Δpi), exit
(Δpe) and core loss (Δpc). In particular, entrance and exit losses are caused respectively by a sudden
reduction and expansion in flow area and can be evaluated considering Bernoulli’s equation. Core losses
are caused by friction and other internal losses due to change in flow velocity resulting from temperature
variations [63].

Δpi =
1
2
·
(

1 –σ2
i + Kc

)
· G

2

ρi
(4.5)

Δpc =
1
2
· G

2

ρm
· 4fL

Dh
+ G2 ·

(
1
ρe

–
1
ρi

)
(4.6)

Δpe = –
1
2
·
(

1 –σ2
e – Ke

)
· G

2

ρe
(4.7)

Where G represents the fluid mass flux
(
kg/(sm2)

)
, ρ the density

(
kg/m3), f the Fanning frictional

factor, L and Dh the heat exchanger tubes length and diameter and σ the passage contraction ratio es-
timated as function of channel radius and HEx volume. Thanks to the relatively small dependency on
the Reynolds number, the value of the expansion and contraction loss coefficients Kc and Ke can be
determined considering the Re = ∞ curves:

Kc = 0.42 · (1 –σ2)2 (4.8)

Ke = (1 –σ)2 (4.9)
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The heat exchanger total pressure drop is then estimate as the sum of the three contributions:

Δp =
G2

2ρi
·
[(

1 –σ2
i + Kc

)
+ f

4L
Dh
·
(
ρi
ρm

)
+ 2
(
ρi
ρe

– 1
)

–
(

1 –σ2
e + Ke

)
·
(
ρi
ρe

)]
(4.10)

Table 4.2: Characteristics of air (HE1) and fuel (HE2) heat exchangers.

Parameter Symbol Unit Value HE1 Value HE2

Overall Heat Transfer Coefficient U [W/m2 K] 20 20
Mean Heat Transfer Area Aw [m2] 5.35e-3 9.74e-5
Total Exchanger Volume VHE [m3] 2.14e-4 3.89e-6
Channel Diameter Dch [m] 0.04 0.04
Channel Length Lch [m] 0.17 0.0031
Wall Heat Capacity Cm [J/K] 0.009 0.009

4.3 Mixer

Before the external reforming process can take place, the fuel exiting the desulphuriser is mixed with the
air coming from the CPOX blower and the anode exhaust gases coming from the AGR loop.

4.3.1 Mixer Model

The mixer is modelled as a single control volume and the outlet temperature and flow composition are
estimated through mass and energy balance equations considering the process as adiabatic.

Figure 4.2: Overview of the mixing process. NLNG represents the molar flow of LNG entering the SOFC
system. A LNG composition of 100% of CH4 is assumed.

The mixer outlet temperature is estimated through enthalpy balance on the control volume:

∑
j

Nj,out ·Hj,out(Tout) = ∑
j

Nj,in ·Hj,in(Tin) (4.11)

Hj,in and Hj,out correspond respectively to the enthalpy of the species j at Tin and Tout. The depen-
dency of the enthalpy on the temperature is expressed using the Shomate estimation [47] with coefficients
provided by the NIST WebBook [48].

Nj,in and Nj,out represents the molar flow in and out of the species involved in the mixing process
(mol/s). The latter have been estimated considering, for each species, a dynamic mass balance equation
in the mixer control volume:
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dNCH4

dt
= NCH4,in – NCH4,out = NCH4,LNG + NCH4,AGR – NCH4,Mix

dNCO2

dt
= NCO2,in – NCO2,out = NCO2,AGR – NCO2,Mix

dNCO
dt

= NCO,in – NCO,out = NCO,AGR – NCO,Mix

dNH2

dt
= NH2,in – NH2,out = NH2,AGR – NH2,Mix (4.12)

dNH2O
dt

= NH2O,in – NH2O,out = NH2O,AGR – NH2O,Mix

dNN2

dt
= NN2,in – NN2,out = NN2,CPOX + NN2,AGR – NN2,Mix

dNO2

dt
= NO2,in – NO2,out = NO2,CPOX + NO2,AGR – NO2,Mix

The amount of methane supplied to the system (NCH4,LNG) is estimated as the sum of two contri-
butions: the methane flow that is electrochemically oxides in the fuel cell, NCH4,SOFC and the methane
flow that is oxidised in the CPOX reformer, NCH4,CPOX . The latter is used to estimate the amount of
CPOX air (i.e. NO2,CPOX and NN2,CPOX) needed so that the reforming process can take place.

NCH4,CPOX is related to NCH4,SOFC through the following relation:

NCH4,CPOX =
fCH4,CPOX
fCH4,SOFC

·NCH4,SOFC =
fCH4,CPOX

1 – fCH4,CPOX
·NCH4,SOFC (4.13)

Where fCH4,CPOX and fCH4,SOFC represent the CPOX reformer and the SOFC fraction of the total
fuel supplied to the system. In particular, fCH4,CPOX is related to the anode recirculating ratio RR, the
O/C ratio and the system fuel utilization Uf,sys as follow:

fCH4,CPOX =
O/C

4 – Uf,sys ·RR
1 – RR ·Uf,sys

(4.14)

It is important to clarify that, during nominal operations and in steady-state conditions, fCH4,CPOX is
a constant value since system fuel utilization Uf,sys, O/C ratio and RR are constant values.

The complete derivation of relation (4.13) and (4.14) is reported in Appendix A.

4.4 Pre-Reformer

The studied FC system is equipped with an external reformer represented by a chemical reactor, con-
taining a catalyst. The reformer is used to generate a hydrogen rich mixture through catalytic partial
oxidation (CPOX) of methane. Complete oxidation (or combustion) of CH4 is obtained when the hydro-
carbon is combined with the stoichiometric amount of O2 thus producing CO2 and H2O (4.15). However,
when CH4 is combined with less than the stoichiometric amount, a mixture of incomplete combustion
products, H2 and CO, is generated (4.16) [51]. Moreover, for value of O2/CH4 between 2 and 0.5, the
partial oxidation and the full combustion coexist, producing a mixture of CO, CO2, H2 and H2O [57].

CH4 + 2O2⇒ CO2 + 2H2O Complete Combustion (4.15)

CH4 +
1
2

O2⇒ CO + 2H2 Partial Oxidation (4.16)
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Catalytic partial oxidation of methane takes place inside the reactor at temperatures higher than 1073
K where the hydrogen yield is the highest [57]. The hydrogen yield of CPOx is lower than of steam
reforming and auto-thermal reforming. . In addition, the use of air instead of steam for the reforming
process in an SOFC system, causes a reduction of the Nernst potential of the cell as the presence of
nitrogen lowers the partial pressure of hydrogen at the reactor outlet [56]. However, the exothermic
nature of the reaction and the presence of a catalyst, make it possible to realize compact reformers which
have a relatively fast response to transient load demands [56]. Additionally, since no steam generators,
burners and electric heaters are needed, the complexity of a CPOX system as well as the start-up times,
are much lower than a steam reforming system [14].

4.4.1 Pre-Reformer Model

The developed CPOX reformer model estimates the reactor outlet molar concentration and the outlet
temperature. A Gibbs free energy minimization approach is used, as suggested by Filippi [56] and
Koukkari et al. [58].

The model is 0-D, thus accounting for time variations of the input conditions. The adiabatic chemical
reactor is described as only one control volume and spatial variations are omitted. The output variables
(i.e. outlet temperature and molar concentration) are estimated by solving a system of mass and energy
balance equations. All the gases are assumed to obey the ideal gas law and the pressure losses in the
reactor are neglected.

In particular, the reactor outlet composition is defined as the product composition which minimize
the system Gibbs free energy by reaching the equilibrium [56]. One of the advantage of this approach lies
in not having to specify the chemical reactions occurring in the reformer, but only the species involved
(i.e. CH4, CO2, CO, H2, H2O, N2, O2).

The reactor outlet temperature and its time variation are estimated according to an energy balance,
assuming an adiabatic process and taking into account the heat capacity of the rector catalyst.

Figure 4.3: Pre- Reformer model approach. The input species involved in the process depend on the
reforming process. When anode gas recirculation is involved, not only CH4, O2 and N2 are involved, but
also CO, CO2, H2 and H2O. Reproduced from [56].

4.4.1.1 Gibbs Energy Minimization Method

The Gibbs minimization approach is used as alternative to the equilibrium constant approach, to find the
equilibrium composition of a system. The equilibrium condition is reached when the composition of
the species involved is such that the total entropy of the system reaches a maximum thus not allowing
changes in any direction in composition spaces which would involve an entropy decrease [59]. The
Gibbs free energy of a species j is defined as follow:

Gj = U + p ·Vj – T ·Sj = Hj – T ·Sj (4.17)
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Where U represents the internal energy (J), p the pressure (Pa), V the volume (m3), T the reaction
temperature (K), S the entropy (J ·K) and H the enthalpy (J). Considering the definition of enthalpy of
formation and the pressure correction for ideal gases, the expression (4.17) can be rewritten as follow:

Gj =
G∗j

R ·T
+ ln

(
Nj

∑Nj
· p

p0

)
(4.18)

Where R represents the universal gas constant (8.3145 J/mol K), Nj the outlet molar flow of each
species j (mol/s), p the system pressure (Pa) and p0 the reference pressure (1.013 ·105Pa). The term G∗j
in (4.18) represents the species free energy of formation, defined as follow:

G∗j = H0
f,j + (Hj – H0,j) – T ·Sj (4.19)

Here, H0
f,j is the enthalpy of formation at 298 K, Hj is the enthalpy at the target temperature T, H0,j is

the enthalpy at 298 K and Sj is the 1 atm entropy at the temperature T. The thermodynamic properties of
the species (i.e. enthalpy and entropy) are calculated according to the Shomate equation with coefficients
provided by the NIST WebBook [47, 48].

The equilibrium condition is reached when the change of total Gibbs energy of the system is equal
to zero, which translates in:

dG = ∑
j

( G∗j
R ·T

+ ln
(

Nj

∑Nj
· p

p0

))
·dNj = 0 (4.20)

In equation (4.20) the Nj are not independent variables. They are constrained such that the number
of moles of each element (i.e. C, O, H, N) in the system remains constant. Therefore, the problem
translates in a minimization problem with equation (4.20) as objective function that must be solved
under the following equality constraint conditions with (4.21) or without (4.22) anode gas recirculation:

C : NCH4,in + NCO2,in + NCO,in = NCH4,out + NCO2,out + NCO,out

H : 4NCH4,in + 2NH2,in + 2NH2O,in = 4NCH4,out + 2NH2,out + 2NH2O,out (4.21)

O : 2NCO2,in + NCO,in + NH2O,in + 2NO2,in = 2NCO2,out + NCO,out + NH2O,out + 2NO2,out

N : 2NN2,in = 2NN2,out

C : NCH4,in = NCH4,out + NCO2,out + NCO,out

H : 4NCH4,in = 4NCH4,out + 2NH2,out + 2NH2O,out (4.22)

O : 2NO2,in = 2NCO2,out + NCO,out + NH2O,out + 2NO2,out

N : 2NN2,in = 2NN2,out

The reactor outlet temperature T is found by applying an enthalpy balance to the system, considering
the temperature dynamic term and the adiabatic assumption:

Q̇ = ∑
j

(
Nj,out ·Hj,out – Nj,in ·Hj,in

)
+ k · dT

dt
= 0 (4.23)

By solving the equation for dT/dt, the outlet temperature is found:

dT
dt

= –
(

1
k

)
·∑

j

(
Nj,out ·Hj,out – Nj,in ·Hj,in

)
(4.24)

17



Where k represents the heat capacity of the reactor catalyst (J/K), representing a design parameter of
the reactor and dependent mainly on the mass of the catalyst element. A value 0.031 kJ/K of has been
chosen based on literature [56]. Figure 4.4 shows an example of the CPOX outlet temperature profile
obtained from the pre-reformer model.
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Figure 4.4: Example of pre-reformer outlet temperature profile

4.5 Afterburner

To increase system efficiency and to prevent exhaust of CO, the system is equipped with an afterburner,
located downstream the SOFC stack, where the anode and cathode exhausts are mixed and burned. The
high temperature exhaust gases exiting the burner are then used in the heat exchangers to pre-heat first
the fuel and then the air up to the operating temperature (see Fig. 3.1).

4.5.1 Afterburner Model

Since the combustor is supplied with surplus air (for SOFC cooling purposes, the cathode channels are
supply with excess O2), it is possible to simplify the afterburner modelling. Following the considerations
of Lu et al. [64], it is possible to assume complete combustion of H2, CO and the small amount of CH4
present at the stack outlet. Consequently, the afterburner exhaust composition is characterized by H2O,
O2, N2 and CO2. The Gibbs minimization approach is used to estimate the outlet molar concentration
(see Sec. 4.4.1.1).
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Figure 4.5: Burner model approach.

The combustor outlet temperature is estimated using the adiabatic flame temperature approach [65],
according to which the outlet temperature is defined as the highest temperature achievable by a system
approaching equilibrium by means of an adiabatic process. The combustor heat losses are neglected and
consequently all the combustion heat is used to heat up the products. The value of the outlet temperature
is estimated considering that the combustion products enthalpy must equal the reactants enthalpy:

∑
j

Nj,out ·Hj,out(Tout) = ∑
j

Nj,in ·Hj,in(Tin) (4.25)

Where Nj,in and Nj,out represent respectively the molar flows of the species j entering and exiting the
combustor (mol/s). Hj,in and Hj,out correspond respectively to the enthalpy of the species j at Tin and
Tout. The dependency of the enthalpy on the temperature is expressed using the Shomate estimation [47]
with coefficients provided by the NIST WebBook [48].
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Chapter 5

SOFC Stack Model

The performance of the SOFC stack are estimated using the existing 1-D dynamic developed model by
van Biert et al. [21]. The model characteristics, the chosen methodology and the stack characteristics are
briefly summarised in this chapter . The reader is encouraged to read the full article [21] describing the
SOFC stack model in detail.

5.1 Model Description

The stack model simulates the performance of a commercially available integrated stack module (ISM)
containing two 30 cells stack towers connected in series. The model structure and equations are the same
as for a single cell model. Geometrical parameters and boundary conditions are adjusted to take into
account the difference between stack and single cell operations (see Table 5.1).

The model is a 1 D dynamic capable of accounting for the time variations of the input conditions.
The air, fuel, interconnect and positive electrode-electrolyte-negative electrode (PEN) assembly are dis-
cretised in the flow direction by using separate control volumes. Additionally, the model accounts for
the stack active area, heat transfer in the inactive sections and surrounding heat losses.

All the mass and energy balance equations in the model are dynamic. The gas channels are modelled
as a series of stirred-tank reactor control volumes and the dynamics of the species molar concentration
are evaluated assuming that the changes in the total molar flow are quasi-static. Therefore, the local time
derivative of the molar concentration follows from a molar balance and the molar capacity of the control
volume:

∂yi
∂ t

=
R̄T

pVcv
·
(

ṅi
in – ṅi

out +∑
m

vi,m rm Acv

)
(5.1)

With Acv and Vcv being the control volume area (m2) and volume (m3) and ṅ the molar flow (mol/s)
of the species j.

Regarding the dynamic energy balance of the gaseous (5.2) and solid (5.3) control volumes, it is
assumed that the heat from the chemical reactions (ΔHm rm) is assigned to the PEN control volumes
rather than the gases. The solid control volumes account for the convective heat transfer (first term right
hand side (5.3) ) as well as the heat conduction (second term right hand side (5.3) ). The term cp is

estimated at each time step according to the Shomate equations but dcp
dt is neglected.

∂Tg

∂ t
=

R̄T
pVcv ∑i yi cp,i

·
[
∑
i

ṅi
in(h

in–hout
i

i ) +∑ h̄Acv (Ts – Tg)
]

(5.2)

∂Ts
∂ t

=
1

ρs cp,s τs
·
[
∑ h̄ (Tg – Ts) +λs τs

∂ 2Ts

∂x2 +∑
m
ΔHm rm – jUcell – Q̇loss

]
(5.3)
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The last two terms on the right hand side of equation (5.3) represent respectively the electric power
drawn from a control volume and the surroundings heat losses. The latter is applied only at the boundaries
of the stack, thus:

Q̇loss =

{
λins (TIC – Tenv) if l = 0∨ l = L
0 if l 6= 0∨ l 6= L

(5.4)

5.1.1 Chemical Model

It is assumed that two reactions take place on the SOFC anode, namely Water Gas Shift (WGS) and
Methane Steam Reforming (MSR).

MSR : CH4 + H2O↔ CO + 3H2 (5.5)

WGS : CO + H2O↔ CO2 + H2 (5.6)

The WGS is assumed to proceed infinitely fast. Consequently, the reaction quotient is equal to the
equilibrium constant along the active area. The latter is estimated from the Gibbs free energy change of
reaction at standard state.

QWGS =
αH2 αCO2

αH2O αCO
= KWGS = exp

(
–
ΔG0

WGS
R̄T

)
(5.7)

With
αi = Φi yi

p
p0
' yi

p
p0

ideal gas behaviour (5.8)

The same does not apply for MSR since methane reaction does not proceed infinitely fast. Therefore,
a kinetic model is required. In a later research, Biert [50] compared four different kinetic models to
investigate the dependence of the MSR rate on the methane and steam partial pressures. Here only the
model used in this research is reported. The latter goes under the name of Langmuir-Hinshelwood kinetic
model. In this model, the reaction rate (rMSR) is defined as follow:

rMSR =
kK̄CH4 K̄H2O pCH4

√pH2O(
1 + K̄CHe pCH4

+ K̄H2O
√pH2O

)2 ·
(

1 –
QMSR
KMSR

)
(5.9)

Here the numerator represents the kinetic factor, which describes the dependency of the rate deter-
mining step on the gas species involved. The denominator represents the adsorption isotherm which
accounts for the available active reaction sites. While, the ratio of QMSR and KMSR represents the devi-
ation from chemical equilibrium thus the driving force of the reaction [50].

5.1.2 Electrochemical Model

The stack power density is estimated by multiplying the average current density ( j ) with the cell voltage
( Ucell ). It is assumed that the voltage is uniform on the cell plane. The resulting cell voltage corre-
sponding to the total current drawn, is estimated using the bisection algorithm. In particular, the current
density distribution is calculated such that the sum of the overpotentials equals the difference between
cell voltage and the Nernst voltage (UNerst):

UNernst – Ucell = ηohm +ηconc +ηact,an +ηact,cat (5.10)
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The Nernst potential, in eq.(5.10), is estimated considering that the kinetics of hydrogen oxidation
dominate the electrochemical reaction:

UNernst =
ΔG0

2F
+

R̄TPEN
2F

ln
(√
αO2 ·αH2

αH2O

)
(5.11)

Where the first term of the right hand-side represents the reversible potential for hydrogen oxidation
at standard pressure (p0) and average PEN temperature [21].

The overpotentials (right hand-side terms of equation (5.10)) represent irreversible losses which oc-
curs in practical fuel cells. These losses, divided in ohmic (ηohm), activation (ηact) and concentration
(ηconc) losses, result in a cell voltage lower than its ideal voltage [14], as shown in Figure 5.1.

Figure 5.1: Ideal and actual fuel cell current/voltage characteristics. The ideal voltage represents the
theoretical electromotive force (EMF). Reproduced from [14].

It is important to understand that, Ohmic losses occur because of resistance to the flow of ions and
electrons respectively in the electrolyte and through the electrode materials [14]. These losses are di-
rectly proportional to the anode, cathode and electrolyte thickness (τ) and inversely proportional to their
electronic or ionic conductivity (σ). Due to their limited dependence on the PEN temperature, σan and
σca are estimated as constant values , while σel is estimated as function of the local PEN temperature
(as reported in Table 5.1). Moreover, in order to account for non-ideal electrical contacts in the stack as-
sembly, a contact resistance factor (Rcontact) is considered [21]. The electrolyte and electrode properties
value are reported in Table 5.1.

ηohm = j ·
(
τan
σan

+
τel

σel(TPEN)
+
τca
σca

+ Rcontact

)
(5.12)

Concentration losses occur because of the inability of the surrounding material to maintain the initial
concentration of the bulk fluid, thus deviating from the gas concentrations at the triple phase bound-
ary (tbp). These losses usually dominate only for higher current densities [14, 21] and are estimated
considering the reactant partial pressure at tpb. :
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ηconc =
R̄T
2F

ln
(pH2O,tpb ·pH2

pH2O ·pH2,tpb

)
+

R̄T
4F

ln
(

pO2

pO2,tpb

)
(5.13)

Where pi,tpb is estimated considering the bulk flow partial pressures and the effective diffusion coef-
ficient as suggested by van Biert [21].

Finally, the activation losses are directly related to the rate of electrochemical reaction [14] and can
be estimated assuming symmetry between the anodic and cathodic reaction:

ηact =
R̄T
F
· sinh–1

(
j

2 j0

)
(5.14)

Where:

j0,ca = k̂o,ca ·αε̂O2
exp
(

–
Eα,ca
R̄T

)
(5.15)

j0,an = k̂o,an ·α
γ̂

H2
·αβ̂H2O exp

(
–

Eα,an
R̄T

)
(5.16)

Here, the values reaction orders ε̂, γ̂ and β̂ depend on several factors (e.g. temperature, absolute
electric potential difference). A value of 0.25, 0.5 and 0 is chosen respectively [21].
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Table 5.1: Parameters assumed in the stack and single cell test setup, based on ESC2 cells obtained from
Kerafol/H.C. Starck and the ISM V3.3 from Sunfire/Staxera. Reproduced from [21]

Geometric Properties Symbol Units ISM Single Cell

N. of cells Ncell [-] 60 1
Cell length Lcell [m] 0.164 0.1
Active area length Laa [m] 0.09 0.09
Cell width wcell [m] 0.142 0.09
N. of channels Nch [-] 24 22
Channel height τch [m] 1e-3 2.5e-3
Electrolyte thickness τel [m] 90e-6 90e-6
Anode thickness τan [m] 35e-6 35e-6
Cathode thickness τca [m] 35e-6 35e-6
Interconnect thickness τIC [m] 500e-6 -
N. of control volumes Ncv [-] 50+(2x21) 250

Thermal Properties

PEN density ρPEN [kg m–3] 5900
PEN heat capacity cp,PEN [J kg–1 K–1] 500
PEN thermal cond. λPEN [W m–1 K–1] 2
IC density ρIC [kg m–3] 8000
IC heat capacity cp,IC [J kg–1 K–1] 500
IC thermal cond. λIC [W m–1 K–1] 24
Ins. thermal cond. λins [W K–1] 2.91e-3

Electrolyte and Electrode Properties

Electrolyte conductivity σel [Ω–1 m–1] 20.5e3exp(–9.03e3/TPEN)
Anode conductivity σan [Ω–1 m–1] 30e3
Cathode conductivity σca [Ω–1 m–1] 12.9e3
Contact resistance Rcontact [Ωm2] 5e-6 5.5e-5
Electrode porosity ε [-] 0.3
Electrode tortuosity factor l [-] 6
Electrode pore radius r̄ [m] 5e-7
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Chapter 6

Control System Model

The controller for the proposed SOFC system configuration has two objectives, namely to efficiently
follow the power requirement during load transients and to respect the operating limit set by the manu-
facturer on the stack core temperature to ensure safe operation. Two main control systems are developed
for the proposed SOFC system configuration. This chapter describes in detail the chosen control strate-
gies and shows how they have been implemented in the complete system model.

6.1 PEN Temperature Control

The operating temperature of SOFCs is usually higher than other fuel cells, and as a result, the thermal
stress between different components due to different temperature distributions along the anode, cathode,
and electrolyte can be critical for the entire fuel cell integrity [15]. Large temperature gradients in the
stack might affect the interconnect and the cell properties causing cell degradation, reduction of system
efficiency and possible system failure [52]. Therefore, it is importantto maintain the temperature profile
of the PEN assembly (representing the core of the cell) as uniform as possible.

A low level control is implemented to make the SOFC stack work at the desired PEN temperature,
based on the work done by Marra et al. [15]. A feedback control logic is applied to the cathode air
blower, by means of a proportional–integral-derivative (PID) controller (see Figure 6.1). The controller
feeds the (excess) air required to meet the desired temperature value of the PEN assembly (TTARGET).
If TPEN increases to a value higher than the target value, the air flow is increased to cool the stack. The
opposite is true if the PEN temperature reduces to a value below TTARGET. The applied PID controller
is discrete and updates the cathode air flow every 700 s and thus the power of the air blower system.

Figure 6.1: Overview of the the PEN temperature control system.
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The Ziegler-Nichols frequency response method has been used to tune the PID controller. This
method consist of setting the integral and derivative gains (i.e. Ki,Kd) to zero. The proportional gain
(i.e. Kp) is increased until it reaches the ultimate gain Ku, representing the value at which the output of
the loop starts to oscillate constantly with a period Tu, known as ultimate period [10]. Then the values
of Ki and Kd are found as follows:

Table 6.1: PID Control parameters based on Ziegler-Nichols method. Reproduced from [10, 11]

Controller Type Kp Ki Kd Tp Ti Td

P 0.5 Ku - - Tu - -
PI 0.45 Ku 0.54 Ku / Tu - 1.4 Tu 0.8 Tu -

PID 0.6 Ku 1.2 Ku/ Tu 3 Ku Tu /40 0.85 Tu 0.5 Tu 0.125 Tu

The values used in the model for the proportional, integral and derivative gains are respectively,
Kp = 0.5, Ki = 0.01 and Kd = 0.01.

6.2 Power Demand Control

The SOFC power controller is a feed-forward control system (see Figure 6.2). The controller estimates
the current requirement based on the power demand with a look-up table. The look-up table data (see
Figure 8.1) has been obtained by running the model for different stack current to estimate the net power
produced by the SOFC system.

The effect of stepping and ramping the current is evaluated. By changing the current, the amount of
fuel feeding the system changes instantaneously so to keep the system fuel utilization constant and equal
to the nominal value, according to relation (8.1).

Figure 6.2: Overview of the SOFC power control system.
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Chapter 7

Model Verification

The BoP components of the developed model have been verified with steady-state results obtained from
the thermodynamic flow-sheet modelling software Cycle-Tempo ®. Each component was individually
verified at different operating points. The results obtained are described in this chapter. Verification and
validation of the SOFC stack model has already been carried by Biert et al. [21] and is omitted in this
chapter.

7.1 Air Blower

Verification of the blowers is obtained through the estimation of the power required for different values
of the mass flow. Figure 7.1 shows the comparison of the results provided by Cycle-Tempo (N) for the
air blower with those estimated with the developed model (�), according to eq. (4.1). The considerations
are the same for the CPOX and AGR blower with the exceptions of the mass flow species for the latter.

The cathode air flow is increased to simulate the need of the air blower to provide excess air to the
stack for cooling purposes. The results show how the developed blower model predicts with excellent
accuracy the blower required power.
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Figure 7.1: Verification of the air blower power estimation. (The reported air flow refers to the amount
necessary for the whole stack, not the single cell).
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7.2 Heat Exchanger

The air heat exchanger model is verified by varying the amount of cathode air flow entering the HEx
(representing the cold fluid) and observing the effect on the outlet hot and cold fluid temperature. The
hot fluid mass flow is kept constant for all the values of ṁair. Figure 7.2 shows the results obtained with
the model (� • ) compared to the results obtained from Cycle Tempo (N H). It is possible to observe a
small discrepancy between the results, with a bigger magnitude for the cold fluid than for the hot fluid.
The temperature difference of the cold fluid between the simulated values and the ones obtained from
Cycle Tempo is almost 30 K for all the ṁair values. While for the hot fluid, this difference is less than
maximum 6 K.

The difference between the data might be attributed to the different approach used to estimate the
thermodynamic properties of the gas mixture. While the developed model uses the Shomate equations
with coefficient provided by the NIST WebBook [48], Cycle Tempo uses a similar expression but with
coefficient provided by NASA [49]. These are slightly different from those provided by the NIST (see
Appendix B).
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Figure 7.2: Verification of the air heat exchanger outlet temperatures. The reported air flow refers to the
amount necessary for single cell operation.

7.3 Mixer

Figure 7.3 shows the verification results of the adiabatic mixer outlet temperature in relation to the fuel
mass flow. The same considerations apply for the mixer located upstream the after-burner (see Fig.
3.1). In particular, ṁmix is increased by increasing the amount of methane entering the mixer. The
CPOX air flow and the AGR flow are kept constant. The change of the fuel mass flow simulates the
need of keeping the system fuel utilization constant in case the stack current changes. As expected, by
increasing the mixer mass flow, the outlet temperature decreases since more fuel at lower temperature is
introduced in the mixer. By comparing the results provided by Cycle-Tempo (N) with those estimated by
the developed model (�), it is possible to conclude that the developed mixer model predicts with good
accuracy the mixer outlet temperature changes caused by the variation of ṁmix .
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Figure 7.3: Verification of adiabatic mixing process. The displayed results refer to the adiabatic mixer
located upstream the CPOX reformer.

7.4 Pre-Reformer

Verification of the CPOX reformer model is done by varying the outlet temperature of the reactor and ob-
serving the consequent variation of the outlet molar concentration for operations where the CPOX blower
is turned on. As already mentioned in Sec. 4.4.1, the pre-reformer outlet composition is characterised
not only by the presence of CO2 and H2O, but also H2 and CO. N2 is part of the molar composition as
air is supplied for the CPOX process.

Figure 7.4 shows how the results obtained (�) are perfectly in accordance with the ones provided by
Cycle-Tempo (N). The variation of the outlet temperature from 950 K to 1275 K has a small effect on
the outlet composition.
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Figure 7.4: Verification of CPOX outlet molar composition. The presence of N2 in the outlet molar
composition is because air (21%O2 and 79%N2) is used as oxidant.
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7.5 Afterburner

The combustion process occurring in the afterburner located downstream the stack is verified by ob-
serving the effect of the cathode exhaust air, on the outlet molar composition. The latter is increased by
increasing the cathode air supplied to the system. The situation studied might occurs if more air is needed
in the system so to reduce the PEN temperature to the operating value. Since complete combustion of
CH4, CO and H2 is assumed, the outlet composition consists of N2, O2, CO2 and H2O. The results
obtained are shown in Figure 7.5. A perfect accordance with the Cycle-Tempo data is obtained.
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Figure 7.5: Verification of combustor outlet molar composition. The amount of air is increased while the
fuel is kept constant.
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Chapter 8

Steady-State Results and Discussion

The developed model is able to simulate steady-state operation. The influence of stack current, system
fuel utilization and anode recirculating ratio on the system performance has been studied. The results
obtained are presented in this chapter.

The BoP components of the modelled system are sized according to the system nominal operation,
with characteristics as reported in Table 8.1. During nominal operation, the CPOX air blower is turned
off, thanks to the high anode recirculating ratio which ensure that the O/C ratio is kept constant. Oxygen
utilization, system and stack global fuel utilization in Table 8.1 are defined as follow:

Uf,sys =
I

8 ·F ·NCH4

(8.1)

Uf,sp,stack =
I

2 ·F ·Nf,in · (nH2 + nCO + 4 ·nCH4)
(8.2)

Uf,g,stack =
Uf,sp

RR ·Uf,sp + (1 – RR)
(8.3)

Uox =
I

4 ·F ·NO2

(8.4)

Where F represents the Faraday’s constant [sAmol–1], Nf,in the fuel total molar flow entering the
stack [mol/s], NCH4 the methane molar flow entering the system [mol/s] and nj the molar fraction of the
species j.

Table 8.1: Main system parameters characterising the nominal operation. The O/C ratio is estimated
at the inlet of the external CPOX reformer. The highlighted values represent the stack manufacturer
recommendation [74].

Parameters Symbol Unit Nominal Value Range

System Fuel Utilization Uf,sys [ - ] 0.8 0.7 - 0.9
Stack Global Fuel Utilization Ufg [ - ] 0.8 0.7 - 0.9
Anode Recirculating Ratio RR [ - ] 0.7 0 - 0.7
Oxygen to Carbon Ratio O/C [ - ] 2.25 2.25
PEN Temperature TPEN [ ◦C ] 850 850 - 860
Stack Current Istack [ A ] 27 ≤ 30
Stack Voltage Ustack [ V ] 37 36 - 80

Table 8.2 shows the results obtained for each subsystem, during nominal operation. The manufacturer
operating limits are respected. During nominal operation, the SOFC stack produces 1 kW of electric
power corresponding to a stack efficiency of 48%.
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However, the cathode air blower as well as the AGR blower require electrical power (drawn from the
stack), reducing the available system electric power which translates in a net system efficiency of 38 %.

Table 8.2: Model results for nominal operation.

Air Sub-System Parameters Symbol Unit Value

Total air blower power Pair [ W ] 99.56
Air mass flow (single cell) ṁair [ kg/s ] 3.97e-5
Air heat exchanger cold fluid inlet temperature Tcf,in [ K ] 331.2
Air heat exchanger cold fluid outlet temperature Tcf,out [ K ] 976.4
Air heat exchanger hot fluid inlet temperature Thf,in [ K ] 1241
Air heat exchanger hot fluid outlet temperature Thf,out [ K ] 648.6

Fuel Sub-System Parameters

Fuel heat exchanger cold fluid inlet temperature Tcf,in [ K ] 331.2
Fuel heat exchanger cold fluid outlet temperature Tcf,out [ K ] 725
Fuel heat exchanger hot fluid inlet temperature Thf,in [ K ] 1267
Fuel heat exchanger hot fluid outlet temperature Thf,out [ K ] 1241
Adiabatic mixer outlet temperature Tmix [ K ] 1085
CPOX reformer outlet temperature Tout,CPOX [ K ] 842.7
Methane mass flow (single cell) ṁCH4 [ kg/s ] 7.01e-7

SOFC Stack Parameters Op. Limits [74]

Cathode air inlet temperature Tca,in [ K ] 976.4 ≤ 1123
Cathode air outlet temperature Tca,out [ K ] 1084 ≤ 1103
Anode fuel inlet temperature Tf,in [ K ] 842.7 ≤ 1123
Anode fuel outlet temperature Tf,out [ K ] 1083 ≤ 1123
Anode-Cathode inlet temperature gradient ΔTa,c,in [ K ] 133.7 ≤ 250
Maximum PEN temperature TPEN,Max [ K ] 1123.15 ≤ 1133
Single cell voltage Ucell [ V ] 0.626 ≥ 0.6
Single cell power Pcell [ W ] 16.9
Stack outlet power Pstack [ W ] 1015
Stack current Istack [ A ] 27 ≤ 30
Stack global fuel utilization Ufg [ - ] 0.8 ≤ 0.8
Stack efficiency ηstack [ % LHV ] 48

Other Parameters

Total AGR blower power PAGR [ W ] 80.71
Anode recirculating ratio RR [ - ] 0.7031
Anode recirculating flow temperature TAGR [ K ] 1165
Adiabatic mixer outlet temperature Tmix [ K ] 1084
Afterburner outlet temperature Tburner [ K ] 1267
System efficiency ηsys [ % LHV ] 38
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8.1 Influence of Stack Current

The developed model is able to simulate the system performance for different values of the stack current.
When changing the current, the amount of methane feeding the system changes in order to keep the
system fuel utilization constant (according to relation (8.1)). Moreover, for all the simulated current
values, the CPOX air blower is turned off since O/C ratio, RR and Uf,sys are kept constant (see eq.
(4.14)). The high anode recirculating ratio ensures that the amount of O2 required in the pre-reformer is
achieved without the need of the CPOX blower. The SOFC stack power curve is obtained by running the
model for different values of stack current Istack. The results are shown in Figure 8.1. During nominal
operation (i.e. I= 27 A), the SOFC stack is able to deliver more than 1 kW of electric power, and at a
stack current (Istack) of 12 A the power reduces to a value below 600 W. The cell voltage, decreases for
higher current values (as expected), reaching 0.63 V during nominal operation (see Figure 8.2).
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Figure 8.1: Simulated power curve of the SOFC stack (Uf,sys = 0.8, RR = 0.7).
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Figure 8.2: Simulated IV curve of the SOFC stack (Uf,sys = 0.8, RR = 0.7). The current density has been
obtained by dividing the stack current value for the cell active area.
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Figure 8.3 shows the combined power and voltage curves for different current density values. The
solid lines represent the simulated values obtained with the model. While, the dashed lines represent the
values obtained from the data extrapolation considering that no power is produced when no current is
drawn from the stack.
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Figure 8.3: Combined I-V and power density curves. The model is not able to simulate the system
performance for stack current values below 12 A. A control strategy not solely dependent on the cathode
air flow, would allow the model to simulate the system performance for lower Istack values.

For the chosen operating point, the developed model is not able to simulate the system performance
for values of stack current below 12 A. The cathode air flow is used to control the PEN temperature. Thus,
when reducing the stack current values, the PEN temperature control responds by reducing the cathode
air flow (as shown in Figure 8.4)) to keep the maximum PEN temperature equal to 850 ◦C. However,
current values below 12 A result in a reduction of the cathode air flow below the lower limit imposed
by the manufacturer. The latter suggests a minimum cathode air flow of 40 Nl/min (corresponding to
1.0e – 5 kg/s for single cell operation) and an oxygen utilization below 60 % [74].

Figure 8.4 shows the influence of the stack current on the methane and cathode air mass flow. The
amount of methane increases for higher current values in order to keep the system fuel utilization con-
stant. The increase of the cathode air is required to cool down the stack and keep the temperature of
the PEN assembly constant (at 1123.15 K [74]). If the PEN temperature control would not have been
implemented, then the PEN temperature would increase above the maximum limit negatively affecting
the stack performance and lifetime. Moreover, the cell voltage would decrease for lower current values
with consequently even lower value of the produced power.

In Figure 8.4, it is also possible to see how for Istack values around 12-13 A, ṁair reaches a value
below the lower limit imposed by the manufacturer (1e – 5kg/s for single cell operation). Figure 8.5,
shows that these Istack values correspond to the highest values of oxygen utilization, 47% and 67% for
Istack equal to 13 and 12 A respectively (the manufacturer suggests Uox ≤ 60%).
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Figure 8.4: Methane and cathode air mass flow for different values of the stack current. (Uf,sys = 0.8,
RR = 0.7)

12 14 16 18 20 22 24 26 28

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

Figure 8.5: Oxygen utilization values for different Istack. (Uf,sys = 0.8, RR = 0.7)

The power requirement of the ancillary devices is shown in Figure 8.6. Since the CPOX air blower
is not needed thanks to the selected anode recirculating ratio, only the anode recirculating blower and
the cathode blower are active. During nominal operation, the required AGR blower and the cathode air
blower power represents respectively 8% and 10% of the total electric power produced by the stack (see
Figure 8.7). The values reduces to 6% and 3% respectively for Istack = 12A, since less air and fuel is
needed for lower stack currents, as shown in Figure 8.4.
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Figure 8.6: P-I curves for the system ancillary devices. (Uf,sys = 0.8, RR = 0.7).

Figure 8.7: Percentage of the power requested by the ancillary devices for different Istack (Uf,sys = 0.8,
RR = 0.7)

Figure 8.8 shows the variation of the fuel and oxidant flow temperature with the stack current. Ta,in
represents the outlet temperature of the air exiting HE1. This is the air temperature at the stack inlet
(see Fig. 3.1). Tf,in represents the fuel temperature at the CPOX reformer outlet thus the stack inlet.
And Tf,HEx,out represents the outlet temperature of the methane flow exiting HE2 thus prior the CPOX
reformer. The increase of Ta,in and Tf,HEx,out for lower value of stack current is a result of the decrease
of the air and fuel flow that occurs for lower Istack, since both heat exchangers (HE1 and HE2) are sized
for nominal operation (where the flows reaches the highest simulated values).
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Figure 8.8: Influence of the stack current on the air and fuel stack inlet temperature (Uf,sys = 0.8, RR =
0.7).

Figure 8.9 and 8.10 show the effect of the stack current change on the afterburner outlet temperature
and molar composition. A significant drop of Tout,burner from 1510 K to 1330 K may be observed for
Istack values between 12 A and 16 A, after which the change in the the outlet temperature reduces,
reaching a value of 1267 K for Istack = 27A.

The N2 and O2 change remarkably for different stack current values, while H2O and CO2 remains
almost constant. The change in the first two species is a result of the change in the cathode air flow.
Since the CPOX blower is turned off, the presence of N2 and O2 in the afterburner outlet composition is
attributed only to the cathode air flow.
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Figure 8.9: Influence of the stack current on the outlet temperature of the afterburner (Uf,sys = 0.8,
RR = 0.7).
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Figure 8.10: Influence of stack current on the molar flow at the afterburner outlet (Uf,sys = 0.8, RR = 0.7).

Figure 8.11 shows the effect of changing Istack on the stack inlet and outlet molar composition, .
It is important to specify that the absence of N2 in the inlet and outlet composition is a result of the

the CPOX air blower being turned off, since the oxygen provided by the AGR blower is sufficient to
ensure that the (partial) external reforming process takes place.

Figure 8.11 displays that, for all the Istack values, the H2 concentration at the inlet is higher than that
at the outlet. The opposite is true for H2O. This demonstrates that in the stack, hydrogen is oxidized
with the oxygen coming from the cathode side, producing H2O (and power). Moreover, at the stack
outlet there is no CH4, showing that the methane entering the stack is reformed internally, consuming
H2O and producing CO and H2, according to the MSR reaction (5.5). The presence of CO2 in the inlet
composition is a result of the fact that part of the outlet composition (containing CO2 because of the
WGS reaction (5.6)), is reintroduced in the system through the AGR blower. A decrease of 50-60/% in
the inlet and outlet composition of all species is observed for a stack current of 12 A.
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Figure 8.11: Influence of stack current on the fuel molar flow at the stack inlet and outlet (Uf,sys = 0.8,
RR = 0.7).
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The influence of the stack current on the system (ηsys) and stack (ηstack) efficiency is shown in
Figure 8.12. These are estimated considering the net electric power produced by the system Pnet,sys and
the electric power produced solely by the stack Pstack:

ηsys =
Pnet,sys

LHVCH4 ·NCH4

=
Pstack – Panc

LHVCH4 ·NCH4

(8.5)

ηstack =
Pstack

LHVCH4 ·NCH4

(8.6)

Where Pnet,sys is obtained by subtracting the power required for the ancillary devices from Pstack.The
term NCH4 represents the methane flow that is electrochemically oxidised in the fuel cell [mol/s] and
LHV represents the methane lower heating value [J/mol]. The highest efficiency is obtained for the
lower value of the stack current, corresponding to the higher cell voltage. While the highest system
efficiency is obtained when Istack = 12A, corresponding to the operation where the power requirement
from the ancillary devices is the lowest. A stack and system efficiency of 63 % and 55 % respectively is
obtained when the stack current value is 12 A.
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Figure 8.12: System and stack efficiency for different I values (Uf,sys = 0.8, RR = 0.7).
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8.2 Influence of System Fuel Utilization

The influence of the system fuel utilization on the SOFC system performance is studied by varying the
value of Uf,sys from 0.7 to 0.9. The anode recirculating ratio changes with the system fuel utilization
(from 0.8 to 0.6 c.a.) to keep the O/C ratio constant and equal to the set value and to ensure that no CPOX
air is needed (i.e. the CPOX air blower is turned off). The stack current is also kept constant at 27 A by
changing the amount of methane feeding the system. Finally, the air control on the PEN temperature is
active thus the PEN temperature is kept constant at its nominal value.

Figure 8.14 shows the stack power curve for different values of Uf,sys as well as the power required
from the ancillary devices (i.e. cathode and AGR blower). The decrease of the stack power for higher
fuel utilization is a result of the drop of the cell voltage (see Figure 8.13) which reaches a value below
the lower limit suggested by the manufacture (i.e. 0.6 V) for values of Uf,sys higher than 0.85. However,
when working at lower stack current (i.e. 15 A), higher cell voltage values are achievable for the same
Uf,sys. The cell voltage reduces from 0.82 V to 0.76 V at Istack = 15A by increasing the system fuel
utilization from 0.7 to 0.9. This is well above the lower cell voltage limit.
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Figure 8.13: SOFC stack voltage for different Uf,sys

As shown in Figure 8.14, the power required by the cathode air blower does not change significantly,
demonstrating a relatively small influence of Uf,sys on the PEN temperature. On the other hand, when
increasing the system fuel utilization, the AGR blower power significantly decreases, going from 160
W for Uf,sys= 0.7 to 50 W for a value of Uf,sys =0.9. This is mainly due to the necessity of decreas-
ing the anode recirculating ratio for higher Uf,sys to keep the O/C ratio constant and to ensure that the
CPOX air blower stays turned off. Figure D.1 in Appendix D shows the corresponding power curves for
Istack = 15A.

Figure 8.15 shows the power percentage required by the ancillaries of the total stack power. The
maximum power requirement is obtained for the lower value of Uf,sys, with a total requirement of 25%
the total power. This is a result of the higher power needed by the AGR blower for lower Uf,sys. The
amount of power required by the cathode air blower remains mostly constant, as already shown in Figure
8.14. The net power produce by the stack increases from 76% to 82%, when Uf,sys is increased from 0.7
to 0.9.
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Figure 8.14: Influence of system fuel utilization on the components power requirement @ Istack = 27A.

Figure 8.15: Percentage of the power requested by the ancillary devices for different Uf,sys @ Istack =
27A.

Figure 8.16 shows the effect of Uf,sys on the methane and air mass flow. As seen in the power curves,
the amount of cathode air does not change significantly, with a reduction of almost 9% for Uf,sys = 0.9
(compared to Uf,sys = 0.7).The ṁCH4 decreases considerably reaching a value 22% lower for Uf,sys = 0.9
than for Uf,sys = 0.7. This reduction is a result of the need of keeping the stack current constant at 27 A.
Similar reductions in the mass flows are obtained for Istack = 15A, as shown in Figure D.2.
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Figure 8.16: Methane and cathode air mass flow for different values of Uf,sys @ Istack = 27A. The flows
refer to single cell operation.

The influence of Ufsys on the temperature of the fuel and air entering the stack and the heating
medium leaving the heat exchangers is shown in Figure 8.17. A relatively small reduction of 10% and
12% respectively, for Tf,in and Ta,in occurs when increasing Uf,sys from 0.7 to 0.9. Tf,Hex,out does
not change significantly with the system fuel utilization. Since the reduction of the cathode air flow is
relatively small, the drop in the air temperature cannot be attributed to the heat exchanger design as for
the case of different Istack. It is a result of the significant reduction of the afterburner outlet temperature
(as shown in Figure 8.18), representing the hot fluid in the air heat exchanger (see Figure 3.1). The
burner temperature drastically reduces for higher system fuel utilization values, reaching a temperature
difference of almost 200 K between the case with Uf,sys = 0.7 and that with Uf,sys = 0.9. This is related
to the lower amount of fuel available at the afterburner inlet, as shown in Figure 8.16 and 8.21. No
significant change in the afterburner outlet composition is observed, as shown in Figure 8.19.
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Figure 8.17: Influence of the system fuel utilization on the air and fuel stack inlet temperature @ Istack =
27A.
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Figure 8.18: Influence of the system fuel utilization on the outlet temperature of the afterburner @
Istack = 27A.
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Figure 8.19: Influence of system fuel utilization on the molar flow at the afterburner outlet @ Istack = 27A.

Figures 8.20 and 8.21 show the influence of Uf,sys on the stack inlet and outlet fuel composition. The
differences between inlet and outlet are the same as for the case with different stack currents.

The hydrogen content at the CPOX reformer outlet (i.e. stack inlet) decreases significantly with
the fuel utilization with a total reduction of 75 % for Uf,sys = 0.9. The same occurs for CO with a total
reduction of more than 85% when the system fuel utilization is 0.9. While for CO2 and H2O, the increase
of Uf,sys to 0.9, produces a reduction to half the value for Uf,sys = 0.7. The methane flow increases for
higher system fuel utilization.

Increasing Uf,sys results in a significant decrease of CO2 and CO in the stack outlet composition,
with a total reduction of 86% for both species when Uf,sys is 0.9. H2O and H2 reduces by 40% for
Uf,sys = 0.9. Similar reductions can be observed for Istack = 15A, as shown in Figures D.6 and D.7 .

43



0.65 0.7 0.75 0.8 0.85 0.9 0.95

0

0.5

1

1.5

2

2.5

3
10

-4

H
2

H
2
O

CO
2

CO

CH
4

Figure 8.20: Influence of system fuel utilization on the fuel molar flow at the stack inlet @ Istack = 27A.
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Figure 8.21: Influence of system fuel utilization on the fuel molar flow at the stack outlet @ Istack = 27A.

The influence of Uf,sys on the stack and system efficiency is shown in Figure 8.22. At Istack = 27A,
the highest system and stack efficiency is achieved for the highest Uf,sys. For Uf,sys = 0.9, ηsys = 0.39
(representing an increase of 20% compared to Uf,sys = 0.7) and ηstack = 0.49. However at Istack = 27A,
the cell voltage drops below the manufacture lower limit for Uf,sys higher than 0.85.

At Istack = 15A, both stack and system efficiency increases considerably. ηstack increases from 0.55
to 0.66 by increasing Uf,sys. While the ηsys reaches a value of 0.58 for Uf,sys = 0.9.
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Figure 8.22: System and stack efficiency for different Uf,sys values.
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8.3 Influence of Anode Recirculating Ratio

The influence of the anode recirculating ratio on the system performance has been studied. The model
outputs were evaluated for constant Uf,sys ,O/C ratio and stack current, equals to their respective nomi-
nal values. Consequently, by changing the RR, the fraction of CPOX air needed changes, according to
relation (4.14). The PEN temperature control is active, thus the maximum PEN temperature will remain
constant and equal to its nominal value.

Figure 8.24 shows the power curves of the stack as well as the ancillary devices as function of RR for
Istack = 27A. Since the stack current is kept constant, the power produced by the stack is strictly related
to the cell voltage UCell (see Figure 8.23) . The UCell decreases slightly by increasing RR from 0 to 0.6,
after which it is possible to see a relatively sharp increase of the cell voltage. However, the change in
the UCell is limited in the range of 0.62-0.64 V. When working at lower current (i.e. 15 A), the values
of the cell voltage are considerably higher. At Istack = 15A, UCell increases from 0.76 V to 0.79 V by
increasing RR.
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Figure 8.23: SOFC stack voltage for different RR

Figure 8.24 shows the relation between the AGR blower and the CPOX blower. RR = 0 and RR = 0.7
represents the two extreme cases. For RR = 0, the AGR blower is turned off while the CPOX blower
requires the maximum power. The opposite is true for RR = 0.7. The power required by the cathode
air blower, decreases when increasing the anode recirculating ratio, since less cathode air is needed for
cooling purposes, as shown in Figure 8.26.

Figure 8.25 shows the power percentage required for the ancillaries as a percentage out of the total
stack power for different values of RR. The Pnet,stack remains constant and equal to 75%, for value of RR
between 0 and 0.3. It increases for higher value of RR, reaching a maximum of 82% at RR = 0.7. Figure
8.25 also shows that the cathode air blower has the highest power demand of the three ancillary devices.
The CPOX air blower consumes the least amount of power.
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Figure 8.24: Influence of anode recirculating ratio on the components power requirement
(Uf,sys=0.8, Istack = 27A). The respective figure for Istack = 15A is reported in Appendix E.

Figure 8.25: Percentage of the power requested by the ancillary devices for different RR.
(Uf,sys=0.8, Istack = 27A).

Figure 8.26 shows that the amount of cathode air decreases by increasing the RR. The PEN temper-
ature decreases when the recirculating ratio increases, requiring less air to cool down the stack.

The CPOX air need to be increased to keep the O/C ratio constant when RR is reduced. The amount
of CH4 increases when the RR is decreased as more fuel is needed to keep the system fuel utilization
constant.
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Figure 8.26: Anode,cathode and CPOX mass flow for different values of RR. The flows refer to single
cell operation (Uf,sys=0.8, Istack = 27A). The respective figure for Istack = 15A is reported in Appendix E.

Figure 8.27 shows the effect of RR on the air and fuel flow temperatures. The temperature Tf,in
reduces significantly with the RR, from 1750 K to 843 K. This is a result of the change of the CPOX
reformer inlet composition (characterised by only CH4, O2 and N2 for RR = 0). The composition is
highly dependent on both CPOX air and recirculated flow. The outlet temperature of the adiabatic mixer
increases significantly by increasing the recirculation ratio, from 380 K (at RR = 0) to almost 1100 K (at
RR = 0.7). This significant increase is a result of the higher RR, translating in higher amount of hot fluid
recirculating in the system.
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Figure 8.27: Influence of the anode recirculating ratio on the air and fuel stack inlet temperature
(Uf,sys=0.8, Istack = 27A). The respective figure for Istack = 15A is reported in Appendix E.
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Figures 8.28 and 8.29 show the influence of RR on the stack inlet and outlet fuel composition. Com-
pared to the other cases (i.e. different Uf,sys and Istack), an additional species is present in the stack inlet
and outlet composition, namely N2. The latter does not react in the SOFC stack, as can be observed by
comparing both figures, as the N2 composition at the inlet and at the outlet remains the same. Regrading
the other species, no significant changes occur at the stack inlet except for the amount of CO2 which
increases by 75% for RR = 0.7 and CO which reduces by 60% for RR = 0.7.

The stack outlet composition, of H2 and CO increase with 70% for RR = 0.7.
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Figure 8.28: Influence of anode recirculating ratio on the fuel molar flow at the stack inlet
(Uf,sys=0.8, Istack = 27A). The respective figure for Istack = 15A is reported in Appendix E.
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Figure 8.29: Influence of anode recirculating ratio on the fuel molar flow at the stack outlet
(Uf,sys=0.8, Istack = 27A). The respective figure for Istack = 15A is reported in Appendix E.
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The outlet composition of the afterburner is dominated by N2 and O2, which decrease for higher RR
as less CPOX air is introduced in the system. H2O and CO2, reduce by 56% at RR = 0.7.
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Figure 8.30: Influence of anode recirculating ratio on the molar flow at the afterburner outlet
(Uf,sys=0.8, Istack = 27A). The respective figure for Istack = 15A is reported in Appendix E.

The effect of RR on the system and stack efficiency is shown in Figure 8.31. The highest stack
efficiency is achieved when the AGR blower is turned off, with a value of ηstack = 0.49. For higher anode
recirculating ratios, ηstack slightly decreases to 0.48 at the nominal operational point (i.e. RR=0.7).

The situation is reversed for the system efficiency, with the highest value of ηsys when the CPOX air
blower is turned off, i.e. nominal operation. Then the system efficiency reduces from 38% to 34% when
RR is decreased from 0.7 to 0.

At Istack = 15A, both stack and system efficiency values are significantly higher. The stack efficiency
reaches its maximum when the CPOX blower is turned off, with a value of ηstack = 0.61. The system
efficiency (at 15 A) is 0.52 for RR = 0.7 and reduced to 0.42 when the AGR blower is turned off (RR = 0).
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Figure 8.31: System and stack efficiency for different RR values.
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Chapter 9

Load Transients Results and Discussion

The developed model is able to simulate the system response to load changes. These are simulated
by varying the current in the SOFC stack according to the new power requirement, as explained in
Section 6.2. During load transients, the system fuel utilization as well as the O/C ratio and the RR are
kept constant by changing the methane flow entering the system. Table 9.1 summarises the simulation
scenarios.

Table 9.1: Load transients simulation scenarios

Simulation TTarget
[K]

PCell,Target
[W]

IStack,Target
[V]

Current ramp
[A/min]

Simulation 1 1123.15 16.92→ 15.86→ 16.92 27→ 23→ 27 Step
Simulation 2 1123.15 16.92→ 15.86→ 16.92 27→ 23→ 27 0.25
Simulation 3 1123.15 16.92→ 15.86→ 16.92 27→ 23→ 27 0.16
Simulation 4 1123.15 16.92→ 15.86→ 16.92 27→ 23→ 27 0.05

9.1 Step/Ramp comparison - Feed-back Control

Figures 9.1, 9.2,9.3 and 9.4 show the results obtained when the current is changed from the nominal value
(27 A) to 23 A and then back to 27 A. When the current is changed, the amount of methane entering the
system changes to keep the system fuel utilization constant (see relation (8.1)).

Figure 9.1 shows how the stack PEN temperature is affected by the current change. Simulation 1
and 2 are compared in the following figures. In Simulation 1, the current is stepped to the new values
(solid line), while in Simulation 2, the current is ramped (dashed line). The stack manufacturer suggests
a current ramp not faster than 2 A/min in order to preserve the stack integrity [74]. A current ramp of
0.25 A/min has been chosen in accordance to D’Andrea et al. [75] which demonstrated that current ramp
rates higher than 0.30 A/min lead to excessive stack overheating.

Figure 9.1 shows that the cathode air control system slowly succeeds in restoring the PEN tempera-
ture, after the step change. After 8000 s (2 hrs c.a.) the model stabilises and the PEN temperature returns
to it’s nominal value. During the first step (down), the PEN temperature rapidly decreases to 1097 K,
corresponding to a temperature gradient of 26 K. The situation reverses when the current is stepped back
to its nominal value. The temperature rapidly exceeds the maximum limit imposed by the manufacturer
(1133 K) by 18 K. Ramping the load change results in a reduction of the temperature over and under-
shoot with 10 K. The maximum temperature reached in this case is 1141 K, exceeding the manufacture
limit by 8 K. The speed of the system response to the load transient is not significantly affected when the
current is ramped.
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Figure 9.1: Simulated PEN temperature during load transients.

Figures 9.2 and 9.3 show the change of PCell and UCell during Simulation 1 and 2. When the step
change is applied, the power produced by the cell, rapidly decreases to a value lower than the target,
causing an undershoot of almost 2.5 W. The target is reached after 8000 s.

The situation reverses when the current is stepped back to its nominal value, where an overshoot of
the same magnitude is observed. The system response improves when the current is ramped instead. The
power undershoot and overshoot reduce but the speed of the system response does not change signifi-
cantly. For the cell voltage, the results are similar to the cell power. Stepping the current produces a
relatively large overshoot and undershoot, of which magnitude reduces if the current is ramped. Figure
9.4 shows how the cathode air blower adjusts the air flow in order to restore the PEN temperature during
load transients. The small steps in the air flow values are a result of the discretized PID controller used in
the air loop control system. Thus, every 700 s the model gets an update of the current situation and reacts
accordingly. Changing the type of controller to continuous might produce a better system response, but
would increase the computational time substantially and impractically.

Figure 9.2: Simulated power produced by a single cell during load transients.
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Figure 9.3: Simulated cell voltage during system load transients.
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Figure 9.4: Air flow at the stack inlet during load transients.

9.2 Step/Ramp comparison - Feed-forward Control

The system response to dynamic loads changes when feed-forward control strategy is used, rather than
feed-back control. The PID controller has been substituted with a look-up table with data provided by the
steady state results (see Sec.8.1). By doing so, when the load change occurs, the system is fed directly
with the right amount of air necessary to keep the maximum TPEN below the limit imposed (see Figure
9.8). Figures 9.5, 9.6, 9.7 and 9.8 show the results obtained when a step and a ramp (with ramp values
of 0.05 A/min) change occurs. By comparing Figure 9.5 with Figure 9.1 it is possible to see how, during
a step change, the overshoot and undershoot reduces when feed-forward control is used. In particular,
a maximum PEN temperature of 1137 K is reached for feed-forward control compared to 1151 K for
feed-back control. The same occurs for the undershoot, with a temperature of 1110 K for feed-forward
control and 1097 K for feed-back control. The magnitude of the temperature overshoot and undershoot
reduces if a ramp change is applied instead.
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Figure 9.5: Simulated PEN temperature during load transients with feed-forward control.

Regarding PCell and UCell, a more uniform change occurs when feed-forward control is used but
the speed of the system response does not change significantly. Moreover, the magnitude of the highest
undershoot and overshoot of the cell power during a step change, is the same for feed-back and feed-
forward control. On the other hand, Ucell overshoot and undershoot reduces considerably during a step
change with feed-forward control.
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Figure 9.6: Simulated power produced by a single cell during load transients with feed-forward control.
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Figure 9.7: Simulated cell voltage during load transients with feed-forward control.
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Figure 9.8: Air flow at the stack inlet during load transients with feed-forward control.

9.3 Influence of different ramp values - Feed-back Control

The effect of different current ramps on the system response to load transients may be observed by
comparing the results from Simulations scenarios 2, 3 and 4 with a current ramp of 0.25, 0.16 and 0.05
A/min respectively. The results obtained are shown in the figures below.

Figures 9.9, shows the effect of the different ramps on the PEN operating temperature. The control
system succeeds to restore the PEN temperature to its nominal value after almost 2 hrs for all simula-
tions. However, for current ramp value of 0.25 and 0.16 A/min, during the ramp change from 23 to 27
A, the PEN temperature exceeds the upper limit imposed by the manufacture by respectively 8 and 5
K, representing a critical condition for the stack performance. By decreasing the current ramp to 0.05
A/min, a thermal safe operation is ensured with values of PEN temperature lower than the limit imposed.
The speed of the system response does not change considerably for all the ramp values.
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The effect of the different ramp values on the cell power and voltage is shown in Figures 9.10 and
9.11. As for the PEN temperature, also for PCell and UCell, the undershoots and overshoots are reduced
significantly when the current ramp is 0.05 A/min, with a more uniform system response to the imposed
load changes.

Figures 9.12, shows how the cathode air flow is changed by the controller so to ensure a thermal safe
operation. The undershoot and overshoot observed for the 0.25 A/min case is reduced to almost zero
with current ramp of 0.05 A/min.

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6

10
5

1100

1105

1110

1115

1120

1125

1130

1135

1140

1145
 

Ramp 0.25 A/min

Ramp 0.16 A/min

Ramp 0.05 A/min

T
PEN,Limit

Figure 9.9: Simulated PEN temperature during load transients for different current ramp.
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Figure 9.10: Simulated cell power during load transients for different current ramp.
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Figure 9.11: Simulated cell voltage during load transients for different current ramp.
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Figure 9.12: Simulated cathode air flow during load transients for different current ramp.

9.4 Influence of different ramp values - Feed-forward control

Figures 9.13, 9.14, 9.15 and 9.16 show the results obtained for different ramp values when feed-forward
control is applied instead.

It is interesting to notice how the feed-forward control allows higher ramp values than feed-back
control. Specifically, when feed-back control is applied, only a ramp value of 0.05 A/min was able to
ensure thermal safe operation. While for feed-forward control, both 0.05 A/min and 0.16 A/min ensure
that the maximum PEN temperature limit is not exceeded. Unfortunately, as for feed-back control, also
for feed-forward control a ramp value of 0.25 A/min produces a temperature overshoot which exceeds
the limit imposed by the manufacturer. This is mainly related to the inertia of the air flow heating process
which produces a temperature overshoot and undershoot of the air entering the stack (see Figure F.5).
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However, when comparing Figures 9.13 and 9.9, it is possible to see how the temperature overshoot
and undershoot, for a ramp values of 0.25 A/min, reduces for feed-forward control, with a maximum
PEN temperature of 1141 K and 1135 K respectively for feed-back and feed-forward control.

Regarding PCell and UCell, the considerations for feed-forward control are the same as for feed-back
control. Specifically, by reducing the ramp value, the magnitude of the power overshoot and undershoot
reduces, but the speed of the system response does not change considerably.
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Figure 9.13: Simulated PEN temperature during load transients for different current ramp with feed-
forward control.
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Figure 9.14: Simulated cell power during load transients for different current ramp with feed-forward
control.
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Figure 9.15: Simulated cell voltage during load transients for different current ramp with feed-forward
control.
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Figure 9.16: Simulated cathode air flow during load transients for different current ramp with feed-
forward control.
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Chapter 10

Conclusions and Recommendations

10.1 Conclusions

The conducted study represents a relevant step forward to better understand the influence of the Balance
of Plant (BoP) components on a complete SOFC power generation system for maritime applications. For
the chosen SOFC system configuration, these components consist of 3 blowers, two heat exchangers, a
mixer, an external pre-reformer and an afterburner. In this study, each of these components has been
modelled dynamically following a 0-D model approach. The correct implementation of the differential
algebraic equations describing the physical phenomena occurring in each components, has been verified
at steady-state conditions by using the software Cycle- Tempo.

The developed model is able to simulate the time variation of all the BoP component characteristics as
well as their influence on the SOFC stack performance. Specifically, the influence of stack current, anode
recirculating ratio and fuel utilization have been studied. It was shown how during nominal operation,
there is no need of oxygen external supply through the catalytic partial oxidation (CPOx) air blower,
since the high anode recirculating ratio of the AGR blower was sufficient to provide the right amount of
oxidant for the pre-reforming process.

10.1.1 Influence of stack current

The system performance was considerably affected by changing the stack current. The other parameters,
such as the oxygen carbon ratio (O/C), the anode recirculation ratio (RR) and the system fuel utilization
(Uf,sys) were kept constant at their nominal values. The following conclusions are drawn:

• It is possible to achieve a stack efficiency of 63% and a system efficiency of 55 % when the stack
electric current is 12 A;

• A stack electric current lower than 12 A, reduces the cathode air mass flow to values below the
minimum imposed by the manufacturer;

• The power required by the ancillary devices, reduces by reducing the stack current resulting in an
increase of the system efficiency;

• The main flows operating temperatures are significantly influenced by the heat exchanger design,
which in this study has been based on the system’s nominal operation. Lower currents increase the
operating flows temperatures;

• The CO2 emissions of the complete system are not significantly affected by the stack current;

• Controlling the PEN temperature solely with the cathode air flow, limits the system operation to
stack electric currents above 12 A.
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10.1.2 Influence of system fuel utilization

The system fuel utilization was changed between 0.7 and 0.9. The anode recirculating ratio and the
methane flow entering the system, vary accordingly to keep the oxygen to carbon ratio and the stack
current constant at their nominal values. The system fuel utilization affect the stack performance in the
following manners:

• For a system fuel utilization of more than 85%, the cell voltage drops below the lower limit im-
posed by the manufacturer, at nominal current (27 A);

• The temperature of the air and fuel entering the stack are negligibly affected by the change of the
system fuel utilization;

• In the afterburner, a temperature decrease of 200 K is observed when increasing the system fuel
utilization from 70% to 90%;

• No relevant changes in the system CO2 emissions are observed for different system fuel utilization;

• The highest system and stack efficiencies are reached for a system fuel utilization of 90% with
49% and 39% respectively;

• When working at 15 A, the increase of the system fuel utilization does not result in a cell voltage
drop below the lower limit imposed by the manufacturer;

• A system and stack efficiency respectively of 58% and 66% are achieved for a system fuel utiliza-
tion of 90% when working at stack current of 15 A.

10.1.3 Influence of anode recirculating ratio

The anode recirculating ratio is varied between 0 and 0.7. System fuel utilization, oxygen to carbon ratio
and stack current are kept constant at their respective nominal values. The effect of anode recirculating
ratio on the system performance is summarised as follows:

• The reduction of the cell voltage caused by increasing the anode recirculation ratio is less than
0.02 V;

• The biggest contribution of the parasitic losses is by the cathode air blower;

• The change in the pre-reformer inlet composition due to the usage of anode gas recirculating and
catalytic partial oxidation blowers, affects the fuel mass flow temperature significantly;

• A CO2 reduction of 56% is achieved with an anode recirculating ratio of 70% (compared to 0%);

• The stack efficiency is slightly reduced for higher anode recirculating ratio, with the highest effi-
ciency of 49% for zero recirculation;

• The system efficiency is slightly increased when the anode recirculating ratio is increased, with a
maximum of 38% for 70% recirculation;

• Both stack and system efficiency are increased when working at lower current (15 A), reaching
their maximum values for 70% recirculation with 61% and 52% respectively.
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10.1.4 Load Transients

Four different simulation scenarios were run to evaluate the response of the system to a load change. The
effect of stepping the current and ramping it with different ramp values has been studied. Moreover, the
difference between feed-back and feed-forward control has been shown. The following conclusions are
drawn:

• Stepping the current results in stack overheating. The PEN temperature exceeds the higher limit
imposed by the manufacturer, thus thermal safe operation of the stack is not ensured;

• Ramping the current significantly reduce the temperature peaks and gradients, but does not affect
the speed of the response;

• A feed-forward control strategy significantly reduces the PEN temperature undershoot and over-
shoot during a step change;

• When feed-back control is applied, only a current ramp of 0.05 A/min ensures safe operation;

• When feed-forward control is applied, both current ramps of 0.05 A/min and 0.16 A/min ensure
safe operation;

• A ramp value of 0.25 A/min results in a temperature overshoot above the upper limit imposed by
the manufacturer, both for feed-forward and feed-back control strategy.

• With the current temperature control method, the system is able to respond to the load change
within 2 hours;

The overall objective of this research was to: Gain insight in the performance of the BoP components
and the influence on the SOFC power generation system for maritime applications.

To be able to answer the main research question of ”How do the BoP components affect the SOFC
system efficiency and load following capabilities ?”, the following sub-question wer answered:

Which components affect the SOFC system performance the most during the specified operations?

Amongst all the Balance of Plant components studied and presented in this research, the cathode air
blower, the CPOx blower, the AGR blower and the air heat exchanger represent the components that
affect the system performance the most.

What is the effect of these components on the SOFC system efficiency and load following capabilities?

The presented results have shown how, the power required by the cathode air blower represents the
highest contribution of the parasitic losses, among the ancillary devices. While, the AGR blower and
the CPOx blower are strictly related to each other. Specifically, for high recirculating ratio, the CPOx
blower can be turned off and the cathode air blower requires the least amount of power, thus the system
efficiency reaches its highest value. For lower recirculating ratio, the amount of power required by the
cathode air blower and the CPOx blower increases. This results in lower system efficiency, especially
when working at high current.

The heat exchanger design is of significant importance for the system operations since it is related to
the flow operating temperatures and thus the stack temperature. In particular, the inertia of the air heat
exchange process plays an important role in the system response capabilities, since, in this research, the
air flow is the only responsible for the thermal safe operation of the stack.
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Which control strategy can ensure a relatively fast system response?

Feed-back and feed-forward control are studied and compared in this research. It has been shown
how a ramp load change produces a lower PEN temperature overshoot when compared to a step change.
Moreover, results have shown how, with both control strategies, the system responded to a load change
of 4 A, within 2 hours. However, when feed-forward control is used, higher current ramps and lower
PEN temperature overshoots are achievable.

10.2 Recommendations

The developed model represents a solid base for future development and research in modelling SOFC
power generation systems for maritime applications. Based on the made assumptions and the produced
results, different recommendations are here reported for future investigations:

Model Validation The chosen SOFC system configuration represents one of the possible configura-
tions available in the market. Validating the model requires first to find an experimental set-up or an
existing system with a similar configuration to the one proposed in this research. Then assess how well
the model predicts the system’s operations. For the developed model, validation is not possible in this
research although it would be extremely useful to confirm the obtained results.

Adiabatic Process Assumption All the processes modelled in this research are considered adiabatic,
meaning that, for each component, the heat transferred to the surroundings has been neglected. This
assumption simplifies the equations describing the thermal phenomena occurring in the system, but the
heat exchange processes occurring among the hot components ( i.e. the stack, the heat exchangers, the
post-burner and the pre-reformer) are not considered. However, quantifying the contribution of each hot
components to the heat exchange process is challenging and would require more research.

System Optimization The developed model is able to simulate the system performance for different
stack currents, system fuel utilization factor and anode recirculating ratios. The model may be used to
find the optimal operating point of the complete system by varying these parameters, but also the BoP
components size and for the different types of fuel. The fuel processing subsystem is implemented in
such a way that any combination of CH4, CO2, CO, H2, H2O, N2 and O2 can be used. Different fuels,
such as ammonia and methanol can be used in the model, but modifications of the implemented equa-
tions as well as the BoP components configuration is required (e.g. cracking of the ammonia occurs at
the SOFC anode thus no pre-reformer is needed).

Start-up Operations Depending on the operational profile, the power generation system on board a
vessel could require frequently start-ups and shutdowns. Usually, SOFC systems operate continuously
since start-up times are relatively long. There are several strategies which could allow the system to
increase the response speed during these operations and modelling them would help to understand which
one is the most suitable depending on the operations. The developed model in this research represents
a solid base to simulate start-up and shutdown operations, but important considerations must be taken
into account. The SOFC stack model implemented has been validated for specific high temperature
operating conditions. Consequently, in order to simulate start-up operations, modifications in the stack
model equations are necessary and the model might require validation of the new operating conditions.
Additionally, a different configuration of the BoP components might be used during start-ups, e.g. a
combination of CPOX blower and AGR blower might be considered as strategy to reduce start-up times.
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Load Transients The change of the power demand on board of a ship is highly dependent on the ship’s
type and its operational profile. Some vessels, such as dredgers, require a power generation system ca-
pable of rapidly respond to an instantaneous load change. Usually, when fuel cells are used on board,
hybridisation with storage components (i.e. batteries and super-capacitors) is adopted to meet the load
changes. In this research, the limitation of a SOFC system during load transients, has been demonstrated.
The chosen control strategy can be further improved, aiming at enhancing the transient abilities of the
system.

Control Strategy In this research, it has been shown how a feed-forward PEN temperature control
strategy represents a better choice, for load transients, compared to feed-back control. With feed-forward
control, higher current ramp values can be achieved and the system overshoot may be reduced consider-
ably. However, the speed of the system response does not change if feed-forward control is implemented.
It would be interesting to evaluate a different control strategy which would allow a faster response with-
out resulting in stack overheating. One strategy could be to start ramping or even stepping the cathode
air flow before ramping the current. In this way, it would be theoretically possible to use higher ramp
values with the possible effect of a faster system response. To ensure thermal safe operation, another
option would be to work at lower temperatures (e.g. lower air inlet temperature achieved by bypassing
the pre-heater) so that when the load change occurs, the maximum PEN temperature remains below the
higher limit.

Control Parameters The results obtained showed also that a control system depending solely on
the cathode air flow has limits. Specifically, the cathode air is used not only as oxidant for the electro-
chemical reaction occurring in the SOFC stack, but also as the only cooling flow for the PEN temperature
control system. This represents a limit of the control developed, since by reducing the electric current,
the cathode air flow reduces so to keep the maximum PEN temperature equal to 850 ◦ C. However, it
was shown how for electric current values below 12 A, the cathode air flow reduces to an amount not
sufficient to ensure that the electrochemical reaction occurs. Therefore, it would be interesting to develop
a control strategy which does not rely solely on the cathode air flow. The fuel flow and the AGR flow
might be considered as alternative.
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Appendix A

Derivation of relation (4.13) and (4.14)

The two relations derive from a carbon balance on the SOFC stack. For the proposed system configura-
tion, it is possible to distinguish three different flows:

• NC,SOFC representing the flow of carbon that is electrochemically oxidized in the stack;

• NC,CPOX representing the flow of carbon that is oxidized in the CPOx reformer;

• NC,RR representing the flow of carbon that is recirculated in the system

It is then possible to define the flow of carbon in and out the stack as follow:

NC,IN = NC,SOFC + NC,CPOX + NC,RR (A.1)

NC,OUT = NC,SOFC + NC,CPOX (A.2)

The amount of carbon recirculated is related to NC,OUT as follow:

NC,RR = RR ·NC,OUT =⇒ RR =
NC,RR

NC,OUT
=

NC,RR
NC,IN

=
NC,RR

NC,SOFC + NC,CPOX + NC,RR
(A.3)

Now it is possible to assume NC,IN = 1 thus according to (A.3), NC,RR = RR.
The flow of the oxygen out of the stack can be defined as follow:

NO,OUT = NO,IN = NO,CPOX + NO,SOFC (A.4)

The CPOX oxygen flow is obtained considering that partial oxidation must take place, thus:

NO,CPOX = 4 ·NC,CPOX (A.5)

While the oxygen flow from the electrochemical reaction occurring in the SOFC is determined con-
sidering the system fuel utilization:

NO,SOFC = 4 ·Uf,sys ·NC,SOFC (A.6)

It is now possible to estimate the oxygen flow of the recirculated flow:

NO,RR = RR ·
4 ·Uf,sys ·NC,SOFC + 4 ·NC,CPOX

NC,SOFC + NC,CPOX
(A.7)

Consequently, the O/C ratio can be defined as follow:

O/C =
NO,IN
NC,IN

= NO,IN = NO,CPOX + NO,RR (A.8)
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Now considering that for the assumption made, NC,SOFC + NC,CPOX = 1 – RR, and substituting (A.5)
and (A.7) in (A.8):

O/C = 4 ·
(

NC,CPOX +
RR

1 – RR
· (Uf,sys ·NC,SOFC + NC,CPOX)

)
(A.9)

The above expression, relates NC,CPOX and NC,SOFC. It is possible to consider individual fractions
such that:

fC,SOFC + fC,CPOX = 1 (A.10)

Where

fC,CPOX =
NC,CPOX

(NC,CPOX + NC,SOFC)
=⇒ NC,CPOX =

fC,CPOX
1 – fC,CPOX

·NC,SOFC (A.11)

Now by substituting in (A.11), NC,SOFC = 1 – RR – NC,CPOX and considering relation (A.9):

fC,CPOX =
O/C

4 – Uf,sys ·RR
1 – RR ·Uf,sys

(A.12)

(A.11) and (A.12) represent respectively relation (4.13) and (4.14) considering that fC,CPOX = fCH4,CPOX.
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Appendix B

NASA vs NIST thermodynamic properties
estimation

The divergence in the data obtained for the heat exchanger model, might be attributed to the different
approach used to simulate the thermodynamic properties of the gas mixture. Specifically, the model
developed uses the Shomate equations with coefficient provided by the NIST WebBook [48], while Cycle
Tempo uses a similar expression but with coefficient provided by NASA [49], which slightly differs from
the ones provided by the NIST. The two approaches are here described.

The NASA empirical equations used to estimate heat capacity C◦p, enthalpy H◦ and entropy S◦ are as
follow:

C◦p(T)
R

= a1 + a2 ·T + a3 ·T2 + a4 ·T3 + a5 ·T4 (B.1)

H◦(T)
R ·T

= a1 + a2 ·
T
2

+ a3 ·
T2

3
+ a4 ·

T3

4
+ a5 ·

T4

5
+

b1
T

(B.2)

S◦(T)
R

= a1 lnT + a2 ·T + a3 ·+a4 ·
T3

3
+ a5 ·

T4

4
+ b2 (B.3)

Where C◦p(T) and S◦(T) represents respectively the heat capacity at constant pressure and the entropy
at temperature T for standard state; while H◦(T) = [H◦(T) – H◦(298.15)] + H◦(298.15) with H◦(298.15)
being the assigned enthalpy at 298.15 K for standard state. The term R represents the molar gas constant
(8.31451 J/mol K).

The Shomate equations used to estimate heat capacity, enthalpy and entropy are:

C◦p = A + B · t + C · t2 + D · t3 +
E
t2

(B.4)

H◦ – H◦298.15 = A · t + B · t
2

2
+ C · t

3

3
+ D · t

4

4
–

E
t

+ F – H (B.5)

S◦ = Alnt + B · t + C · t
2

2
+ D · t

3

3
–

E
2 · t2

+ G (B.6)

Here C◦p represents the heat capacity at standard state, H◦ the standard enthalpy, S◦ the standard
entropy and t = T(K)/1000.

Table B.1 shows an example of the heat capacity values obtained by using NASA and NIST coeffi-
cients, for some of the species involved in the system.
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Table B.1: Example of heat capacity estimation using NASA and NIST coefficients

Temperature
[K]

Species
[-]

Cp,NASA
[J/kgK]

Cp,NIST
[J/kgK]

Δ

[%]

N2 1097.3 1098.2 0.083
700

O2 1030.4 1030.8 0.038

N2 1121.9 1122.4 0.043
800

O2 1054.5 1054.4 0.013

N2 1146.2 1146.0 0.013
900

O2 1074.1 1073.8 0.027

N2 1167.5 1167.7 0.019
1000

O2 1090.0 1089.8 0.016

450 CH4 2706.6 2712.2 0.206

500 CH4 2886.5 2900.7 0.489

550 CH4 3068.8 3089.9 0.683

600 CH4 3250.3 3272.4 0.674
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Appendix C

Additional Plots for Steady State
Operation

Figures C.1, C.2 and C.3 show the stack inlet and outlet composition for different Istack, Uf,sys and RR
respectively. For all the three figures it is possible to see how the H2 concentration at the inlet is higher
than that at the outlet. The opposite is true for H2O. This demonstrates that in the stack, hydrogen
is oxidized with the oxygen coming from the cathode side, producing H2O (and power). Moreover, at
the stack outlet there is no CH4, showing that the methane entering the stack is reformed internally,
consuming H2O and producing CO and H2, according to the MSR reaction. The presence of CO2 in the
inlet composition is justified by the fact that part of the outlet composition (containing CO2 because of
the WGS reaction), is reintroduced in the system through the AGR blower. Additionally, in Figure C.3
it is interesting to notice how N2 concentration at the inlet and outlet, for all the RR values, remains the
same since N2 does not react in any of the reactions occurring inside the stack.

Figure C.1: Influence of stack current on the fuel molar flow at the stack inlet and outlet (Uf,sys = 0.8,
RR = 0.7).
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Figure C.2: Influence of the system fuel utilization on the fuel molar flow at the stack inlet and outlet @
Istack = 27A. Uf,sys is changed from 0.7 to 0.9 and RR and ṁCH4 , vary accordingly so to keep the O/C
and Istack constant

Figure C.3: Influence of recirculating ratio on the fuel molar flow at the stack inlet and outlet. RR
changes from 0 to 0.7. Uf,sys, O/C and stack current are kept constant (Istack = 27A).
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Figure C.4: Influence of the anode recirculating ratio on the stack and afterburner outlet temperature
(Uf,sys = 0.8, Istack = 27A). An increase of almost 100 K is observed for the afterburner outlet tempera-
ture, when RR is the highest.Tf,out,stack does not change significantly.

78



Appendix D

Influence of Uf,sys for I=15 A

The figures below show the effect of Uf,sys on the BoP components when Istack = 15A. In particular,
Uf,sys is changed from 0.7 to 0.9 and RR and ṁCH4 , vary accordingly so to keep the O/C and Istack
constant.
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Figure D.1: Influence of system fuel utilization on the components power requirement for Istack = 15A.
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Figure D.2: Methane and cathode air mass flow for different values of Uf,sys for Istack = 15A. The flows
refer to single cell operation.
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Figure D.3: Influence of the system fuel utilization on the air and fuel stack inlet temperature for Istack =
15A. Uf,sys is changed from 0.7 to 0.9. RR and the ṁCH4 , vary accordingly so to keep the O/C and Istack
constant.
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Figure D.4: Influence of the system fuel utilization on the outlet temperature of the afterburner for
Istack = 15A.
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Figure D.5: Influence of system fuel utilization on the molar flow at the afterburner outlet for Istack =
15A.
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Figure D.6: Influence of system fuel utilization on the fuel molar flow at the stack inlet for Istack = 15A.
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Figure D.7: Influence of system fuel utilization on the fuel molar flow at the stack outlet for Istack = 15A.
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Figure D.8: Influence of system fuel utilization on the oxygen utilization. The comparison between
Istack = 15A and Istack = 27A is shown.
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Appendix E

Influence of RR for I=15 A

The figures below show the effect of RR on the BoP components characteristics. In particular, RR is
changed from 0 to 0.7. Uf,sys, O/C and stack current are kept constant (Istack = 15A, Uf,sys = 0.8).
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Figure E.1: Influence of recirculating ratio on the components power requirement for Istack = 15A.
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Figure E.2: Anode, cathode and CPOx mass flow for different RR @Istack = 15 A. The flows refer to
single cell operation.
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Figure E.3: Influence of the recirculating ratio on the air and fuel stack inlet temperature for Istack = 15A.
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Figure E.4: Influence of the recirculating ratio on the outlet temperature of the afterburner and the stack
for Istack = 15A.
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Figure E.5: Influence of recirculating ratio on the molar flow at the afterburner outlet for Istack = 15A.
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Figure E.6: Influence of recirculating ratio on the fuel molar flow at the stack inlet for Istack = 15A.
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Figure E.7: Influence of recirculating ratio on the fuel molar flow at the stack outlet for Istack = 15A.
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Figure E.8: Influence of recirculating ratio on the oxygen utilization. The comparison between Istack =
15A and Istack = 27A is shown.
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Appendix F

Dynamic simulations

The figures below shows the results obtained when a current ramp of 0.25 A/min is applied during a
load transient. In particular, Figures F.1, F.2 and F.3 show the profile of the stack inlet and outlet and the
afterburner outlet molar composition during the load change. While Figure F.4 shows the temperature
profile of the air and fuel flows. Specifically Ta,in and Tf,in represent the temperature of the air and fuel
flow entering the stack, while Tf,out,HEx represents the temperature at the fuel HEx outlet, thus at the
adiabatic mixer inlet.
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Figure F.1: Stack inlet composition during load transient.
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Figure F.2: Stack outlet composition during load transient.
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Figure F.3: Afterburner outlet composition during load transient.
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Figure F.4: Main flows operating temperature during load transients.
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Figure F.5: Temperature of the air flow entering the stack for different ramp values using ideal control.
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