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Abstract
This project investigates how to design a scalable, human-centered AI interaction 
framework for internal wealth management workflows at Van Lanschot Kempen. The 
project responds to  caused by multiple independently 
developed AI features, inconsistent interaction logic across tools, and varied trust 
levels among staff. The research phase combined an  
consisting of eleven semi-structured interviews with private bankers, relationship 
managers and investment advisors,  of workflow pain points, and 

 of core tasks such as text writing, information lookup and advice 
generation. 


The iterative design process, combining research synthesis, prototyping, and 
refinement, translated these insights into three interlocking outcomes. 

 emphasizes human control, transparency, clarity and actionable 
feedback.  provides reusable UI elements and panel 
formats to ensure consistent interaction patterns across features. 

 guides designers and product owners through role 
definition, interaction style, input and output configuration, and container selection, 
producing a concrete specification that supports cross-functional handoff.


 engaged three designers and two product owners in 
moderated sessions. Results show strong willingness to adopt the framework, 
increased confidence in design decisions and practical value for aligning product and 
design stakeholders. Recommendations for refinement include clearer terminology, 
richer visual previews and improved mapping to the Figma component library.


Contributions of the thesis include  for operationalizing human-centered AI 
principles into a domain tuned design system for regulated environments and 

 that shortens the path from concept to implementation. 

operational fragmentation

exploratory field study

thematic analysis
scenario mapping

A set of 
design principles

An atomic component library
An AI Feature and 

Component Selection Wizard

A formative evaluation

a method
a 

practical tooling approach

Key words: human-centered AI, interaction design, design system, generative AI, 
financial workflow
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tbd
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�� Introduction

This chapter lays the foundation for our exploration of AI in a wealth management 
context. 


It firstly explores the broader evolution of generative AI and its implications for financial 
services. It then examines Van Lanschot Kempen’s internal adoption of AI, highlighting 
both the promise and the fragmentation of current tools. Finally, the chapter defines the 
project’s scope and research intent, detailing how user-centered insights will inform a 
scalable framework of reusable components and interaction patterns. Together, these 
sections establish the context, case study, and methodological roadmap for developing a 
unified AI interaction design system.

7 AI Interaction Framework

1.1 Generative AI in financial context

Over the past few years, Generative Artificial Intelligence (GenAI) has undergone a 
remarkable evolution, moving well beyond simple text‐completion tasks into an era 
of truly multi‐modal capabilities. Models such as OpenAI’s GPT series, Anthropic’s 
Claude, and Google’s Gemini now power not only natural language generation but 
also code synthesis, chart creation, and even in‐depth document analysis. This rapid 
advancement illustrates GenAI’s potential to augment human expertise across 
diverse domains and has spurred a shift from consumer‐focused chatbots toward 

. Platforms like Microsoft Copilot, Notion AI, and SAP 
Joule are embedding these underlying AI engines directly into knowledge‐work 
applications, enabling professionals to invoke AI assistance without leaving their 
primary workflows .


In financial services, this trend is particularly pronounced. Recognizing that AI can 
automate compliance checks, generate executive summaries of lengthy reports, and 
surface actionable insights from vast, structured datasets (Balakrishnan, 2024). Yet, 
unlike many other sectors, finance faces 

. Even a minor error in a risk assessment or transaction summary can 
trigger regulatory penalties or reputational damage. This sensitivity has driven banks 
and financial institutions to approach AI deployment with caution, balancing the 
promise of efficiency gains against the need for rigorous oversight (Sharma et al., 
2024).


Moreover, financial operations often involve . 
From Know Your Customer (KYC) checks to portfolio rebalancing, it require handling 
highly structured data and strict audit trails. Traditional machine-learning systems 
continue to play an important role in this context, with it's value focused on 
automating repetitive, rules‐based tasks, freeing human experts to focus on 
judgment‐driven activities. Generative AI, by contrast, extends automation into 

. Large language models can summarize 
long meeting notes, draft client communications, synthesize across documents, and 
power conversational assistants that bridge human judgment and dispersed data 
sources. This expanded capability makes LLMs particularly useful for tasks of sense-
making and drafting that traditional models address less naturally (Lewis et al., 2021).


However, GenAI models also introduce risks and constraints that have direct design 
implications for financial tools. LLMs can produce fluent but ungrounded outputs, a 
phenomenon widely discussed as , which is unacceptable in high-stakes 
contexts unless mitigated (Huang et al., 2025). Practical technical mitigations include 
retrieval-augmented generation to anchor outputs in source documents and domain-
specific fine-tuning to improve relevance (Gururangan et al., 2020). From an 
interaction design standpoint, these technical realities translate into concrete 
requirements: interfaces must surface sources and confidence, support

enterprise‐grade integrations

heightened demands for accuracy and 
explainability

complex, tightly defined processes

unstructured, high-value knowledge work

hallucination
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Van Lanschot Kempen is a Dutch private bank with over 200 years of history, 
specializing in wealth management, investment advice, and family office services. As 
a mid‑sized institution, it combines traditional relationship‑driven banking with a 
digital‑first strategy. In recent years, the bank has invested in artificial intelligence to 
streamline internal processes, both to reduce the administrative burden on bankers 
and to surface actionable insights more quickly. These efforts are coordinated by a 
small central team in the Knowledge & Intelligence Design department, alongside 
distributed initiatives led by product owners in various divisions.

Today, several AI‑driven features are embedded within Van Lanschot Kempen’s 
primary internal platform, ClientCenter. These include�

� AI Summary: automatically condenses past meeting notes into concise highlights�

� Meeting Note Documentation: transcribes and structures spoken inputs via 
microphone into formal notes�

� Actions & Suggestions: surfaces time‑sensitive reminders (e.g., upcoming 
deadlines, client birthdays) directly in users’ task lists.

While each tool delivers clear value, they were developed independently by different 
teams. As a result, interaction patterns, visual styling, and control flows vary widely 
across features, creating a steep learning curve for employees who must switch 
contexts frequently. Moreover, inconsistencies in labeling, confirmation dialogs, and 
feedback mechanisms can undermine trust in the AI outputs, especially when tasks 
involve sensitive financial data or compliance requirements.


This fragmentation highlights the need for a : one 
that preserves the benefits of localized innovation while ensuring consistency, 
transparency, and scalability across the entire organization. By focusing on 
company’s unique combination of relationship‑driven services and digital aspirations, 
this project seeks to develop a design system that empowers both the designers and 
product owners who build AI features, and the bankers and analysts who rely on 
them in their day‑to‑day work.

unified AI interaction framework

1.3 Project goal and approach

1.3.1 Project goal

This graduation project is dedicated to addressing the fragmentation of AI tooling at 
Van Lanschot Kempen by developing  
tailored for internal use. Rather than creating another standalone AI application, the 
project scopes a meta‑level solution: a system of reusable components, interaction 
patterns, and practical guidelines that designers and product owners can leverage to 
build coherent, transparent, and trustworthy AI features across ClientCenter and 
future platforms. By standardizing how AI is surfaced, controlled, and explained while

a scalable AI interaction design framework
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easy verification and correction, and preserve clear human oversight for high-impact 
actions. Such priorities shaped the interaction patterns and component choices 
developed in this project. Without careful thoughts on integration, GenAI tools risk 
becoming  rather than embedded capabilities that support 
everyday work (Cao, 2022).


Finally, the industry’s  sets it apart. As a result of 
information technology’s pervasiveness in today’s society, many banking companies 
have grown to depend on AI as a means to simplify their operations, provide superior 
service to customers, and strengthen their communication channels (P et al., 2023). 
However,  private bankers, relationship managers, and investment advisors build 
trust through , empathy, and domain expertise, which are 
qualities that AI cannot fully replicate. Instead, GenAI must act as a collaborative 
partner, augmenting human decision‐making rather than replacing it. Research has 
shown that when GenAI is designed to complement human strengths, providing 
data‐driven suggestions while leaving final judgment in human hands, the combined 
human‐AI team consistently outperforms either working alone (Kahn et al., 2020). 
These factors, the race toward multi‐modal GenAI, the enterprise integration wave, 
and the unique demands of financial services, together form the backdrop against 
which this project seeks to design a , , and  GenAI 
interaction framework for Van Lanschot Kempen.

siloed experiments

relationship‐driven nature

personal interaction

coherent trustworthy scalable

1.2 Van Lanschot Kempen: a case of internal AI adoption

Figure 1: AI adoption in Van Lanschot Kempen

9 AI Interaction Framework



 project is twofold. Firstly, it seeks to understand current practices, pain points, and 
attitudes through semi‑structured interviews (45–60 minutes) with bankers, 
relationship managers, and investment advisors and thematic analysis of AI usage in 
primary scenarios. 


Secondly, it aims to translate these insights into concrete design artifacts, including a 
component library organized via atomic design principles, extending the company’s 
existing Marvel system with AI‑specific UI elements. And an feature & component 
selection wizard, guiding designers through critical decision points to arrive at a 
tailored set of components.


By bridging empirical research and practical design, this approach ensures that future 
AI integration at Van Lanschot Kempen is both user‑centered (aligned with the 
research questions outlined in Section 3.1), and strategically aligned with the design 
goal defined in Section 4.1. In doing so, the project delivers a replicable framework 
that supports the company’s digital ambitions and contributes to the broader 
practice of AI interaction design in regulated enterprise environments.

Ziyue Lu | TU Delft 12

preserving the flexibility required by different teams, this framework aims to reduce 
redundant effort, shorten onboarding curves, and strengthen user confidence in 
AI‑powered workflows.


As illustrated in Figure 2, the universe of possible AI interaction patterns is vast (the 
outer ring), but only a subset of these patterns are truly applicable within structured 
professional workflows (the middle ring). Of those workflow‑focused patterns, Van 
Lanschot Kempen’s current AI tools occupy an even smaller part (the inner circle), 
centered on text generation, information lookup, and advisory prompts. 

Figure 2: Visualization of AI interaction pattern scope within Van Lanschot Kempen workflows

Building on this foundation, the project deliberately seeks to broaden the spectrum 
of workflow‑applicable patterns, surfacing new interaction paradigms that remain 
coherent with the bank’s process constraints. By expanding this middle layer with 
potential future patterns, we lay the groundwork for more efficient, integrated AI 
tools that can evolve alongside the company’s workflow needs without sacrificing 
consistency or user trust.

1.3.2 Project scope

The primary users of this framework are designers and select product owners in the 
company, who will directly engage with its component library and supporting 
selection tools. Their work shapes every new AI feature, from quick note 
summarization widgets to more complex generative assistants. Although these 
individuals are the framework’s direct beneficiaries, the ultimate impact extends to 
all employees who rely on AI‑enabled tools, improving their daily experience by 
ensuring consistency in labels, controls, and interaction logic.

1.3.3 Project approach

To ground the framework in real organizational needs and user expectations, the
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�� Related work

To position this project within the broader academic and industry context, this chapter 
reviews existing research and design practices related to AI interaction in professional 
settings. As outlined in the introduction, the integration of AI into organizational 
workflows within complex, high-stakes environments like finance, poses unique challenges 
in trust, usability, and system consistency, requiring an understanding of both technical 
capabilities and human perceptions of AI as work-used tools.


The chapter first explores human-computer interaction (HCI) literature, emphasizing 
collaboration, interaction paradigms, and design principles for clarity, control, and 
explainability. It highlights the need for human-centered safeguards in decision-sensitive 
tasks and issues with generative models, which impact component design and workflows. 
Next, it examines industry practices, including vendor guidance and resources like 
Microsoft, ShapeOf.AI, and the People + AI Guidebook, which offer interaction modalities 
to aid adoption. However, case studies show generic resources are often insufficient; 
regulated organizations need domain-specific translations, governance tools, and cross-
functional handoff mechanisms.


This review establishes the project's conceptual foundation and identifies a gap: limited 
work translates HCI theory into domain-specific design framework. By applying these 
insights to Van Lanschot Kempen’s AI ecosystem, the project aims to translate theoretical 
knowledge and fragmented practices into a coherent, practical framework.

13 AI Interaction Framework

2.1 Human Computer Interaction(HCI) theory

Many evidence from empirical research and real-world applications shows that 
collaboration between humans and AI yields superior outcomes compared to scenarios 
that involve only humans or only AI (Kahn et al., 2020). Jiang et al. (2024) extend this 
concept in their article by discussing the symbiosis between humans and AI. They 
present it as the modern evolution of the man computer symbiosis first envisioned by 
Licklider in 1960. In this mutually beneficial relationship, the computational power and 
analytical capabilities of AI augment human information processing, problem solving 
and decision making while humans contribute contextual understanding, intuition, 
empathy and ethical judgment to enhance AI accuracy and adaptability.

This perspective supports the foundational ambition of my project: AI within internal 
workflows should not aim to replace professionals, but to complement them, serving 
as a catalyst for smarter decisions while respecting human agency, judgment, and 
domain expertise.

Yet achieving this harmonious collaboration remains challenging because many AI 
algorithms function as opaque black boxes. This lack of transparency often leads to 
low trust and acceptance, and users may experience communication breakdowns or 
encounter ethical concerns such as potential job displacement and loss of autonomy 
(Huang et al., 2023). To bridge this gap, the authors advocate for a human centered 
AI approach that integrates multidisciplinary research from fields such as human 
computer interaction, cognitive science and ethics. Their proposed practices include 
gathering feedback from humans in the loop, employing explainable AI techniques, 
designing user friendly interfaces that cater to individual preferences and 
implementing responsible AI frameworks that address fairness, privacy and security.

These principles directly inform the design goals of my AI interaction framework, 
especially in the context of financial organizations like Van Lanschot Kempen, where 
accuracy, clarity, and human oversight are essential. In designing components for 
generative AI tools, I place strong emphasis on interface clarity, user control, and 
explainability, enabling users to understand how the AI reaches conclusions, adjust 
its outputs, and confidently retain authority over critical decisions.

Building on the broader HCI research around human-AI interaction, Elshan et al. 
(2022) provide a systematic review of empirical studies examining the design 
elements that influence user acceptance of intelligent agents. The authors emphasize 
that the level of anthropomorphism or formality of an agent can significantly impact 
perceived trust and professionalism. In addition, they highlight the importance of 
behavioral proactiveness: AI systems that offer timely, context-aware suggestions 
tend to be more positively received, so long as they strike the right balance between 
assistance and autonomy. Communication clarity also plays a central role, especially 
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in environments where transparency and explainability are crucial. It argues that 
users are more likely to accept and rely on AI agents when interactions are 
understandable and well-aligned with users’ expectations and goals. Finally, the 
paper calls for more domain-specific, longitudinal research to examine how user trust 
in AI develops over time. This insight reinforces the relevance of studying AI 
interaction design within the organizational and regulatory context of finance, where 
long-term acceptance and internal adoption are key to sustainable integration.

This reinforces the decision to ground my research in the real, evolving workflows of 
wealth management professionals. By analyzing employees’ preferences, trust levels, 
and adoption barriers across different AI use cases, I aim to build a scalable design 
system that reflects not just one-off usability concerns but the deeper behavioral 
dynamics of long-term AI adoption within regulated environments.

The theoretical insights above stress the need for AI interactions that are 
transparent, contextual, and aligned with users’ mental models. Turning those 
principles into workable solutions, the next part examines two concrete case studies 
that illuminate how research and industry are approaching . 
These more specific examples expose practical patterns, gaps, and governance 
challenges that directly inform the design priorities and implementation choices 
adopted in this project.

AI in financial settings

case study 1: domain-specific AI guidelines for financial services

A recent case study of a leading digital finance company in South Korea highlights a 
central lesson for HCI work on AI in regulated domains: generic human-AI guidelines 
are useful, but they do not fully address the situated constraints and stakeholder 
dynamics of specific industries (Cho et al., 2024). The authors report that 
practitioners found off-the-shelf resources to be helpful as starting points, yet 
insufficient when designing for banking workflows. This finding suggests that design 
theory for human-AI interaction needs an intermediate layer of domain-specific 
translation, which could be a set of patterns and component prescriptions that map 
high-level HCI principles to the operational realities of finance. 


The case study also draws attention to the organizational dimension of AI design: 
guidelines are not only technical artifacts but socio-technical ones that must reflect 
inter-stakeholder dynamics within a company (Cho et al., 2024). In practice, product 
teams, compliance officers, data engineers and frontline bankers each hold different 
mental models, risk tolerances, and vocabularies for success. Consequently, domain-
specific guidance should include not only UI patterns but also recommended 
governance practices, handoff artifacts, and communication templates that make 
trade-offs explicit across roles. 


Methodologically, the study highlights the value of co-design and iterative

15 AI Interaction Framework

knowledge transfer between domain experts and design/engineering teams. Tools 
that help domain experts express tricky knowledge in structured, reusable forms can 
materially improve downstream model development and UI design (Park et al., 2021). 
For a financial context this means creating artifacts that capture domain concepts, 
typical edge cases, and justification patterns, which are materials that both inform 
model fine-tuning and drive UI affordances such as provenance links, confidence 
indicators, and escalation flows. Embedding such artifacts into the design system 
reduces the translation gap between “what the bank needs” and “what the model 
can safely produce.” 

Building from this starting point, my research can both validate the importance of 
domain-specific AI guidance and extend the academic and industry knowledge base 
in a way that helps the field progress more rapidly. By empirically investigating where 
generic guidelines fall short and domain constraints in practice, the work can provide 
concrete, evidence-backed prescriptions rather than only conceptual advice. Framing 
the guideline as a socio-technical artifact further requires moving beyond UI rules to 
think about how people will actually use them in their daily work: what contextual 
cues and scaffolds do users need, what kinds of in-tool guidance reduce ambiguity, 
and which governance or handoff documents will make adoption feasible across 
teams.


Accordingly, my research can probe not only interface preferences but also the 
organizational processes that enable integration, including how designers and other 
stakeholders should coordinate to move a feature from spec to production, what 
artifacts (checklists, templates, exportable specs) ease that handoff, and how to 
govern it to preserve auditability and trust. Finally, recognizing the framework as a 
living system implies design for evolution: the research can recommend practices for 
iterative maintenance so the framework remain current as models, data sources and 
regulatory expectations change. 


Together with empirical grounding, socio-technical framing, cross-role integration, 
and planned evolution, these strands point to a research agenda that is both 
practically useful for firms and theoretically generative for HCI.

case study 2: Large Language Models(LLM) in finance

A survey of large language model applications in finance synthesizes how LLMs are 
being used, the technical affordances they enable, and the practical challenges that 
arise when these models are put into production in regulated settings. This survey 
maps a range of high-value use cases that are directly relevant to interaction design: 
automated synthesis of lengthy reports and meeting notes, draft generation for client 
communications, cross-document question answering, and conversational assistants 
that help staff retrieve contextualized information from dispersed systems (Li et al., 
2024). These capabilities extend the reach of automation from structured, rules-

Ziyue Lu | TU Delft 16



based tasks into the messy, narrative work that bankers and advisors perform every 
day, including making sense of client histories, producing readable briefings, and 
turning unstructured conversation into actionable next steps.


Alongside use cases, the survey emphasizes a consistent set of technical limitations 
and risks that carry clear implications for UI design. Chief among these are the 
tendency of LLMs to generate fluent but potentially incorrect information 
(hallucination), sensitivity to stale or narrow training data, and difficulties in validating 
provenance when outputs recombine multiple sources. The literature points to 
practical mitigations: retrieval-augmented generation to ground responses in indexed 
documents, domain fine-tuning to improve relevance, and hybrid pipelines that route 
high-risk queries through rule-based checks or human review. These engineering 
patterns influence the design requirements, setting standard that interfaces must 
make source material visible, provide succinct uncertainty signals, and make 
verification and correction straightforward for users.

These survey findings point directly to actionable directions for this project. It can 
incorporate model-level constraints into the design materials by making model 
grounding and output provenance first-class concerns in the framework. 


The survey’s technical synthesis translates into several concrete component and 
workflow requirements. Components should surface provenance and clickable source 
links; response cards should include confidence or uncertainty indicators and “why” 
summaries that explain which documents or facts shaped a recommendation. 
Interfaces must also provide lightweight verification tools, such as quick links to the 
original documents, inline edit and accept/reject controls, and an obvious escalation 
path to a human expert when outputs are uncertain or high-impact. From a systems 
perspective, the survey suggests that certain outputs should require mandatory 
grounding and model configuration choices should be exposed as configurable and 
safeguarded options for product teams. Future work can test whether these defaults 
and UI affordances actually increase users’ ability to detect and correct errors, and 
whether they influence adoption and trust in real workflows.


Beyond immediate UI prescriptions, the survey brings a broader methodological 
stance: design work must be informed by the evolving technical stack. The project 
can therefore treat the design framework not only as static artefacts but as a place 
for cross-functional conversations about suitability, acceptability, and feasibility. 
Embedding these model-aware decisions into design artifacts helps bridge the gap 
between what models can produce and what practitioners can safely deploy, and 
sets the stage for iterative updates as model capabilities, data sources and regulatory 
expectations evolve.

17 AI Interaction Framework

2.2 Industry practices

While academic research has laid important theoretical foundations for human-AI 
collaboration, industry has also started exploring practical frameworks for building 
better AI user experiences. These efforts offer valuable reference points for 
interaction design, especially in the context of generative AI tools.

Figure 3: Microsoft - Three framework variations for building custom copilot experiences

For example, Microsoft has begun to translate HCI principles into concrete design 
strategies for AI-driven interfaces. In 'Creating a Dynamic UX: Guidance for Generative 
AI Applications' (miglaros, n.d.), Microsoft outlines how to structure “copilot” 
experiences through three complementary frameworks: immersive, for focused full-
screen workflows; assistive, which weaves AI support directly into existing 
applications; and embedded, where AI capabilities surface contextually at individual 
touch-points. These frameworks are supported by strong input/output design, 
adaptive collaboration, and the flexibility to blend different interaction modes 
depending on task and context. 

These classifications are directly helpful as a starting point for the framework’s own 
container and interaction categories, and the project will adopt this structural logic 
when organizing component formats and guidance.


At the same time, the Microsoft guidance is intentionally general-purpose and aimed 
at broad enterprise scenarios; it does not solve domain-specific constraints that are 
critical in financial services. In the context of banking and wealth management, , 
where precision, risk sensitivity, and regulatory compliance play a central role, 
additional requirements must be layered on top of these general patterns.
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Similarly, Emily Campbell’s ‘ShapeOf.AI’ (The Shape of AI | UX Patterns for Artificial 
Intelligence Design, n.d.)is a community-driven library that catalogs and organizes 
reusable interaction patterns for AI-powered experiences. It introduces a shared 
vocabulary across five categories: identifiers, way-finders, inputs & prompts, tuners, 
and trust indicators, each addressing a specific facet of the user’s journey when 
interacting with AI. The site aims to support more coherent and human-centered AI 
design by guiding users in how to start, control, and understand their interactions 
with intelligent systems. 

Figure 4: Shape of AI website interface

Their pattern-first approach is valuable because it emphasises composability: small, 
well-documented components and usage rules can be combined into richer 
interaction templates, which in turn supports faster, more consistent feature 
development. It provides a modular mindset and useful checklist for what a modern 
AI UI pattern set should contain and how those parts can be mixed and matched.


Nevertheless, ShapeOf.AI’s corpus tends to focus on consumer and creative 
scenarios such as chat-based assistants, generative creative tools, and open-ended 
exploration, so several categories typical of financial workflows are under-
represented. The resource therefore functions best for this project as a gap-finder 
and inspiration source. The project will reference ShapeOf.AI’s modular classification 
and prompt-mode distinctions, but will supplement them with finance-specific 
elements.

case study 3: using the People + AI Guidebook in practice

Another important industry resource is the People + AI Guidebook, a living collection 
of practitioner-facing recommendations for designing human-centered AI (People + 
AI Guidebook, n.d.). 

19 AI Interaction Framework

A recent research has directly investigated how practitioners actually use such 
resources in everyday product work. Yildirim and colleagues conducted interviews 
with 31 designers and product managers to study how the People + AI Guidebook is 
applied in industry settings and what gaps remain (Yildirim et al., 2023). Their 
analysis found that teams rely on the guidebook not only to solve concrete design 
problems, but also as an educational tool, a shared vocabulary for cross-functional 
conversations, and a scaffold for developing internal, organisation-specific resources 
and checklists. 


The study’s most salient finding is that 
, which has direct implications for the 

current project. Whereas many guidelines are most useful in later design stages for 
shaping an interaction once an AI capability is already chosen, teams struggle earlier 
on to decide whether AI is the right solution for a given problem and how to frame 
success criteria. For a framework intended to guide internal AI feature development, 
this suggests the need to move beyond static guidance toward tools that actively 
help the upstream decisions: helping teams define goals, identify what inputs and 
data are required, and decide on acceptable levels of automation or human oversight. 
The People + AI Guidebook study highlights the value of packaging high-level 
recommendations into action-oriented artifacts that support early judgments along 
with late-stage designs. 

practitioners’ request for stronger support in 
early-phase ideation and problem formulation

For this project, firstly, the People + AI Guidebook and its study validate the 
usefulness of consolidated, practitioner-oriented guidance and its core patterns 
could be incorporated as reference points in the design. Secondly, the empirical gap 
identified by Yildirim et al. motivates concrete design commitments for the project. 
The framework should deliberately foreground early problem framing and success 
metrics, provide designs that teams can adopt to translate general guidance into 
local practice. In short, this research treats external guidelines as starting points to 
be extended, and embedded into the workflows of a finance organisation.

Taken together, these examples demonstrate that while there is growing attention on 
improving human-AI interactions from both academic and industry perspectives, 
current approaches often lack the specificity required for domains. My project seeks 
to address this gap by investigating how generative AI tools can be integrated into 
internal workflows within a financial organization, and by developing a tailored 
interaction framework grounded in real employee needs, constraints, and usage 
contexts. Through a combination of empirical research and design synthesis, this 
work contributes a domain-specific perspective to the growing field of AI interaction 
design, bridging the space between general UX recommendations and the practical 
demands of professional, high-stakes environments. It contributes not only to the 
academic discourse on AI interaction design but also to the evolving design toolkit 
for enterprise AI integration.
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2.3 Design system methodologies

To ground the framework in established practice, this project draws on 
contemporary design-system thinking and a modular component methodology. A 
design system is an operational artifact that codifies appearance, interaction, 
patterns, and governance to manage design at scale. Practitioners typically 
distinguish three interdependent parts of a mature system: a style guide, a 
component library, and a pattern or template layer. These elements together help 
teams produce consistent interfaces and accelerate cross-team reuse (Nielsen 
Norman Group, n.d.). 


There are two primary references that informed this project’s design approach: 
Nielsen Norman Group’s  (Nielsen Norman Group, n.d.) and Brad 
Frost’s  (Frost, 2016).

Design Systems 101
 Atomic Design

Design System 101

According to Nielsen Norman Group, a comprehensive design system comprises a 
style guide, a component library, and a pattern library.�

� Style guide / foundations  
Contains visual tokens (color, typography, spacing), voice/tone guidance, 
accessibility rules, and high-level design principles that act as an evaluative lens 
for design decisions. As the “north star,” this layer ensures coherence across 
disparate products and teams.�

� Component library  
A documented catalogue of atomic UI elements (buttons, fields, chips), mid-level 
assemblies (forms, cards), and ready-to-use organisms (navigation bars, tool 
panels). Each component entry should include purpose, states, accessibility notes, 
and implementation guidance to enable both designers and engineers to reuse 
components reliably.�

� Pattern library (templates & workflows)  
Patterns capture common layout-level solutions—how components combine to 
support recurring tasks or workflows (e.g., review flow, approval panel, or AI-
assisted drafting). Pattern documentation reduces ad-hoc design decisions and 
makes it easier to reason about interaction behavior at the workflow level. 


In practice, design systems also require governance mechanisms, versioning, and 
tooling integrations—such as design tokens, automated documentation, and code 
pipelines—to ensure system consistency, facilitate team adoption, and reduce drift 
between design and implementation.
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Atomic Design

Brad Frost’s Atomic Design methodology complements this approach by providing a 
hierarchical structure—atoms, molecules, organisms, templates, and pages—that 
supports both bottom-up and top-down thinking in interface construction (Frost, 
2016). This hierarchy makes it easier to identify reusable interaction elements at 
varying levels of granularity, allowing components to scale across different contexts 
while maintaining predictable behaviour. For AI interface design, an atomic approach 
is particularly useful for structuring modular, adaptable components, such as input 
fields, response cards, and workflow templates, and for documenting their states, 
behaviours, and constraints. By pairing atomic decomposition with workflow-level 
patterns, designers can ensure consistency, traceability, and user-centered outcomes, 
while also embedding domain-specific considerations such as transparency, 
reversibility, and trust in AI outputs (Frost, 2016).

Together, these methodologies provide the theoretical and practical foundation for 
structuring the AI interaction framework in this project. They inform the creation of a 
component library, the definition of reusable interaction patterns, and the 
implementation of design governance practices that enable scalable, consistent, and 
transparent AI integration in financial workflows.


The  of these principles is detailed in Section 4.2 Design Process, 
describing how atomic components and pattern libraries are instantiated and 
adapted to the project design.

concrete application
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�� Explorative study

As the theoretical and industry frameworks have established the foundational principles 
and patterns for human–AI interaction, this chapter presents the core of this project’s 
empirical work: an explorative study of AI usage within Van Lanschot Kempen’s internal 
workflows. Drawing on semi‑structured interviews with 11 practitioners across three roles 
(private bankers, relationship managers, and investment advisors), the study delves deeply 
into three dimensions of their AI experience: their current workflows and pain points, their 
usage patterns and attitudes toward existing AI tools, and their detailed interaction 
preferences across key scenarios. 


The outcomes of this explorative study largely align with established HCI theory and 
industry practice, reaffirming the need for transparency, modularity, and user agency. 
Crucially, they also uncover domain-specific insights, such as the critical need for 
reversibility in AI actions, the importance of minimal‑step interactions, and the nuanced 
trust dynamics around generative features. By systematically mapping these real‑world 
observations into structured findings, the study lays a solid evidence‑based foundation for 
the component library and interaction framework that follow. In doing so, it ensures that 
every element of the design system directly addresses the lived realities, expectations, and 
constraints of VLK’s professional users.
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3.1 Research questions

To better understand how AI can meaningfully support employees in the financial 
sector, this explorative study investigates the current workflows, needs, and attitudes 
of professionals using internal AI-enabled tools. 


The focus of this work is ClientCenter, a  used daily by bankers, 
relationship managers, and investment advisors at Van Lanschot Kempen. The platform 
supports client communication, meeting planning, and day-to-day task management, 
and already incorporates several generative-AI features: meeting-note summarization, 
voice-based documentation, and contextual suggestions (e.g., reminders for client 
birthdays or deadlines). ClientCenter is a custom tool developed in-house by Van 
Lanschot Kempen to support the firm’s employees' workflows. While other financial 
institutions may have similar banker-facing platforms, those systems are independently 
developed and are not the same as ClientCenter. A representative screenshot of the 
ClientCenter interface is shown in Figure 5.

core internal application

Figure 5: ClientCenter dashboard screenshot

The  of this study is to gain insight into how financial professionals interact with 
these existing AI functions, how these tools fit (or fail to fit) into their daily work, and 
how they imagine the role of AI expanding in the future. With this in mind, the 
research is guided by the following questions:

goal

Ziyue Lu | TU Delft 24



a. What are the typical workflows and key scenarios in which financial professionals 
use ClientCenter?

This question aims to map out the everyday tasks, routines, and pain points of users 
in order to identify opportunities for AI to augment or streamline work.

b. How are current AI features within ClientCenter perceived and experienced by 
users?

This includes understanding how users interact with tools like AI-generated 
summaries or action suggestions, and whether these features are seen as helpful, 
disruptive, or neutral.

c. What are users’ attitudes toward integrating AI into their professional tools?

This question explores not only openness and trust, but also concerns, boundaries, or 
conditions for AI acceptance in a high-stakes, relationship-driven domain.

d. What interaction styles do users prefer when engaging with AI, and why?

The study seeks to uncover user expectations for control, transparency, timing, and 
tone in AI communication, as well as preferences for passive vs. proactive behavior.

Through semi-structured interviews, the study aims to capture both present 
experiences and future expectations. These insights will inform the design of a 
domain-specific AI interaction framework that aligns with financial professionals' needs 
and values.

3.2 Research set-up

3.2.1 Research method

To investigate the workflows, attitudes, and interaction preferences of financial 
professionals, this study employed  as the primary 
method. The interviews were conducted via Microsoft Teams in the form of 

, with each session lasting around 45–60 minutes. 


The structure of the interviews broadly followed the four themes defined in the 
research questions: 

. A  was made and used to guide the conversations around the 
objectives of the research questions outlined in Section 3.1. This approach allowed 
for open dialogue while ensuring that central themes were consistently addressed 
across participants. In some parts of the interviews,  were shown to 
participants to illustrate scenarios and interaction possibilities, which facilitated 
richer discussion. The full interview script and visuals shown during the interview is 
included in the Appendix.

semi-structured interviews
online 

video calls

current workflow, AI usage and attitudes, and interaction 
preferences script

 visual materials
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To support more natural reflection and 
future-oriented thinking, the question 
flow was adapted based on the path of 
expression model from Convivial Toolbox 
(Sanders & Stappers, 2012) shown in 
Figure 6. The interview sequence was 
organized to move from present 
experiences to past reflections, and finally 
to speculative visions of the future. This 
approach was chosen to help participants 
build on their lived experience before 
articulating how they imagine AI might 
support them going forward. Figure 6: Path of Expression Model from 

Convivial Toolbox

To explore participants’ preferences regarding AI interactions more concretely, three 
distinct usage scenarios were introduced during the interviews:

Text writing Looking up 
information

Advice from AI

� Rewrite article to send to clien�

� Improve email writin�

� Convert draft to readable text

� Summary and create overvie�

� Find documen�

� AI meeting summary

� Ask about administration task�

� Ask about professional 
knowledg�

� Suggestions about tasks

Table 1: distinct AI usage scenarios

The choice of these three scenarios was grounded in two considerations. 


Firstly,  within the organization indicated that text writing 
and looking up information are among the most common tasks performed in 
ClientCenter. Advice from AI was selected as a evolution of the second scenario, 
representing a case where AI does not merely retrieve information, but synthesizes 
and interprets it for decision-making. 


Secondly, the three scenarios were purposefully chosen to align with three distinct 
interaction quadrants derived from the  (AI 
UX Patterns | Filters | ShapeofAI.Com, n.d.). As shown in Figure 7, this framework 
categorizes interaction scenarios along two axes: the user's clarity about the input 
(from unknown to known) and the user’s clarity about the desired output (from goal 
unknown to known). By covering three separate regions of this interaction space, the 
study was better positioned to identify patterns in user preferences across a range of 
cognitive modes.

insights from prior research

Shape of AI's Modes of Prompt framework
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Figure 7: 3 scenarios fall under the modes of prompt.

In each scenario, participants were presented with three prototype interaction 
concepts, each representing a different interaction way. These visual examples link 
abstract conversations with tangible possibilities and prompt richer feedback and 
comparison. 

(a) (b) (c)

Figure 8: text writing scenario visual

For instance, as shown in Figure 8, in the text-writing scenario, participants explored 
three options: (a) an AI tool integrated into the text editor via a drop-down menu; (b) 
an AI tool displayed in a side panel; and (c) a standalone AI tool interface, such as a 
dedicated company GPT, Leonardo. To ensure unbiased responses, these options 
were presented in a randomized order for each participant, mitigating any influence 
from presentation sequence. These interaction concepts drew inspiration from 
established, industry-leading design patterns observed in cutting-edge AI tools, 
grounding the prototypes in practical and proven frameworks.


Together, these methodological choices allowed for both depth and flexibility, 
enabling participants to share rich insights grounded in their real-world workflows 
while also reflecting on speculative futures and evaluating concrete interaction 
models.
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3.2.2 Participants demographic

Sampling 

Quota Samplin�

�� Rol�

�� Experienc�

�� AI acceptanc�

�� ClientCenter usage

Reached out through email.

participants

11 Participants


5 Private Banker,  

4 Relationship Manager,  

2 Investment Advisor

45-60 minutes per participant 
Interviews are conducted 
between 27 Mar - 17 Apr 2025

analysis sufficiency

Participants covered:�

�� 3 different role�

�� Senior, junio�

�� Low, High AI acceptanc�

�� Medium, High 

ClientCenter usage

To ensure diversity and relevance among participants, I adopted quota sampling 
strategy (Rukmana, 2014), guided by four key criteria: 

, and . I first contacted the 
product owner of ClientCenter to obtain a name list of employees who actively use 
ClientCenter and internal AI features. From this list, I selected individuals across 
three main user roles (private bankers, relationship managers, and investment 
advisors), ensuring representation across different levels of AI adoption (low, 
medium, high) and ClientCenter usage (medium, high). Each candidate was 
approached individually via email, where I shared the purpose, scope, and setup of 
the study (see Appendix for the email template).


In total, 34 invitations were sent out, and  accepted and completed 
the interview. The final participant group consisted of 

, covering a range of seniority levels 
and tool usage patterns. This sample provided a well-balanced perspective that aligns 
with the study’s objectives, as it captures the viewpoints of  with 
complementary responsibilities, both  professionals, low to high 

, and medium to high .


Invitation emails were sent starting March 20th, followed by two pilot interviews 
conducted with in-house designers to refine the interview structure. Formal 
interviews took place between March 27th and April 17th, 2025.

user role, years of experience, 
frequency of ClientCenter usage familiarity with AI tools

11 participants
5 private bankers, 4 

relationship managers, and 2 investment advisors

three user roles
junior and senior AI 

tool acceptance frequency of ClientCenter usage
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3.2.3 Analysis process

To analyze the interview data, I followed the Thematic Analysis (Clarke & Braun, 
2014) method, which provides a flexible yet structured approach to identifying 
meaningful patterns across qualitative data. 


After completing the interviews, I began by  of all 
eleven sessions in Loop, a company used documentation tool. This allowed me to 
become familiar with the data and ensuring accuracy in later analysis. 


Once transcribed, I  by cleaning up the language, segmenting 
the responses according to topic areas, and annotating them for clarity.


The next phase involved . To enhance objectivity and depth, I invited 
two designer colleagues to independently code the transcripts alongside me. After 
coding was complete, we reviewed the material collaboratively and began 

, looking for patterns across roles, tools, and attitudes.


To  and mitigate individual bias, I organized a  on April 
23rd with the same two colleagues. During the session, we cross-examined each 
other’s interpretations, discussed ambiguities, and refined the thematic groupings 
together. This collaborative step helped broaden the analytical perspective and 
added confidence to the insights we later carried forward.

transcribing the full recordings

organized the material

coding the data

synthesizing recurring themes

validate our findings workshop

During the analysis, I experimented with . Initially, I attempted to use 
ATLAS.ti, a professional qualitative analysis tool. However, I encountered several 
limitations. The process was time-consuming using it, and the tool lacked flexibility in 
merging related quotes across multiple parts of a transcript. Meanwhile, my 
colleagues did not have access to ATLAS.ti, which restricted collaborative analysis. 
Given these constraints, I opted to conduct the analysis using Figma, a tool I am 
proficient in and that allowed for flexible structuring and visual collaboration see in 
Figure 9 (detailed analysis process in Appendix). Despite the change in tooling, I 
strictly followed the thematic analysis methodology throughout the process.


The analysis began on April 17th and concluded by May 2nd, when I presented the 
preliminary research findings during the midterm evaluation.

different tools
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step 1: Transcribe the interviews recording


step 2: Organize Data, categorizing information into relevant themes and topics.


step 3: Code the Data, labeling different parts of the data according to themes 
or categories and apply these codes to the data segments.


step 4: Analyze the Data, identifying patterns and relationships within the coded 
data and interpret these findings to draw meaningful insights.


step 5: Validate Findings,  letting my colleagues doing the same analysis 
separately, to ensure the accuracy and reliability.

Loop

Figma

individually

in workshop

Figma screenshots of step 2

Figma screenshots of step 3&4

Figure 9: analysis process
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3.3 Research insights

Based on the collected data and subsequent analysis, the findings from this research are 
organized into three key perspectives that together offer a comprehensive understanding 
of how financial professionals interact with AI in their everyday work.


Firstly, it maps users’ current workflows, delineating how tasks are organized, which tools 
are employed, and where friction arises. This analysis confirms anticipated pain points, 
also uncovers less obvious patterns of cross‑role coordination and ad‑hoc tool adaptations 
that had not emerged in prior academic literature.


Secondly, it examines AI usage and attitudes, exploring which AI features are embraced, 
which are resisted, and why. While we expected participants to appreciate time‑saving 
tools for drafting text and summarizing data, we also identified a nuanced spectrum of 
trust levels and adoption drivers. Notably, users demonstrated a sophisticated 
understanding of data quality’s impact on AI outputs and expressed a strong preference 
for features that offer clear provenance and reversible actions, insights that extend 
existing HCI findings into the domain of financial operations.


Thirdly, it probes interaction preferences under three representative scenarios. Beyond 
validating recognized interaction modes, we observed emerging desires for richer 
interactions that go beyond current tool capabilities. These findings suggest untapped 
opportunities for designing workflow‑embedded AI features that balance autonomy with 
user control.


Together, these findings form the foundation for identifying both design principles and 
practical requirements for responsible, effective AI integration in internal banking tools.
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3.3.1 Current workflow

The financial professionals interviewed in this study operate in closely connected, 
role-specific teams that serve approximately 200 clients group per member. As 
illustrated in Figure 10, each client is typically supported by a 

: a private banker, an investment advisors and one or two relationship 
manager. While their responsibilities are distinct, their work is highly interdependent, 
and communication between roles is frequent.


 serve as the  and the 
 of the team’s relationship with the client. On a day-to-day basis they 

schedule and run client meetings, synthesize client goals and life events into financial 
needs, and translate those needs into actionable plans that may involve banking 
products, wealth planning and investment strategies. Private bankers are responsible 
for identifying cross-sell opportunities and expanding the client relationship, which 
requires both commercial judgement and deep knowledge of the client’s preferences 
and history. In practice they rely heavily on ClientCenter and personal notes to track 
meeting outcomes, upcoming tasks and client preferences. 


 bring  to the team and focus on 
technical, market-facing tasks. Their role ranges from providing targeted 
recommendations, such as buy/sell actions or alternative investment selections, to 
producing in-depth analyses (risk assessments, modeling scenarios) when client 
needs demand specialist input. Investment advisors often take proactive outreach 
during market volatility, contacting clients with time-sensitive commentary or 
execution advice. They use both internal research systems and shared team 
resources in ClientCenter to gather data; when interacting with AI features they are 
primarily concerned about the factual soundness, source provenance, and 
reproducibility of any suggested actions. 


 play a  role that keeps 
the team functioning smoothly. Their activities include preparing materials and briefs 
for PB-led meetings, maintaining client communications for less formal touch-points 
(for example birthday notes or appointment reminders), and routing incoming client 
requests to the right specialist. They often handle the administrative backbone of 
client servicing: updating records, following up on documentation requests, and 
ensuring compliance-related items are filed correctly. 


Together, these roles form a collaborative ecosystem where responsibility is 
distributed but tightly aligned around client service and financial strategy.

team of three to four 
people

Private bankers primary client-facing contact central 
coordinator

Investment advisors domain-specific expertise

Relationship managers coordination and operational support
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Figure 10: private banker, invest advisor and relationship manager’s role responsibility

Despite the differences in their day-to-day tasks, all three roles 
 at the start of the workday: checking messages via Outlook or ClientCenter, 

reviewing their agenda (typically managed across Outlook, Excel, or third-party tools), 
and reading financial news online. Interestingly, some tech-savvy employees have 
already begun experimenting with AI tools to streamline the news-reading process, 
signaling openness to AI support in information-heavy tasks.


However, when asked about the  of their job, 
regardless of role, all participants consistently pointed to 

. Tasks such as Customer Due Diligence (CDD) and Know Your 
Customer (KYC) procedures, which involve verifying client identities and assessing 
risk profiles, were seen as especially burdensome. Similarly,  was 
cited as repetitive and low-value. Both task types are characterized by high volumes 
of manual data entry across systems, back-and-forth clarifications with clients, a high 
sensitivity to errors, and little perceived added value. These shared pain points 
highlight clear opportunities where AI could step in, not to replace expertise, but to 
reduce friction and free up professionals to focus on strategic and relational work.

share a similar 
routine

most time-consuming aspects
compliance and 

administrative work

meeting note-taking

3.3.2 AI usage & attitude

Overall, participants demonstrated a  toward using AI in their daily 
workflows. Most expressed a willingness to learn and actively engage with AI tools, 
especially when the tools could help them save time or improve the quality of their 
output. Many users agreed that AI not only supports efficiency, particularly in 
repetitive or low-value tasks, but also helps them improve communication with 
clients by offering refined phrasing or alternative ways of expressing ideas. 
Importantly, participants acknowledged that high-quality AI output depends on well-
structured data, and several mentioned that they see it as their responsibility to

positive mindset
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 “keep the source clean” for better AI performance. Even those unfamiliar with AI 
tools showed interest in learning, though they expressed a strong need for more 
structured guidance and education from the company.


Despite this openness, several technical and usability  were noted. 
Participants frequently mentioned a desire for broader, more relevant, and up-to-
date . Many also struggled with finding or accessing AI tools, expressing 
a wish for AI to be more seamlessly . Another 
recurring challenge was , users often lacked confidence in how to 
formulate effective prompts and requested features like prompt history, reusable 
templates, and example libraries to improve their usage.


Interestingly, participants showed a strategic awareness in how they 
. As shown in Figure 11, they were able to articulate the trade-

offs between available tools and tended to adapt their tool choice to the specific 
scenario or task. This level of discernment reflects not only a growing literacy around 
AI capabilities but also a desire for tools that are tailored to their domain-specific 
needs.

challenges

 data sources
integrated across internal systems

prompt creation

selected and 
used different AI tools

Leonardo
internal AI chatbot

� Save and secur�
� Simple and user friendly�
� Have customized GPTs

� Limited functionalit�
� No access to internet, 

documents etc.

Copilot
microsoft AI

� Link to other tools and document�
� Be able to search online

� Information too board, not relevan�
� Text number limit

Other AI tools
Finchat, Grok,...

� Have financial specific dat�
� Having better outcome

� Not secure, having risk of leaking 

My big friend is Leonardo. I use it 3-5 
times a day. Mainly for writing emails 
and letters...I use prompts CDD chatbot 
...  It's user friendly for me.

-- PB2

Since I have Copilot 365, I use Leonardo 
not daily anymore. That because always I 
have Copilot around me in all the 
systems and I do not have all the time 
Leonardo around me in the systems."

-- PB4

(Finchat) It has all the financial 
information of every company and also 
the transcripts of the conference. ... for 
example, if you have a question about 
Apple, you get it from a reliable source 
because it's directly taken from the 
financial metrics delivered by Apple itself... 
That's a powerful tool for us.

-- RM2

Figure 11: participants’ reasons of using different AI tools

Trust
internal, company-managed tools

good sources make provenance visible

limited anxiety

 in existing AI features varied by tool and scenario. Participants tended to trust 
 more than external services, partly because 

internal tools often have  and . Because the 
current AI capabilities in ClientCenter are not positioned to replace human decision-
making but rather to assist with drafting and summarization, most users reported 

 about AI making consequential mistakes at this stage. More nuanced, 
scenario-specific patterns of trust are described in detail in the scenario analyses that 
follow.
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When asked what kinds of AI features they would like to see in the future, 
participants commonly mentioned functionalities that align with their current pain 
points and workflows. For example, many expressed interest in features that could 
automate document generation, summarize client histories, or support internal 
process navigation. More respondents mentioned the items listed in Table 2, ordered 
by frequency of mention.

Feature name Description

1 Searching
� Filter based on client profile, list most relevant clients to send 

messages, plan calls,  invite to events, etc�

� Answer clients’ specific questions

2 Suggesting
� Prioritize signals, list most important task�

� Suggest on commercial opportunitie�

� Actively help remember stuff (birthday etc.)

3 Planning
� Fit contact moment in agend�

� Plan in advance, give client more tim�

� Plan internal meetings with specialists

4 Writing
� Adapt to personal writing habit and ton�

� Based on the meeting record, generate meeting not�

� Having pre-set email template for common things

5 Summarizing
� Summarize articles and report�

� Summarize client information for preparing meeting

6 Making � Making company style slides from report

Table 2: expected future AI use case

Beyond these overall desires, we compared how participants viewed AI across three 
core scenarios(text writing, information lookup, and advice generation), in terms of 
their familiarity, trust, and desire to use AI:

Use AI to help with text writing
Most participants shared that they already use AI for text-writing tasks. This is 
largely because the technology in this area is mature, widely adopted, and has 
proven to be reliable. The outcomes are predictable and carry low risk, allowing 
users to retain editorial control while benefiting from AI’s language generation 
capabilities. As a result, text writing stands out as the  AI-supported 
scenario among users and earns a relatively .

most familiar
high level of trust
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Use AI to look up information
While participants familiarity with this kind of AI support is somewhat lower than 
with text writing, many users still showed moderate to high trust, especially when 
the AI output could be verified (for example, by checking cited sources, cross-
referencing internal records, or consulting a colleague/expert) or when the task 
was relatively low stakes. Moreover, this scenario was rated as the one with the 

, reflecting the practical benefits users anticipate in 
reducing time spent searching, compiling, and summarizing content.
highest desire to use AI

Get advice from AI
Compared to the first two, this scenario elicited much more skepticism. 
Participants emphasized that while such advice could be helpful in theory, they 
currently  enough to rely on it in high-stakes or complex decision-
making contexts. The skepticism stems from the  and a 

: participants have  that AI advice will be 
reliably correct. They also pointed out a practical concern: if an AI 
recommendation fails, human user ultimately needs to bear 

. They worried that incorrect guidance, especially around compliance 
or client-facing actions, could have serious consequences. As such, 

, and while some users acknowledged its potential, the 
.

do not trust AI
novelty of the capability

lack of successful use cases  little evidence

responsibility for the 
consequence

trust in this 
scenario is low desire to 
adopt AI in this capacity remains limited

Across these three scenarios, clear patterns emerged in terms of familiarity, trust, 
and desire to adopt. Participants saw text writing as the most familiar and 
trustworthy, followed by information lookup. Advice-giving was seen as the least 
trustworthy and desirable. Through detailed analysis of their responses, 

 were found to :
three main 

factors  influence their attitudes

� Users tend not to trust new AI functions by default, where these broadly refer to  
 introduced into their workflow, rather than a single 

specific feature. In a conservative, high-stakes environment such as finance, 
unfamiliarity itself creates caution, and trust must therefore be earned through 
repeated exposure and consistently reliable outcomes�

� Autonomy and control are essential to building trust. Participants expressed 
higher confidence in AI when they could easily modify, undo, or ignore its 
suggestions�

� The ability to judge output quality plays a crucial role. Users feel more 
comfortable when they can quickly evaluate whether the AI’s result is right or 
wrong, especially in domains where incorrect information could cause 
reputational or regulatory harm.

any unfamiliar tools/feature
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Interestingly, while  ranked highest in terms of , 
 was rated . Drawing on the Shape of AI framework’s 

prompt typology (Figure 7), information lookup tasks typically fall into the quadrant 
where the user has a clear goal but lacks the method to reach it (“goal known, input 
unknown”), a space where AI support is most valued. In contrast, advice-giving 
functions, while potentially powerful, remain least desirable due to risk aversion, 
trust barriers, and the requirement to change long-standing work habits.


Several  to desire were identified across scenarios. These include: the need to 
, the pressure of 

, and the fear that .


Interview responses also suggested that these perceptions are not uniform across 
. Newer or more tech-savvy employees tended to express 

 to trying GenAI tools, likely because they are less tied to traditional 
workflows and more comfortable experimenting with novel tools. More senior staff 
were generally  and comfortable with their existing workflow: they 
demanded clearer provenance and undo controls, though several noted they would 
adopt tools once reliability had been . 


Finally, each scenario is also accompanied by its scenario-specific , which 
are summarized in Table 3. These points offer further insight into what constrains 
adoption and where targeted design improvements could unlock new value.

text writing trust and familiarity
information lookup most desirable

barriers
significantly adjust existing workflows AI overstepping human 
judgment functional errors could have serious consequences

experience levels greater 
openness

more cautious

demonstrated repeatedly

pain points

Scenario Pain points Quote

Text writing

� Hard to make correct prompt�

� Combine previous text incorrectl�

� Doesn't adapt to my writing style

“If you just say ‘write this’, it doesn't 
work that well. It often takes longer to 
write a good prompt than the mail 
itself.”     -- PB5

Looking up 
information

� Source too genera�

� Cannot extract information from pd�

� Don’t have wide historical data source 

“If I have a document of 40-50 pages I 
will let AI make a summary of it... 
saves me a lot of time... Then there's 
only one question -- is the summary 
good enough?”     -- IA1

Advice from 
AI

� Only for advise, can’t do actual task�

� Question the accuracy, afraid of 
missing important things 

“But for really practical daily work like 
administration, I can't make it do 
anything... it's more like the 
communication stuff ... I just ask for 
improvement or how can I do this... 
But not really actual tasks to do.”     
-- RM4

Table 3: pain points under each scenarios
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3.3.3 Preferred interaction

Building upon the three scenarios introduced above, this section continues the 
analysis of the semi-structured interviews described in section 3.2.1. In addition to 
discussing their attitudes and trust levels, participants were also asked to respond to 
three alternative interaction prototypes per scenario. Their reflections on these 
prototypes provide further insight into what makes AI interactions feel usable, 
trustworthy, and aligned with their mental models. The feedback reveals not only 
scenario-specific preferences but also deeper values regarding control, clarity, and 
efficiency.

Use AI to write email
Expectations were  in this scenario. Participants were familiar with AI 
writing tools and saw strong potential to improve the efficiency and consistency 
of email communication. They preferred interaction models that were 

, allowing them to quickly select a purpose and have the AI generate an 
initial draft accordingly. Many also expressed a desire for features that could 

, suggesting that AI should adapt to their previous 
messages or allow fine-tuning for more personalized results.


This scenario was perceived as particularly useful for 
, such as sending articles to clients, announcing new services, or 

summarizing event invitations. Some participants also mentioned they would 
benefit from , where frequently used requests could be saved and 
reused across the team.


Despite the enthusiasm, several concerns were raised regarding loss of voice and 
content fidelity. Users worry about AI-generated text that 

. They also feared accidentally overwriting their original draft, 
especially if there was no way to revert changes. Another repeated friction point 
was the . Even when the tool offered 
intelligent suggestions, users found themselves spending time rephrasing 
requests, which offset the time-saving benefits they expected.

highest

template-
driven

match their writing tone

standardized 
communication

prompt libraries

misaligned with their 
personal style

effort required to write a good prompt

Use AI to get client information

In this scenario, the preferred interaction pattern was a two-step structure: 
starting with a concise overview and then offering the option to explore deeper 
information through follow-up queries. This interaction style helped users gain 
situational awareness quickly without being overwhelmed by details.


This preference aligns with how users typically prepare for client interactions, 
especially when meeting newly transferred clients, identifying connections to 
expand their client network, or checking for updates from client-related news.
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Participants appreciated when the AI could surface useful context efficiently, such 
as summarizing a client’s recent portfolio changes or linking relevant external 
articles.


However, several interaction-specific concerns emerged. A major one was the 
difficulty of . While users were open to querying the AI 
for more information, many were unsure how to phrase their questions to get 
useful results. Some feared AI  or data fabrication, particularly if the 
AI didn’t clearly indicate its source or confidence level. A few participants also 
mentioned that such features felt less useful when applied to clients they already 
knew well, saying, “I’ve been working with this client for years, already know 
everything.”


In addition, some raised concerns about  when external 
tools such as Microsoft Copilot are involved. They worried that sensitive client 
information might be processed outside the firm’s controlled environment, 
underscoring the need for strong guarantees around data handling, storage, and 
regulatory compliance.

writing effective prompts

hallucinations

privacy and data security

Get advice from AI

In this scenario, the option that presents a task list was generally seen as the most 
understandable and actionable. Users appreciated having a clear structure where 
they could see suggestions laid out explicitly and evaluate them at a glance. 
However, while the visual clarity of the task list format was praised, participants 
emphasized that they do not want AI to fully plan their day for them. Instead, they 
preferred to be in charge of their own planning, using AI on demand to answer 
specific questions or speed up prioritization. This distinction reflects an important 
balance between proactive vs. reactive interaction. While AI-initiated suggestions 
can be helpful, users want the freedom to accept, ignore, or modify them.


The scenarios where participants found this kind of AI advice most useful 
included�

� Planning tasks in advance, especially for heavy client day�

� Filtering clients using multiple conditions (e.g., AUM, recent meetings) to 
identify who to contac�

� Prioritizing urgent or overlooked tasks that might otherwise slip through

On the other side, several concerns were raised. Users feared missing important 
tasks if the AI failed to surface something crucial. They also expressed hesitation 
about losing control, particularly if AI suggestions appeared too assertive or acted 
automatically. Another repeated concern was the inclusion of irrelevant 
suggestions, especially when the AI failed to account for their specific role or 
responsibilities.
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Across all three scenarios, several cross-cutting interaction preferences emerged, 
which are summarized in Table 4. These include a preference for minimal effort 
interactions that follow a clear “display → select → input” flow, a strong desire for AI 
functions to be contextually embedded in their primary workspace (rather than 
siloed in separate tools), and a need for inline guidance, such as examples, previews, 
or smart defaults, especially when engaging with open-ended input fields.

Less actions
Prefer displaying information 
directly rather than navigating 
through multiple steps.

If I open the screen, I see it immediately and I 
don't have to type.

-- RM4

Clear & Relevant Displays only relevant information 
and clearly indicates the source.

I'd rather have 20 valuable things to act upon than 
to have a suggestion for every client, so less is 
more.

-- PB1

Easily undone
Humans retain control over AI, with 
the ability to quickly delete or 
modify AI actions.

Before changes are made ... I want to get back to 
the original message... I'm working in my original 
message and I'm scared of losing it.

-- PB5

Fast reaction Impatient with loading; prefer 
visible progress updates.

The page is very slow, which causes me not to use 
it as often as I could.

-- RM4

Table 4: common preference in AI interaction among all scenarios

To summarize, the explorative study provides a layered view of how financial 
professionals engage with AI tools in their daily work. The analysis began by mapping 
workflows and identifying where frictions occur, then examined how AI is currently 
used and perceived, and finally introduced scenario-based probes to elicit 
preferences and spark further ideas. These points form a coherent inquiry, moving 
from present realities toward speculative possibilities. 


These findings form the foundation for the design phase of the project, where 
insights will be translated into an interaction framework tailored to the financial 
context. The next chapter outlines this translation process in detail.
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�� Framework design

Building on findings gathered from the related work and explorative study, this chapter 
shifts the focus to translating these insights into practical design guidance for AI feature 
development, presenting the framework for designing scalable AI interactions within 
Van Lanschot Kempen’s internal workflows. 


The framework is structured to support designers and product owners in creating AI-
powered features that are transparent, modular, and aligned with user needs. It contains 
three interrelated dimensions: high-level design principles that codify user expectations 
and organizational values; a component library of reusable interface elements ranging 
from atomic inputs to full-page AI workspaces; and an interactive selection wizard that 
translates principles and components into concrete design decisions. By grounding each 
element in observed behaviors, workflow realities, and user preferences, the framework 
ensures that AI interactions remain actionable, trustworthy, and consistent across 
different tools and contexts.


The following sections detail the design goal (Section 4.1), the design process 
(Section 4.2), and the resulting design outcomes (Section 4.3), providing a comprehensive 
view of how the framework supports effective AI integration across VLK’s internal 
systems.
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4.1 Design goal

Building on the foundation laid through user research, the next stage of this project 
focuses on translating insights into design. The aim is to move from understanding 
current workflows, attitudes, and interaction preferences toward shaping future 
experiences with generative AI. This begins with establishing a clear and strategic 
design goal. The goal is to:

Design  for integrating generative AI into the 
workflows of employees at VLK, promoting consistent, 
transparent, and effective AI interactions.

a scalable framework

This framework is not an end-user-facing product, but rather a design infrastructure 
intended to guide the creation of AI-powered features within financial workflows at 
Van Lanschot Kempen. The primary users of this framework are designers and some 
product owners who are responsible for designing and building AI features across 
various digital touch-points at Van Lanschot Kempen. While they are the ones who will 
directly engage with the framework to plan, prototype, and implement AI-driven 
interactions, the framework’s ultimate impact extends to all employees who rely on 
these tools in their daily work.


To ensure this framework can be adopted and scaled across teams and contexts, it 
must address four key considerations:

Transparency
Users need to understand what the AI is doing, where the information comes from, 
and how to assess its accuracy. Clear feedback, source visibility, and output 
evaluability are essential for building trust.

Collaboration
Based on our research, bankers frequently work in teams, so the framework accounts 
for interactions where multiple team members may engage with AI collaboratively. 
This includes offering assistance, suggestions, and augmentation while keeping human 
users in control, ensuring that AI supports both individual and team workflows 
effectively.

Consistency
With different teams and departments experimenting with AI independently, there is a 
growing need for a shared set of interaction principles that create familiar, intuitive 
experiences across tools.

Scalability
The framework should support modular integration, allowing new AI components to 
be added over time, and adapted to different tasks and contexts within VLK's 
operations.
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4.2 Design Process

The proposed framework can be understood as a specialized variation of a design 
system, tailored specifically to support AI interactions in internal financial tools. 
According to the design system methodologies reviewed in Section 2.3, 
comprehensive systems benefit from structured component libraries and modular 
design hierarchies. Drawing on these principles, alongside insights from the 
explorative study, I structured the design process into  to develop 
a framework that is both scalable and grounded in real user workflows. 

three main phases

a. Define Design Principles

Using the  from interviews and scenario testing, I began by 
extracting key behavioral and interaction themes that could be translated into design 
principles. These principles (detailed in Section 4.3.1) serve as  
to steer future AI feature development, ensuring alignment with user needs and 
organizational values such as transparency, flexibility, and trust.

qualitative insights

high-level guidelines

b. Build the Component Library Using Atomic Design

For the system architecture itself, I chose to adopt the Atomic Design method. It 
offers a clear, methodical structure that aligns well with the layered complexity of AI 
interactions. Moreover, It supports both  and  thinking, allowing 
me to start from detailed interface elements and also reason through how they come 
together into full workflows. 

bottom-up top-down

Figure 12: design process based on Atomic Design method

As shown in Figure 12, my design path began with the  
developed and validated during the research phase. Since participants had already 
evaluated different prototypes in these contexts, I started by refining and redesigning 
the page-level flows for each scenario based on their feedback.

three user scenarios

43 AI Interaction Framework

In the second step, I deconstructed these flows to 
, such as prompt modules, AI-generated message cards, feedback widgets, 

and response tuners. These interaction units were then systematically documented 
and expanded.


The third step involved  
not yet represented in the original scenarios. I supplemented the library accordingly, 
ensuring completeness and modularity across different potential AI use cases.


In the fourth step, I used these components to , 
integrating multiple interaction units into layout patterns that could support entire 
tasks. To test the system’s integrity, I applied these templates to new scenarios not 
originally part of the research, examining whether the existing components were 
sufficient to build pages for those use cases.

extract relevant molecules and 
organisms

identifying any missing but essential interaction components

construct reusable templates

I intentionally chose this grounded, scenario-first approach instead of building the 
system from scratch or through abstract ideation. By starting from real user data and 
interface behavior, the resulting system remains more realistic, actionable, and 
attuned to actual team workflows, avoiding overly conceptual or theoretical models 
that may not fit real-world constraints. During this process, I also kept a record of my 
design considerations and reasoning, which would later support the formulation of a 
design guide.

c. Develop the Interaction Guide

In the final phase, I returned to the notes made during component development to 
identify what considerations and  repeatedly influenced the 
design of effective AI interactions. These include, for example, when to offer 
proactive AI suggestions versus waiting for user input, how to express uncertainty in 
AI-generated content, and what forms of feedback help users feel in control. I then 
organized these into a  (seen Figure 13) that outlines what 
factors must be considered, and in what order, when introducing new AI 
functionality into internal tools.

decision-making logic

stepwise framework
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Figure 13: stepwise framework draft

At the same time, I began considering the  for delivering this framework. 
Given the need for scalability and usability across teams, I decided to present it in 
the form of a , allowing interactive exploration and embedded logic. 
With , the system can eventually offer personalized 
recommendations, helping designers and product owners at Van Lanschot Kempen 
make informed decisions about AI interaction design in different use cases.

format

web-tool wizard
algorithmic support

In the following sections, I will present the outcomes of each design phase in turn: 
the principles that guided the work (Section 4.3.1), the resulting interaction 
components and templates (Section 4.3.2), and the development of the interaction 
guide (Section 4.3.3).
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4.3 Design outcome

Based on the design process and the guiding principles distilled from our research, the 
outcomes of this project are organized into three interlocking deliverables that together 
form a cohesive AI interaction framework.


First, the Design Principles articulate the core values—human control, transparency, 
clarity, and actionable feedback—that underpin every component and interaction pattern. 
These principles serve as the ethical and practical foundation for all future AI feature 
development at VLK, ensuring that every new tool respects user agency and fosters trust.


Second, the Component Library provides a structured collection of reusable interface 
elements ranging from atomic inputs and chat bubbles through to full-page AI 
workspaces, organized according to atomic design. The majority of AI-specific components 
were designed by author for this project, with a set of foundational primitives adopted 
unchanged from Van Lanschot Kempen’s existing design materials: fonts, buttons, icons, 
base input fields, tooltips, disclaimers, and modal window margins. This report highlights 
one representative slice of components as an illustrative example (see Section 4.3.2). 

Third, the AI Feature & Component Selection Wizard translates both the principles and 
the components into an interactive decision-support tool. By guiding designers and 
product owners step by step through role definition, interaction style, input/output 
configuration, and container selection, the wizard ensures that every new AI feature aligns 
with Van Lanschot Kempen’s workflow realities and strategic goals. 

Together, these three outputs provide a scalable, transparent, and practical system for 
building consistent AI experiences. By empowering designers and product owners, the 
framework ensures that wealth management professionals experience AI features that are 
trustworthy, coherent, and tailored to their daily tasks.

The 
complete set, including variant states and usage guidelines, is available in the appendix.


A demo link is also 
available in the appendix.
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4.3.1 Design Principles

Based on the user research and design synthesis, I formulated a set of guiding 
principles to inform the design of AI interactions at VLK. These principles aim to 
ensure that AI features are not only functional, but also trustworthy, usable, and 
well-integrated into existing workflows. They address key concerns raised by users 
and provide practical guidance for designing future AI-powered components and 
experiences.

Human Control � UI labels remind users that AI is 

� Provide obvious  options. Any AI edit should be 
reversible. Users should be able to edit AI outputs�

� When AI suggests an action (like updating a record), require 
explicit .

an assistant�

stop or undo

user confirmation

Transparency � Use  on content AI generated�

� Provide short  on how suggestions were 
formed (e.g. “Based on today’s sales data, I suggest…”).�

�  or , the language should 
reflect if AI is unsure�

� Display  or  for factual info to let users 
verify claims .

labels or icons

explanations

Avoid false precision over-promising

source links citations

Clarity � Use a clean,  (e.g. speech bubbles, 
timestamps, assistant avatars). Group related actions in 
menus or accordions. Use tooltips or expandable info icons 
to  (e.g. detailed settings or AI training notes) 
unless needed.�

� Prioritize , reducing the need 
for users to navigate through multiple steps�

� All presented information is , 
allowing users to easily comprehend and trust the data.

familiar UI layout

hide complexity

direct information presentation

relevant and clearly sourced

Actionable � Use  or  to guide user 
flow (e.g. “Apply” or “Explain more”) . Offer easy regenerate 
or edit prompt options when answers are unsatisfactory.�

� If the AI cannot answer, it should  (like 
linking to help docs or human support).�

� Embed  (thumbs, star rating, 
quick comments) right in the UI. Prompt users to rate 
answers or flag mistakes, and automatically generate a 
revised response when requested.

prominent buttons quick-reply chips

offer alternatives

easy feedback mechanisms
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4.3.2 Component library

The component library forms the core of the design framework. Based on the 
scenarios and interface elements identified during research and following the logic of 
atomic design, I mapped out all AI-related UI components and grouped them into 
nine key overview pages. Each page introduces a cluster of elements according to 
their function, scale, and interaction role within the system. The structure of this 
component library is summarized in Table 5.

Templates AI panel format

Inline AI usage

Floating/Side-panel widget

Full-page AI workspace

Start page

Organisms Prompt input

Chat bubble

Atoms AI icon buttons

Tags

Table 5: component library structure

The majority of AI-specific components were , based 
on the research insights and validated scenarios, and then systematized into a 
coherent library. To preserve brand continuity and reduce adoption friction, some 
foundational primitives was intentionally 

: fonts, buttons, most iconography, base input fields, tooltips, legal 
disclaimers, and modal window margins.


As an extension to the company's existing design library, not every atomic or 
organism-level element was documented as a standalone page. This component sets  
extends and complements the current design library by focusing on AI-specific 
interaction elements. In particular, to reduce cognitive load and encourage 
reusability, I merged smaller decisions into the higher level and implemented them as 
component properties. Designers can toggle these options easily via sidebar controls, 
making the system more modular and efficient to use.


newly designed for this project

adopted unchanged from company’s 
existing design system

Given the scale of the system, this report highlights key structures and representative 
examples. The complete, detailed component documentation is available in the appendix.
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a. Entry Layer: AI Panel Format

A central entry point of this system is the AI Panel Format, which outlines four 
primary ways generative AI interfaces can appear across different contexts�

� Embedded inline usag�

� Floating chat widget�

� Docked side panel�

� Full-page AI workspaces


Each format is defined with clear usage guidelines, scenario suitability, and best 
practices regarding placement and interaction flow. 


For example, the Full-page AI workspace replaces the entire interface with a 
 focused on AI interaction, accessible via main navigation or deep 

links. This format supports  with AI tools while keeping the 
user anchored in the task context. To preserve this contextually and differentiate it 
from generic chatbot experiences, a notable design strategy is to use  
that create temporary workspaces. These surfaces display relevant inputs and visual 
outputs (e.g., AI-generated summaries or client data), ensuring a clean visual 
hierarchy. This reduces the risk of losing key information in a linear chat history and 
supports a more structured workflow. (See Figure 14 for layout example.)

dedicated view
immersive engagement

gridded layouts

Figure 14: full-page AI workspace example
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b. Pattern Deep Dive Example: Inline AI Usage

These panel types each have corresponding design documentation pages that 
outline their structural variations, do’s and don’ts, and interaction best practices. 


Taking the  as an example (Figure 15), the page outlines its 
core elements and usage patterns, covering�

 buttons, hover states, right-click badge�

 quick prompts, AI-generated suggestions, manual input field�

 inline display, floating feedback, tooltip-style summarie�

 “See more” buttons, contextual links to AI workspace


Each sub-pattern includes annotated examples and detailed dos and don’ts to guide 
consistent implementation and reduce user confusion.

Embedded Inline Usage

� Context triggers:

� Prompt types:

� Output behaviors:

� Escalation links:
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Figure 15: Template page: Inline AI usage
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c. Organisms: Prompt Inputs and Chat Bubbles

At a more granular level, the two most critical component types in AI interaction are 
the  and the .


A  is the interface container where users write, refine, and submit AI 
queries (Figure 16). Whether embedded, in a sidebar, or activated via voice or file 
upload, it adapts in complexity and layout. I listed all potential input types (text, file, 
audio, tool selection, etc.) and offered format variations optimized for different panel 
sizes. These considerations were especially important given that prompt construction 
is often a barrier for non-technical users, as surfaced in the interviews.

Prompt Input Chat Bubble

Prompt Input

Figure 16: prompt input example

The  is more complex than prompt inputs. In designing it, I considered 
the different types of communication that occur in AI-assisted financial workflows. 
To address this, I created versions of the bubble for three message types�

� User Prompts: showing the user's queries or instruction�

� AI Responses: summarizing, answering, or recommending actions based on 
system contex�

� System Notices: status indicators such as timestamps, loading animations, or 
fallback messages


By designing these as configurable versions rather than fixed templates, I ensured 
that designers using the framework could  without rebuilding 
them from scratch. For instance, in the AI response bubble, they can toggle layouts 
directly in the component’s property panel (see Figure 17). This approach makes the 
chat bubbles both predictable in structure and flexible enough to fit different 
financial use cases.

Chat Bubble

adapt the chat bubbles
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Figure 17: template AI Response widget & component’s property panel 
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d. Atoms: Icon Buttons & Tool Tags

Beyond high-level patterns and mid-level components, I also designed and specified 
rules smaller assets that frequently appear across tools. 


were sourced from company’s existing design library and reused 
according to placement and task criticality. In less familiar contexts, such as 
dashboards or entry points to new AI tools, icon + label combinations should be used 
for clarity. Conversely, in focused task environments where meaning is already 
established, icon-only buttons are acceptable.


Newly designed , such as those for AI tools, names, or document categories, 
help users structure their queries and inputs more quickly. Consistent tagging also 
supports easier cross-page navigation and improves perceived control.

Icon buttons 

tags 

Figure 18: tool tag design

Altogether, this component library does more than simply document reusable pieces, 
it defines the shape of AI interactions within VLK’s internal tooling. It responds 
directly to users’ desires for transparency, contextual relevance, and clear next steps, 
as surfaced in the research. By grounding these components in real workflows and 
connecting them to existing design infrastructure, the system becomes scalable, 
practical, and immediately actionable. The next section will turn to the Design Guide, 
which builds on these components to offer decision-making principles and logic 
behind their application.
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4.3.3 AI Feature & Component selection Wizard

To help designers and product owners navigate this extensive component library, I 
developed an . Rather than expecting 
users to browse dozens of pages manually, the wizard walks them through the 
critical factors they must consider when introducing a new AI feature. By answering 
a short series of targeted questions, they arrive at a customized set of components 
and interaction patterns tailored to their specific use case. Under the hood, a simple 
scoring algorithm weights each answer and highlights the top recommendations—
making the process both efficient and pedagogical.

AI Feature & Component Selection Wizard

Figure 19: AI Feature & Component Selection Wizard - Step 1

Step 1: Define Your AI Role

The wizard begins by asking whether the feature is  (tied directly to the 
current page or data), or a  that operates independently. For example, 
summarizing a client’s recent transactions on their profile page is clearly contextual, 
whereas drafting an email about upcoming events is a free‑form task. If the user 
selects “General helper,” the wizard advises pointing product owners to existing 
standalone tools like Leonardo (internal ChatGPT). If “Contextual” is chosen, the 
wizard proceeds to the next step, ensuring only relevant panel formats and 
components are considered.

contextual
general helper

Determining whether an AI feature is contextual or general shapes every subsequent 
design decision. Contextual AI must integrate with existing data and interface, so 
designers need components that can read the current view and augment it in place. 
General helpers, by contrast, require standalone containers and a broader input/
output mechanism. By asking this first, the wizard ensures that designers select the 
right container type from the start—and it prevents wasted effort building 
context‑free features where deeper integration is required.
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Step 2: Choose Interaction Style

In this multi-part step, designers clarify the scope and behavior of their AI feature:


2A. Single Function vs. Extensible Platform 
 Will this be a one‑off function (triggered once with a single response (e.g., “Rephrase 
this paragraph”)) or an extensible platform supporting multi‑round conversations, 
tool switching, and persistent history (e.g., a sidebar chat that follows users across 
pages)?


2B. Trigger Model 
 Should the AI wait for an explicit user prompt, or should it proactively surface tips 
and cards based on contextual triggers such as KPI anomalies? Choosing “User 
initiated” keeps the AI in the background until summoned, while “AI driven” enables 
timely in‑context suggestions.


2C. Interaction Depth 
 After the AI delivers its first result, will users accept it and move on (single round), or 
will they engage in back‑and‑forth refinement (multi round)? Designers looking to 
foster deeper exploration will lean toward multi‑round flows, whereas quick 
confirmation tasks may be better suited to single‑round interactions.


At the end of Step 2, the wizard’s scoring algorithm tallies points for each answer, 
surfacing the four best‑fitting UI containers in the next section.

Figure 20: AI Feature & Component Selection Wizard - Step 2C
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Select Your Container 
Based on the interaction style choices, the wizard recommends up to four interface 
containers. Options include a floating chat widget for lightweight, asynchronous 
Q&A; floating modals (simple or extended) for focused, single or multi‑tool sessions; 
docked side panels with persistent chat and history; and full‑page workspaces for 
deep, immersive exploration. Each recommendation comes with a brief rationale, 
helping designers understand why, for example, an extended modal with history 
support best suits an extensible, multi‑round platform.

The chosen container not only defines the visual layout but also sets the interaction 
dynamics: how much screen real estate AI can occupy, whether it follows the user 
across views, and how prominently suggestions appear. By narrowing to the top four 
options, designers avoid misaligning feature purpose with container form, and they 
gain a clear rationale for each recommendation.

Step 3: Configure Input Methods

Next, users specify how they intend to capture user inputs. Multiple selections are 
allowed (seen Table), covering standard 

 (e.g., choosing GPT‑4 vs. a domain‑specific agent), 
and  for prompt reuse. This step ensures the chosen components 
include the correct input fields, buttons, and controls.

text prompts, voice input, file uploads, live 
data feeds, tool/model selectors

presets & history

Text prompts Standard text field.

Voice Microphone icon for speech-to-text.

File Upload Attachment button for documents, images, tables.

Live Data Automatically pull page or backend metrics.

Tool/Model 
Selector

Dropdown or chips to pick GPT-4, FinanceBot, CustomAgent.

Presets & History Buttons or chips for preset prompts, recent history, or 
recommended queries.

Table 6: input methods

Careful consideration of input modalities is fundamental to ensuring that the AI 
feature can function effectively within the given workflow. Different tasks 
necessitate different input types, such as free-text fields for writing tasks, document 
upload for analysis, or real-time data for contextual responses. By explicitly selecting
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input methods, designers are not only guided toward assembling the appropriate UI 
components (e.g. input fields, icons, and controls), but are also prompted to reflect on 
the nature and format of information the AI will require. This step serves a dual 
purpose: it guarantees technical compatibility while also acting as a catalyst for 
designers and product owners to clarify the intended function, scope, and expected 
output of the AI feature, fostering a more intentional and informed design process.

Step 4: Define Output & Enhancements

Users then pick from a wide range of output formats and auxiliary features, such as 

, and . These options populate the final list of 
components needed to build the feature.

inline snippets, summary cards, charts and dashboards, auto‑action buttons, loading 
indicators, AI reasoning panels, source labels, file/media embeds, source links, 
navigation actions timestamps

Inline Snippet A one-line suggestion or rephrasing.

Summary Card Titled card with summary text and action buttons.

Charts & Dashboard Graphs or data-grid widgets.

Auto-Action Button e.g. 'Generate Report,' 'Send Email.'

Loading Indicator Spinner or skeleton during AI processing.

AI Reasoning Panel Show the AI's brief 'chain-of-thought.'

Source Security 
Label

Indicate data is from online/offline source or secure.

File/Media Embed Downloadable reports, image/video outputs.

Source Link Link back to original document or knowledge base.

Navigation Action Buttons to navigate elsewhere in the app ('View Client Details').

Timestamp Display generation or update time for time-sensitive data.

Table 7: output formats
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AI-generated outputs can take many forms. The selection of output format is not 
only a matter of UI composition, but also a means of shaping how users interpret and 
act upon AI-generated insights. This step ensures that designers deliberately consider 
what the AI should deliver and how users will engage with it. Importantly, by 
requiring teams to commit to specific visual and interactive output elements, this 
process forces a deeper reflection on what kind of value the AI is expected to provide. 
In other words, the output format becomes a constructive constraint, pushing 
designers and product owners to clarify the technological capabilities needed and 
the informational completeness required. The act of defining the output in concrete 
terms thus becomes a driver of critical thinking and design intentionality.

Step 5: Review Recommended Components

Finally, the wizard compiles your selections into a complete AI feature specification:

Aspect Your selection

Container From Step 2

Input Methods From Step 3

Output & Enhancements From Step 4

Figure 21: AI Feature & Component Selection Wizard - Recommended components
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It also includes a “Getting Started” guide for Figma�

�� Access the Figma AI component library�

�� Open the “Chat Panel Format” page and copy your selected container into the 
draft page�

�� Use the right‑hand properties panel to toggle input and output options until the 
design matches your requirements. Also look into other component files for 
further changes�

�� If you need further assistance or imaginative brainstorming, reach out to the “AI 
design superheroes” on your team for support.

Figure 22: AI Feature & Component Selection Wizard - Getting started

A consolidated specification saves time and reduces error, giving designers a 
ready‑made blueprint. The “Getting Started” instructions bridge the gap between 
selection and execution, showing exactly how to integrate the chosen components 
into a working prototype. By closing the loop from conceptual factors to concrete 
assets, this final step transforms the library into an actionable design partner.
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Behind the scenes, the wizard leverages a simple algorithm: each Step 2A, 2B, and 
2C choice is assigned a point value for each container type. The wizard then sums 
these points and highlights the top four scoring containers, with the highest one 
marked as the primary recommendation. This dynamic scoring ensures that container 
suggestions align closely with the intended feature scope and user expectations.


By guiding designers through these decision points (Defining Role, Interaction Style, 
Input Methods, and Output Formats) the AI Feature & Component Selection Wizard 
transforms the component library from a static reference into an interactive design 
partner. This approach bridges research insights and design execution, making it 
easier for VLK’s design and product teams to deliver consistent, transparent, and 
scalable AI experiences.
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�� Evaluation

To assess the practical value and usability of the proposed AI interaction design 
framework, a formative evaluation was conducted with five internal stakeholders at Van 
Lanschot Kempen: three designers and two product owners. The aim was to explore 
whether the framework could effectively support AI feature design across roles, promote 
consistent interaction patterns, and facilitate scalable implementation. By asking 
participants to use the AI Feature & Component Selection Wizard in a realistic task 
scenario, the evaluation probed how well the framework clarified design decisions, guided 
component selection, and supported individual workflows.


The results affirm the framework’s foundational value. Participants expressed a clear 
willingness to adopt the tool in future projects and noted that it also stimulated more 
structured thinking about how AI tools should behave within specific work contexts. At 
the same time, the evaluation surfaced critical areas for refinement. These include 
clarifying AI-specific terminology, adding richer visual to support decision-making, and 
improving the transition from wizard output to component selection. Insights also 
revealed differences across roles, underscoring the importance of role-aware design.


Overall, the evaluation confirmed that the framework is not only usable and well-scoped, 
but also capable of supporting cross-disciplinary collaboration in AI tool development. The 
findings provide actionable guidance for enhancing its accessibility, scalability, and long-
term integration into internal design and product workflows.
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5.1 Evaluation goal

The primary goal of the evaluation phase is to assess the , , and 
 of the AI interaction framework in real design scenarios at VLK. Specifically, 

we aim to verify that:

integrity availability
scalability

�� Framework Logic Is Clear and Understandable 
Designers and product owners should be able to grasp the overall structure 
without extensive training. We will measure this through task-based walkthroughs, 
observing whether participants can articulate how the framework’s layers fit 
together and why each step is necessary�

�� Ease of Use for Product Owners 
Product owners, who may have limited design expertise, should be able to leverage 
the framework to produce valid AI feature specifications quickly. We will track the 
time and number of assistance requests required for them to complete a simple AI 
feature definition using the Wizard, as well as their subjective ratings of ease and 
confidence�

�� Advanced Application by Designers 
Experienced UX designers should be able to use both the component library and 
the underlying principles to create polished, high-fidelity prototypes for complex AI 
interactions. We will evaluate this by assigning designers a scenario that demands 
multi-step AI integration and reviewing their prototype for consistency with 
framework guidelines, component correctness, and creative adaptation of reusable 
elements.

By focusing on these three dimensions the evaluation will determine whether the 
framework can withstand typical usage, scale across teams, and adapt to increasing 
complexity as the company’s AI initiatives evolve.

5.2 Evaluation set-up

5.2.1 Evaluation method

To assess how well the AI interaction framework supports real‐world design work, we 
conducted a series of , each lasting approximately 30 minutes. 
Participants were asked to design and specify a new AI feature for the ClientCenter 
platform. 

moderated user tests
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The feature brief was:

Task Goal
Proactively present AI suggestions for commercial opportunities to bankers.

Scenario
Imagine you’ve been asked to extend ClientCenter/Horizon with an AI module that analyzes a 
client’s profile (including recent interactions, transactions, and product use) in real time and 
surfaces timely, relevant actions the banker can take to serve the client better and capture 
business opportunities. You will use the AI Feature & Component Selection Wizard to define the 
feature’s role, interaction style, input/output methods, and UI container.

In each session, I began by  and 
 as the tool they would use. Participants were presented with the scenario 

and given a brief demonstration of the wizard’s flow. This setup ensured everyone 
understood the task goals and the purpose of the framework before diving into the 
exercise.


Participants then , making decisions about 
the feature’s contextual role, interaction style, UI container, and input/output 
methods. As they progressed, I observed where they hesitated, asked for 
clarification, or experimented with different options. These moments revealed which 
questions were intuitive and which required more explanation, guiding potential 
refinements to the wizard’s language and examples.


Upon completing the wizard, each participant 
 and component list. They evaluated whether the recommended 

container and components matched their mental model of the task, rated the overall 
clarity and completeness of the output, and assessed how confident they felt in using 
those recommendations to begin a real design. Their feedback captured both 
numerical ratings and candid comments about the framework’s strengths and gaps.


The session closed with a  tailored to each . 
Designers were asked whether the level of detail in the component properties 
supported advanced prototyping and how they might adapt the components for 
visual consistency. Product owners, on the other hand, focused on whether the 
process helped them articulate clear requirements before engaging design or 
development teams, and whether the wizard streamlined their own planning 
activities. These role-specific insights helped us understand how the framework 
serves different stakeholders and where further customization may be needed.

outlining the design challenge introducing the 
framework

worked through the wizard independently

reviewed the generated feature 
specification

reflective discussion participant’s role
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Figure 23: testing process with one of the product owners

5.2.2 Participants demographic

To ensure that the evaluation reflected the real dynamics of AI feature development 
at VLK, I employed a purposive sampling approach.  were recruited: 

 from UX Design & Research team and  who regularly 
collaborate on internal tool initiatives. In the company, product owners frequently 
engage in preliminary design discussions and wire-framing, making their perspectives 
on the framework’s usability and requirement-clarification process especially 
valuable.


Recruitment was conducted via  on the company’s collaboration 
platform, with all 5 sent invitations resulting in participation. Each potential 
participant received a brief note explaining the study’s objectives and 30-minute 
time commitment. All invitees responded positively, resulting in a diverse group that 
combined design expertise with product management insight. This mix allowed us to 
observe both how senior designers leveraged the component library and wizard for 
advanced prototyping, and how product owners used it to define clear, actionable AI 
feature requirements before handing off to design or development teams.

5 participants 3 
UX designers 2 product owners

direct messaging
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5.3 Evaluation results

The evaluation revealed a generally positive reception of the AI interaction design 
framework across both designers and product owners, affirming its value as a structured 
yet flexible tool for supporting early-stage AI feature ideation. Participants highlighted the 
framework’s clarity, ease of use, and ability to prompt critical thinking about key design 
decisions. Importantly, the framework was seen not only as a means of aligning with 
existing design systems, but also as a prompt for deeper reflection on what effective AI 
support should look like in a workflow context.


At the same time, feedback surfaced opportunities to refine the framework further. These 
included clarifying AI-specific terminology, expanding visual and contextual guidance and 
improving the connection between the wizard’s output and the Figma component library. 
These gaps, while not undermining the tool’s core value, point to ways it can be made 
more accessible and actionable for a wider range of users.


Finally, notable differences emerged in how designers and product owners engaged with 
the tool. Designers tended to use the component library as their primary resource, while 
POs leaned on the wizard to map out business goals and technical feasibility. This 
reinforces the importance of role-sensitive entry points and underscores the framework’s 
potential not only as a design artifact, but as a shared planning tool across disciplines. 
Together, these insights validate the direction of the project while providing actionable 
guidance for its continued evolution.
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5.3.1 Overall comments

Across all five evaluation sessions, participants expressed a  
toward the AI interaction framework. Even those with limited prior exposure to 
structured design systems found the process intuitive and approachable. As one 
designer noted,

strongly positive attitude

Yes, it’s quite interesting and it helped me, especially I like the input part because sometimes we 

think about what can be the input, but it’s never clear until we are doing the design... that actually 

is the essential part when you are creating the design. So I like that part and the interaction style.

-- Designer A

This comment underscores how the framework not only guided their 
component selection but also prompted them to reflect on critical design 
decisions they might otherwise overlook.

Participants felt that the Wizard provided a  for defining new AI 
features, particularly for non-expert users. A product owner remarked,

clear starting point

Really it will be really helpful. I think this is really good starting point for all the teams that are 

exploring and and thinking about how to integrate in a friendly way for our bankers.

-- Product owner A

This feedback highlights the framework’s ability to make AI tooling clear for 
stakeholders beyond the UX team, streamlining collaboration and ensuring that 
everyone shares a common understanding of feature requirements.

The framework’s  was also praised. Designers appreciated that it could 
accommodate both simple, one-off functions and more complex, extensible 
platforms. One participant summed this up:

flexibility

As a developer, I think they will be able to see [how it works]; after exploring it for a few minutes, it 

should be quite easy.

-- Designer C

This remark speaks to the framework’s balance of structure and adaptability—
offering enough guidance to prevent decision paralysis, while remaining 
lightweight enough to support advanced customizations.
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Finally, users reported feeling  after completing the 
Wizard, noting that the generated component list aligned closely with their mental 
models of the task. By forcing explicit consideration of inputs, outputs, and 
interaction flows, the framework helped participants think holistically about how an 
AI feature would function within the employees workflow rather than jumping 
straight into wire-framing. 


Overall, these insights confirm that the framework is both and , and 
that participants are willing to adopt it for future AI tool design at VLK.

confident in their design choices

usable valuable

5.3.2 Enhancement Opportunities

While participants found the framework highly valuable, several areas emerged 
where small refinements could greatly . improve clarity and adoption

a. terminology clarity

During the evaluation, several participants hesitated at terms such as “trigger” and 
“live data,” which were presented without contextual definitions. For example, they 
were not sure whether “trigger” referred to user actions, system events, or scheduled 
processes, and whether “live data” meant real-time streaming or periodic refresh. 
Without a clear understanding of what these terms signified, users were unsure how 
to apply these options to their feature design. This uncertainty not only slowed down 
their decision-making but also undermined their confidence in the wizard’s guidance.

Improvement
To address this gap, each technical term should be accompanied by an inline tooltip or 
“info” icon that, when hovered over or clicked, displays a concise definition and a 
concrete example. 


For instance, hovering over “trigger” might show: “An event that initiates the AI 
feature, such as ‘User clicks “Generate Report” button’ or ‘System detects new 
transaction.’” Similarly, “live data” could be annotated as: “Automatically pulls updated 
account balances or recent transactions every five minutes.” (Figure 24)

Figure 24: improvement on terminology clarity

By embedding these micro-explanations directly into the interface, users can quickly 
resolve confusion and proceed with greater clarity.
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b. enhanced visual guidance

While the initial container selection screen provided helpful diagrams, the 
subsequent steps for selecting input and output options relied exclusively on text 
checkboxes. Participants reported that without visual examples, it was difficult to 
envision how summary cards, charts, or inline snippets would actually appear in the 
interface. As one product owner remarked, 

I want to see what this looks like before I commit to it, otherwise I’m just guessing.

-- Product owner B

Improvement
To make these decisions more intuitive, the wizard should integrate 

 alongside each input/output option. For example (seen Figure 25), when 
choosing a “Voice input,” a miniature mockup could illustrate its layout. 

thumbnail 
previews

Figure 25: improvement on terminology clarity

Additionally, a  could dynamically update to show the user’s current 
selections in a composite mockup, allowing side-by-side comparisons. Reordering the 
wizard so that visual previews appear earlier in the flow, and maintaining a persistent 
“live preview” area, will align more closely with users’ visual thinking processes and 
reduce uncertainty.

preview pane

c. fluent handoff to Figma components

After completing the wizard, participants received a list of recommended 
components but struggled to locate them within VLK’s Figma library. In some cases, 
the wizard’s terminology did not exactly match the Figma page titles, and users were 
left guessing which library section contained the needed assets. This disconnect 
added additional search time and occasionally required moderator intervention.
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Improvement
To streamline the transition from specification to implementation, each component in 
the final list should include an . For instance, “Component: 
Summary Card – Figma Page: chat bubble/organisms ”. These tags could function as 
clickable links in a digital export, directly opening the relevant Figma page. 
Consistently aligning the wizard’s titles with the design system’s file structure will 
eliminate ambiguity, ensuring that both designers and product owners can locate and 
apply the recommended elements immediately.

exact Figma reference tag

By incorporating these enhancements the framework can become even more 
intuitive, reducing cognitive friction and further empowering both designers and 
product owners to build AI features with confidence.

5.3.3 Role-Based Perspectives

Although all participants found value in the AI interaction framework, their priorities 
and usage patterns differed markedly by role.


UX Designers tended to focus on the , viewing the wizard as a 
helpful scoping tool primarily for less experienced colleagues. While they appreciated 
the structured flow of the wizard, experienced designers often moved quickly into 
Figma to begin hands-on work, relying on the library’s adherence to established 
design system conventions and the availability of universal components and buttons. 
One designer noted that the wizard could serve as a “jump-start” for 

 or , but that real design refinement 
inevitably took place , where they could manipulate layouts 
and styles with greater precision.


Product Owners, by contrast, were most interested in the . 
They valued its ability to frame  and  
around requirements, use cases, and technical feasibility. Product owners were 

 about the inherent complexity of AI features in a regulated environment and 
cautioned that the wizard’s scope would need to be complemented by deeper cross-
functional collaboration. As one product owner observed,

component library

ideation 
sessions onboarding new team members

directly in the design tool

realistic

wizard’s end-to-end flow
practical business scenarios spark conversations

This tool helps me map out capabilities and align stakeholders, but the real work of defining data 
pipelines, compliance checks, and technical integrations will come afterward.

-- Product owner A

For them, the framework functioned less as a design execution tool and more as a 
shared language for  and .brainstorming early-stage planning
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These role-based insights highlight the importance of balancing 
 for designers with  for product owners. Future 

iterations of the framework may consider customizing views or entry points. 
Specifically, streamlining access to the component library for designers while 
emphasizing the wizard’s flow and outcome summaries for product owners. By this 
way, it could to better meet each group’s distinct needs.

detailed component 
specification scenario-driven guidance
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�� Discussion

In this chapter, we step back from the concrete deliverables and empirical findings to 
examine what they mean in practice and how they might evolve over time. 


We begin by assessing how successfully the design outcome address the goals laid out in 
the research phase, aligning user-centered principles with industry best practices and 
ensuring accessibility across roles. 


Next, we explore the framework’s capacity for growth: how it can be embedded into 
company’s existing development processes, extended to mobile platforms, and tested in 
other industries to validate its broader relevance. 


Then, we look ahead to emerging opportunities that will keep the framework responsive to 
future technological and organizational shifts. 


Finally, we acknowledge the study’s boundaries and consider how these factors shape 
both the strengths and blind spots of the current framework. Together, these reflections 
offer a roadmap for refining and scaling this AI interaction system in the years to come.
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6.1 Bridging insights and design

In this section, the focus is on how exploratory research directly shaped each stage of 
the design process, and how effectively the resulting framework fulfills the original 
ambitions. The path is first traced from user insights to the establishment of design 
goals, principles, and artifacts. This is followed by an examination of how the 
evaluation results confirm that the system delivers on the promise of scalable, 
transparent, and human-centered AI integration. Lastly, it also discussed whether the 
outcome fit the 

6.1.1 From research insights to design foundation

The design process was grounded at  in research insights gathered from 
bankers, relationship managers, and investment advisors. Early in the project, key pain 
points including unclear ownership of AI actions and the cognitive burden of switching 
among tools were distilled into the  outlined in Section 4.1. These goals, 
emphasizing transparency, consistency, collaboration and scalability, served as a 

 throughout concept development.


Each major research finding was translated into the concrete . For 
instance, the need for reversibility and oversight led to the Human Control principle, 
which also informed the inclusion of “undo” affordances in components. Similarly, 
struggles with understanding AI rationale inspired the Transparency principle, which 
formed the basis for labeling AI outputs and providing inline citations.


To operationalize these principles, atomic design was applied to structure the 
. Each component was designed to embody one or more principles: 

clarity in layout, tooltip explanations, or clearly marked AI-generated content. This 
systematic method ensured that all interaction patterns remained consistent with 
insights derived from interviews.


Finally, to address the challenge many designers faced in translating abstract principles 
and components into coherent features, the 

 was developed. Its task-based flow reflects the observed need for guided 
prompts to define interaction modes. By encouraging designers and product owners to 
articulate each decision explicitly, the wizard responds to a key research insight, which 
is that undefined prompts is the major barriers to AI feature adoption.

every step

 design goals

guiding reference

 Design Principle

Component Library

AI Feature & Component Selection 
Wizard

6.1.2 Accessing design goal fulfillment

4.1 Design goal set out to 
, emphasizing transparency, 

consistency, and human-centered control. It’s ambition lies in moving beyond point 
solutions and create an  that guides the creation of AI features from 
first principles through polished implementation. 

design a scalable framework for integrating generative AI into 
the workflows of employees at Van Lanschot Kempen

end-to-end system
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Clear evidence of success is seen in the evaluation. Participants across roles expressed 
a  to adopt the framework in future projects, citing  in 
both the guiding principles and the component recommendations. In particular, the 
wizard’s structured, decision-driven flow ensured that each AI feature began with 

, directly aligning with our commitment to workflow coherence. 
These outcomes demonstrate that this framework does more than document best 
practices, it embeds them into a practical, repeatable process that delivers scalable, 
transparent, and human-centered AI interactions in a financial context.

strong willingness confidence

well-
defined objectives

6.1.3 Positioning within scholarly and industry context

The AI interaction framework not only builds directly on the project’s empirical 
insights, but also aligns closely with established  and extends leading 

.


From a theoretical standpoint, the framework echoes Shneiderman’s (2022) principles 
of , which advocate for systems that empower users through clear 
feedback, reversible actions, and meaningful oversight. For example, the Human 
Control principle, mandating undo and explicit confirmation mechanisms, implements 
this call for preserving user agency. Similarly, Huang et al. (2023) stress the importance 
of  to mitigate “black box” concerns. The inline rationale and source 
citations in the component library, directly responds by revealing how suggestions are 
generated. Elshan et al. (2022) highlight  and 

 as key trust drivers, concepts that are operationalized through the Wizard’s 
proactive trigger options and clarity-focused, tooltip-enabled UI components.


When compared to industry exemplars such as Microsoft’s Creating a Dynamic UX 
guidelines for copilot experiences and the ShapeOf.AI pattern library, this framework 
exhibits several points of convergence. Like Microsoft, it offers multiple panel formats  
tailored to different task scopes. Similarly, the classification of input/output elements 
mirrors the identifiers, way-finders, and trust indicators championed by ShapeOf.AI. 
However, this project extends these industry references by grounding every 
component in  and . Where Microsoft focuses on 
broad enterprise products, we add the  of high-stakes data and 
regulatory oversight. And where ShapeOf.AI provides a general pattern taxonomy, we 
embed those patterns into a  component library and decision wizard. 


By bridging these academic and industry perspectives, the framework demonstrates 
how , while grounding industry best 
practices in explorative user research. In doing so, the project contributes both to

e by offering a replicable model for deriving design systems from 
qualitative research, and to the  by delivering an actionable 
system that can accelerate AI adoption.

HCI theory
industry practices

human-centered AI

explainable AI

behavioral proactiveness communication 
clarity

domain-specific scenarios workflows
financial context

domain-tuned

 HCI research can inform a practical design system
 

scholarly discours
professional community
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6.2 Adaptability & scalability

This section examines how the framework can be scaled and adapted beyond its 
current instantiation, focusing on  with team processes, technical 
extension , and . Each area identifies 
concrete considerations and suggested next steps, which align with prior HCI 
findings and industry case studies, that support wider adoption while preserving the 
framework’s core principles.

practical integration
across platforms transferability to other sectors

6.2.1  Team & process integration

One practical way to embed the framework into product development lifecycle is to 
treat the wizard output as a , the generated specification 
can feed backlog creation, estimations, and acceptance criteria. This aligns with the 
literature that treats design systems as operational artifacts which must be 
connected to engineering and delivery pipelines (Nielsen Norman Group, n.d.; Frost, 
2016). Linking the wizard to  shortens the handoff from product 
definition to implementation and makes traceability explicit. Equally important is 
aligning the framework with  so that AI features are assessed against 
regulatory and quality requirements before development begins.


Successful integration also requires . Designers 
will benefit from example Figma files, component usage guides, and template starter 
pages; product owners need concise cheat-sheets that translate wizard outputs into 
business requirements and risk checkpoints. A  such as 
hands-on workshops, recorded walkthroughs, and a searchable FAQ could help 
different roles reach competency quickly. Additionally, appointing

 who can advise teams and curate the library encourages best-
practice reuse. This emphasis on role-tailored documentation and internal champions 
is supported by empirical studies showing that practitioner-facing resources are most 
effective when complemented by organization-specific training and easy-to-
consume artifacts (Yildirim et al., 2023; People + AI Guidebook, n.d.).


Finally, process integration should include . Domain-
specific investigations further suggest that governance must explicitly reflect inter-
stakeholder dynamics in regulated firms, so checklists, compliance gates, and handoff 
templates should be treated as socio-technical artifacts, not just UI rules (Cho et al., 
2024). Instrumenting the wizard and component usage (e.g., tracking which 
templates are chosen most often and collecting post-release UX metrics) enables 
continuous improvement. Regular  will surface friction 
points and allow timely updates to the library and question set. Embedding these 
practices into quarterly roadmaps ensures the framework remains aligned with 
organizational priorities and operational realities.

input to sprint refinement

ticketing systems

review gates

role-specific onboarding and support

layered training program

 internal champions 
or design librarians

governance and feedback loops

cross-functional reviews
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6.2.2 Multi-platform extension

In practice, bankers and relationship managers occasionally use  for 
specific, time-sensitive tasks. Typical scenarios include capturing meeting notes 
immediately after a client visit via voice input while commuting, sending quick client 
updates, reviewing urgent market alerts, or checking key metrics on the go. These 
“micro-task” scenarios inform mobile-specific design decisions, such as voice-to-text 
inputs, concise summaries, one-tap provenance links, and quick-action buttons.


Extending the framework beyond desktop web requires 
, because constraints like screen size, input modality and session length 

materially change design trade-offs. On , limited screen real estate favors 
, and the UI should priorities single-task completion with 

clear escalation paths to richer desktop experiences. Designs must also account for 
: lightweight caching, progressive loading 

indicators, and conservative use of heavy visualizations will improve perceived 
responsiveness.


Platform extensions also raise implementation concerns: authentication flows, data 
permission scopes, and secure local storage differ between mobile and desktop. To 
manage these,  should be codified in the design 
guide. For example: “On devices with screen width < 480px, prefer Inline Snippet + 
‘View More’ link; defer full-page workspace to desktop”. LLM-focused literature 
stresses that model limitations (e.g., hallucination, stale data) require preserving 
provenance and verification affordances even in compact UIs, therefore the 
adaptation rules must explicitly require visible provenance and quick-verification 
actions on mobile as well as desktop (Li et al., 2024). Prototyping on each target 
platform will surface constraints that inform these rules and prevent a one-size-fits-
all application of desktop patterns.


Furthermore,  considerations are particularly crucial across platforms, 
keyboard navigation and screen-reader compatibility on desktop must map to clear 
auditory cues and concise language in voice interactions.

mobile devices

rethinking interaction 
assumptions

mobile
condensed interactions

intermittent connectivity and performance

platform-specific adaptation rules

accessibility

6.2.3  Cross-sector applicability

Certain aspects of the framework are . Principles such as Human 
Control, Transparency, Clarity, and Actionable Feedback apply across industries. Also, 
components like prompt inputs, confirm dialogs, and source labels can be reused with 
minimal changes. This distinction between portable principles and sector-specific 
instantiations is mirrored in recent case studies: generic human-AI guidelines are 
valuable starting points but must be translated into domain-specific patterns and 
governance to be operational in regulated sectors (Cho et al., 2024). However, many 
elements require tailoring, for example, the nature of “live data,” compliance 
checkpoints, domain vocabularies, and acceptable margins of error differ a lot between

not domain-related
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finance, healthcare, retail, and manufacturing.


Validating transferability begins with . A pragmatic approach is to 
run small, role-specific pilots in a new sector that mirror the original research 
methodology: conduct contextual interviews, map workflows, and run the wizard with 
representative stakeholders. This method follow methodological recommendations 
from industry surveys and help surface where model-level constraints change design 
requirements (Li et al., 2024). Pilot outcomes should be evaluated against domain-
relevant criteria, such as safety in healthcare, supply-chain latency tolerance in 
manufacturing, or privacy consent flows in consumer retail. Based on those results, a 
curated  can be added to the design guide that lists recommended 
components, required compliance checks, and typical container choices for that 
industry.


Finally, cross-sector scaling benefits from : keep the core 
principles and atomic components centralized, but enable “sector packs” that local 
teams can install and adapt. Practitioner studies of guidebook adoption show that 
packaging general guidance into scaffolded, organization-specific artifacts (cheat 
sheets, checklists, starter files) materially improves uptake (Yildirim et al., 2023). This 
preserves consistency where it matters while enabling necessary specialization. 


By combining careful  with  and 
, the framework can be adapted responsibly to new contexts without 

losing the design hygiene and trust mechanisms established for the financial domain.

targeted pilot studies

“sector profile”

modular governance

pilot validation modular packaging clear sector 
documentation

6.3 Future directions

6.3.1 Cross-functional collaboration and governance

Sustained success depends on . Regular workshops that 
bring designers, product owners, engineers, and compliance stakeholders together 
can use the framework as a common language for evaluating new AI proposals. 
These sessions should follow a structured agenda: feature framing via the wizard, 
risk assessment against compliance criteria, and a rapid prototyping sprint to 
produce a minimal viable interaction using library components.


 should complement these workshops. A lightweight 
approval workflow combining automated checks with human sign-offs can ensure 
that new AI features meet organizational standards for transparency, data use, and 
user control. Additionally, appointing a “AI steward” role or a small design-ops cell to 
curate the component library and capture lessons from deployments will maintain 
quality and foster community ownership.

cross-disciplinary alignment

Governance mechanisms
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6.3.2  Longitudinal Adoption Studies

Short, formative evaluations capture immediate usability and perceived usefulness, but 
the  evolve over weeks and months. 
Longitudinal studies should track representative user groups as they adopt AI features 
in daily operations, measuring metrics such as frequency of use, time saved per task, 
error rates, reliance tendencies, and self-reported trust and skill retention. These data 
will clarify whether the framework supports  or 
unintentionally encourages over-reliance.


Methodologically, a mixed-methods approach will be most informative: 
 (component selections, regenerate actions, undo frequency) combined 

with  and diary studies. This combination uncovers not 
only what changes over time, but why. For instance, rising acceptance may reveal 
increasing trust due to improved accuracy, or conversely, growing dependency may 
highlight areas where safeguards or refresher training are needed.


Results from longitudinal work can . For instance 
adaptive onboarding that fades as users gain expertise, built-in challenge prompts that 
encourage manual verification, or periodic “competency checks” that ensure critical 
skills remain in place. These interventions will help prevent skill atrophy while 
preserving the efficiency gains that AI affords.

dynamics of trust and dependence on AI

sustained, healthy adoption

automated 
usage analytics

periodic qualitative interviews

feed concrete design improvements

6.3.3  Expanding the Prompt Mode Taxonomy

The “Modes of Prompt” matrix introduced in Section 3.2.1 offers a useful conceptual 
axis for categorizing AI interactions by users’ goal clarity and input familiarity. A natural 
next step is to operationalize that matrix into a : 
predefined prompt patterns, example phrasings, and component combinations tailored 
to common quadrants (e.g., goal-known/input-unknown or goal-unknown/input-
known). These templates should include  (quick prompts, guided 
forms, multi-step assistants) and  so that designers 
can compose higher-level flows without inventing prompt logic from scratch.


Furthermore, the taxonomy can be linked to the Selection Wizard so that when a 
designer selects a prompt mode, the wizard  component sets, 
confidence thresholds, and explanation formats suited to that mode. Over time, 
telemetry about which templates are chosen and how users refine prompts can be 
collected to iteratively improve template quality and coverage.


Taken together, these future directions form a practical roadmap: institutionalize cross-
functional processes, extend to mobile and voice, observe adoption over time, and 
enrich prompt patterns. Implemented iteratively, these steps will help the framework 
remain relevant, scalable, and responsibly embedded within operational practice.

richer set of interaction templates

explicit UI affordances
recommended follow-up actions

automatically proposes
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6.4 Limitations

The following limitations should be kept in mind when interpreting the applicability 
and impact of the AI interaction framework. Though the framework was carefully 
grounded in qualitative research and validated through targeted testing, its current 
scope is bounded by specific  factors. 
Acknowledging these constraints not only situates the framework’s strengths but 
also highlights areas where further research and adaptation are necessary.

contextual, methodological, and temporal

6.4.1 Contextual and cultural specificity

The framework was developed and tested , 
a Dutch private bank operating under European financial and data protection 
regulations. As such, the design solutions reflect  around data privacy, 
user interface conventions, and regulatory requirements specific to the Netherlands 
and the EU’s GDPR framework. In markets with different privacy laws or banking 
practices, such as Asia’s varied data jurisdictions, users may have different 
expectations around consent, data visibility, and compliance workflows.


Moreover, linguistic and cultural factors can influence  
and interface metaphors. For example, Dutch bankers might be comfortable with 
certain phraseologies or iconography, whereas users in other regions could find 
those same elements unclear or even off-putting. Consequently, the framework’s 
labels, tooltips, and interaction metaphors may require localization and adaptation to 
maintain clarity and trust across diverse user groups.

exclusively within Van Lanschot Kempen

cultural norms

terminology comprehension

Finally,  differ internationally. In some cultures, personal 
touch and face-to-face interactions remain paramount, while others lean heavily on 
digital self-service. Such variations will affect how AI suggestions are received and 
trusted. Before applying this framework in other banking contexts, a fresh round of 
user research would be necessary to recalibrate principles, components, and wizard 
flows to local practices and regulatory environments.

client relationship models

6.4.2 Evaluation sample and environment

The formative evaluation involved a small group of five participants working in a 
. While this approach yielded rich qualitative insights, its 

limited scale may not capture the full spectrum of perspectives across different 
teams.  could reveal additional usability challenges that 
did not emerge in the initial tests.


Furthermore, the  where participants could focus 
uninterrupted on the wizard differs from  characterized by 
competing deadlines, multitasking, and fluctuating network performance. In an

moderated, lab-style setting

Larger, more diverse samples

 controlled environment
real-world conditions
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actual production setting, interruptions, or organizational pressures might affect how 
quickly and confidently users navigate the framework. Field studies or in-situ 
evaluations would be necessary to validate performance under these more chaotic, 
day-to-day circumstances.


Finally, the  of each session (approximately 30 minutes) limited the 
ability to observe learning curves over time. Participants’ initial impressions and 
ratings may evolve with repeated exposure, revealing different trust trajectories or 
workflow integration challenges. Longitudinal studies would help determine whether 
the framework’s benefits persist or require iterative refinement as users become 
more adept or as organizational processes change.

short duration

6.4.3  Evolving AI familiarity and dependency

Artificial intelligence capabilities are advancing at a rapid pace, and 
 is likely to grow over time. Early in adoption, users 

may approach AI with caution and curiosity, valuing clear guidance and explicit control. 
However, as proficiency increases, expectations for automation sophistication, 
customization, and seamless integration will rise. Features that feel innovative today 
may be perceived as rudimentary tomorrow, potentially exposing gaps in the 
framework’s ability to support more advanced or speculative AI modalities.


Moreover, long-term reliance on AI introduces  around 
. In scenarios where AI suggestions become the default decision-

maker, users may lose critical domain expertise or fail to question erroneous outputs. 
The current framework emphasizes human control and transparency as safeguards, but 
it does not yet address mechanisms for fostering critical reflection or ongoing skill 
development when AI becomes deeply embedded in workflows. This 

: how user preferences, trust, and competency co-evolve with AI proficiency, 
lies beyond the scope of the present study but warrants future investigation.


Finally,  such as fully autonomous AI agents, adaptive 
interfaces that learn from user behavior, or AI-mediated collaboration among teams 
are emerging rapidly. The existing component library and wizard model cover today’s 
most common patterns, but may require significant extension to accommodate these 
next-generation AI experiences.  of technological trends and 
periodic framework updates will be essential to sustain its relevance and effectiveness 
over time.

users’ familiarity 
and even dependency on AI tools

 new concerns skill atrophy and 
over-dependence

longitudinal 
dimension

novel interaction paradigms

Continuous monitoring
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�� Conclusion

This project investigated how to design a scalable, human-centered 
 for internal wealth-management workflows at Van Lanschot Kempen 

(VLK). The  centered on how AI features can be integrated into 
professional tooling so that they reduce operational burden, preserve human 
judgment, and scale across teams without producing inconsistent or opaque 
experiences. The outcome is a practical, research-grounded  intended 
for the designers and product owners who build AI capabilities, and ultimately for 
the employees who rely on those capabilities in daily work.


The approach combined  with  and 
. Semi-structured interviews and workflow mapping identified 

key pain points, repetitive administrative tasks, fragile trust in black-box outputs, and 
unclear prompts, that motivated the design goals. Those empirical findings informed 
three interlocking deliverables: a set of Design Principles (Human Control, Transparency, 
Clarity, Actionable Feedback), an atomic Design Component Library (inputs, chat bubbles, 
panel formats, templates), and an AI Feature & Component Selection Wizard that 
translates research insights into concrete feature specifications. A moderated, task-
based evaluation with designers and product owners tested whether the framework 
supported realistic design work and cross-role collaboration.


Several  emerged from the work. Empirically, the study surfaced how 
trust and usability constraints in financial workflows differ from general consumer 
contexts: correctness, provenance, and reversibility are prioritized, and interaction 
patterns must respect domain-specific compliance and relationship norms. Design-wise, 
the framework operationalizes HCI principles, human-centered AI, explainability, and 
progressive disclosure, into . The 
Selection Wizard proved particularly effective at prompting product owners and 
designers to specify inputs, outputs, and interaction depth before prototyping, 
addressing a frequent stumbling block where features are otherwise developed with 
under-specified prompts and assumptions. Formative evaluation indicated 

 to adopt the framework: participants found it intuitive, helpful for 
scoping features, and flexible enough to cover both simple and extensible AI use 
cases. Role differences were informative, designers emphasized direct access to 
components and fidelity in Figma, while product owners valued the wizard’s capacity to 
structure business requirements and spark stakeholder alignment.

AI interaction 
framework

research question

 design system

qualitative field research design-led development
formative evaluation

 contributions

reusable components and a decision workflow

broad 
willingness
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Practically, the framework offers several  for Van Lanschot 
Kempen and similar organizations. It provides consistent ways of implementing AI 
features, which helps prevent fragmented user experiences across different tools. By 
embedding transparency and reversible actions at the component level, the 
framework supports higher interpretability and user control, qualities that are crucial 
for regulated environments. The Selection Wizard provides a reproducible handoff 
artifact that can feed design sprints and backlog creation, improving cross-functional 
communication between product, design, engineering, and compliance teams.


The work also has  that frame its current applicability. The design and 
evaluation were situated within a single Dutch private bank; cultural norms, 
regulatory regimes and domain conventions may differ elsewhere, requiring 
localization and additional validation. The evaluation cohort was small and composed 
of internal stakeholders in a lab-style setting; larger scale, in-situ studies are 
necessary to observe long-term adoption patterns and operational constraints. 
Finally, AI capabilities and user familiarity are evolving rapidly, changing user 
expectations and potential dependency on automated suggestions introduce 
longitudinal risks such as skill atrophy or over-trust that the present study cannot 
fully resolve.


These limitations suggest a focused agenda for . Firstly, cross-sector 
pilots would help distinguish domain-agnostic principles from industry-specific needs 
and demonstrate transferability. Secondly, longitudinal adoption studies are needed 
to track trust, reliance, and proficiency as users incorporate AI into routine tasks. 
Finally, the Prompt Mode Taxonomy should be expanded into actionable templates 
and multi-modal pattern packs that the wizard can surface automatically. 


In closing, this project demonstrates that design systems can serve as an effective 
bridge between HCI theory and enterprise practice: design principles grounded in 
qualitative research can be concretized into components and decision tools that 
support responsible, scalable AI adoption. For wealth-management organizations 
seeking to harness generative AI without sacrificing client trust or regulatory 
compliance, the framework offers a practical starting point. Continued iteration will 
be necessary to sustain relevance as AI capabilities and workplace norms evolve.

immediate benefits

clear limitations

future work
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a. Component Library

https://www.figma.com/design/nVyuaipEq7SWupYpkrRCOO/AI-Component-Library?
node-id=11-2&t=mjaF9WVIYeY7vPv9-1
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b. AI Feature & Component Selection

https://v0-wizard-flow-creator.vercel.app/
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c. interview script & visual
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d. interview invite email

Dear [name],


We are excited to invite you to participate in an upcoming interview focused on exploring 
the integration of AI within ClientCenter. Your insights and experiences are invaluable to us 
as we strive to enhance our services and support your workflow more effectively.


We received your contact information from our colleague Freek van Dam, product owner of 
CAIA team focusing on developing features of ClientCenter, who referred you as a 
participant for our upcoming study.



Interview Overview:


Duration: 45 - 60 minutes


Platform: Teams online meeting


Date and Time: At your convenience within next two weeks


Purpose of the Interview: The interview aims to understand how you currently use 
ClientCenter and explore potential AI enhancements that could improve your experience. 
This research will also contribute to my master’s graduation project at TU Delft, providing 
insights into the practical application of AI in financial services.



What to Expect:


Introduction: We will begin with a brief introduction of ourselves and the project.


Consent: We will ensure your responses are anonymized and used solely for improving our 
AI tools and potential research publications.


Discussion: We will discuss your role, daily tasks, and experiences with ClientCenter, 
including any AI features you currently use.


Scenarios: We will present scenarios involving new AI functions to gather your feedback 
and ideas.



Next Steps:


If you are interested in participating, please reply to this email with your availability within 
the next two weeks.


Thank you for considering this opportunity to help us improve our ClientCenter. We look 
forward to your valuable insights.


 


Best Regards,


Ziyue Lu


UX Designer Design & Research Team


Digital Innovation & Analytics
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e. research analyzing process

https://www.figma.com/board/SZGa5dTLsrCtnRBdbiGW24/AI-research-analysis?node-
id=0-1&t=4udUeDIUHWMSXfHG-1
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f. research insights slides

See full slides through this link:  https://www.figma.com/slides/S9L9U40VxUTDZF8ukoT3f3/
AI-Research?node-id=1-1697&t=UpB9TO7ZXN6WDBqN-1
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g. project brief
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