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Abstract

Silicon carbide (SiC) is a wide-bandgap semiconductor with excellent
thermal stability, high breakdown voltage, and robustness under harsh en-
vironments, making it well-suited for high-temperature digital logic applica-
tions. Compared with conventional silicon, SiC devices maintain reliable op-
eration at significantly higher temperatures due to their strong electric field
tolerance and reduced leakage characteristics. However, as an emerging tech-
nology, its integration level for digital circuits is still in a preliminary stage
and requires validation through a full chip design and fabrication process.

This thesis presents the design and simulation of a fully functional 4-bit
RISC processor in a 2 ym SiC CMOS process developed by Fraunhofer IISB.
The processor includes the implementation of the ALU, program counter,
control unit, and memory blocks, together with validation of its functionality
and performance through circuit-level simulations across a wide temperature
range. Results demonstrate stable operation and robustness up to 500°C, as
well as reliable logic performance at clock frequencies up to 750 kHz. The
work further establishes a foundation for future digital systems based on the
Fraunhofer IISB SiC CMOS process, paving the way toward more complex
architectures such as 16-bit processors for real-world harsh-environment ap-
plications.
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Chapter 1

Introduction

1.1 Motivation

Rapid advancements in fields such as aerospace, nuclear energy, and automotive
industries demand electronic systems capable of reliable operation under extreme
environmental conditions. These conditions include high temperatures, high ra-
diation levels, and severe vibrations. However, conventional silicon-based semi-
conductor technology faces its physical limits. In terms of breakdown voltage,
thermal tolerance, and operating frequency, silicon technology struggles to meet
the requirements of these harsh applications.

Among various wide-bandgap (WBG) semiconductors, silicon carbide (5iC)
attracts significant attention due to its excellent properties. SiC exhibits outstand-
ing thermal stability, high breakdown voltage, and robustness in harsh environ-
ments [30]. Crucially, SiC is also unique among WBGs for having an established
complementary transistor (CMOS) platform [30]. These characteristics make it an
ideal choice for high-temperature digital logic applications. Compared with tra-
ditional silicon, SiC devices can maintain reliable operation at much higher tem-
peratures. This is thanks to their stronger electric field tolerance and significantly
reduced leakage current characteristics.

Despite SiC’s clear theoretical advantages and some successful demonstrations
of SiC-based integrated circuits (ICs), it remains an emerging technology. This
is particularly true for digital circuit integration, which is still in a preliminary
stage. Although the feasibility of SiC CMOS technology has been proven, aspects
like device performance, process maturity, and the associated design toolchain lag
behind mature silicon technologies. Therefore, validation through a complete chip
design, fabrication, and testing process is essential. Such validation is needed to
ascertain the true potential and reliability of SiC CMOS technology for realizing
complex digital systems, like processors.

Designing and implementing a SiC-based processor serves not only as an ef-
fective vehicle for validating the technology but also lays the groundwork for
deploying more advanced computation and control systems in extreme environ-
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1. INTRODUCTION

ments. Potential applications include sensor interfaces for deep-space exploration
missions, downhole electronics for geothermal exploration, or high-temperature
controllers within the powertrain of electric vehicles. This thesis aims to address
this challenge by designing a 4-bit RISC processor, thereby providing practical
evidence for the feasibility of SiC digital system-level integration.

1.2 Research Objective

While SiC CMOS technology offers significant potential for high-temperature dig-
ital applications, its current development faces practical challenges. Specific to the
Fraunhofer 1ISB 2 um 4H-SiC CMOS process used in this research, its status as
an emerging technology presents notable limitations for digital circuit integration.
Firstly, constrained by process capabilities, the technology features a relatively low
transistor density, restricting the available logic resources within a limited die area.
Secondly, it lacks a mature automated digital design flow and comprehensive Pro-
cess Design Kit (PDK) support. This means standard automated RTL-to-layout
toolchains cannot be directly applied, complicating design complexity and verifi-
cation. Under these constraints, designing a functional processor to validate the
technology’s system-level integration capability is inherently challenging.

To address these challenges and verify the potential of SiC CMOS technology
in digital systems, this thesis sets out the following specific tasks:

* Explore and define an "ultra-minimalist" processor architecture suitable for
the limitations of this SiC process.

¢ Establish a hybrid design and verification flow combining existing open-
source tools with manual circuit-level design.

* Develop and characterize a basic SiC CMOS digital standard cell library,
optimizing for high-temperature performance and area efficiency.

* Verify the processor’s functional correctness and timing performance across
a wide temperature range, from room temperature up to 500°C, through
detailed circuit-level simulations.

¢ Complete the full-custom physical layout design of the processor with pro-
cess design rules compliance, adherence to die area constraints, and targeted
layout optimization.

Therefore, the overall objective of this study is to design, simulate, and com-
plete the layout implementation of a 4-bit RISC processor based on the Fraunhofer
IISB 2 um 4H-SiC CMOS process, verifying its potential for reliable operation at
extreme temperatures up to 500°C. Accomplishing this objective will establish
a solid technical foundation for the future development of more complex digital
systems based on this SiC process.

2



1.3. Thesis Outline

1.3 Thesis Outline
The thesis comprises seven chapters:

1. Introduction: This chapter states the research motivation, defines the prob-
lem, and sets the research objectives.

2. Literature Review: This chapter reviews SiC material and process character-
istics, along with the state-of-the-art in SiC digital circuits and processors.

3. Processor Architecture Design: This chapter introduces the ultra-minimalist
design philosophy, defines the ISA, and describes hardware modules includ-
ing the ALU, registers, PC, and FSM control unit.

4. Logical Design and Functional Verification: This chapter covers RTL im-
plementation, behavioral simulation verification, logic synthesis, and timing
optimization.

5. Circuit-Level Design and Simulation: This chapter discusses transistor siz-
ing, standard cell library design, module circuit implementation, high-temperature
simulation, and performance analysis.

6. Layout Design and Verification: This chapter details standard cell and mod-
ule layouts, top-level place and route strategies, and DRC/LVS verification.

7. Conclusions and Future Work: This chapter summarizes the main contri-
butions and looks ahead to future research directions such as fabrication
testing, flow optimization, and architecture expansion.






Chapter 2

Literature Review

The literature review establishes the technological and research background for
this work. It first introduces the material and device properties of 4H-SiC relevant
to CMOS integration, then surveys the evolution of SiC digital circuit design, and
finally summarizes previous processor-level demonstrations that form the foun-
dation for the 4-bit RISC processor developed in this thesis.

2.1 Properties of SiC Devices for CMOS Integrated
Circuits

Rapid advancements in aerospace, nuclear, and automotive technologies have cre-
ated a growing demand for electronic systems capable of reliable operation under
extreme environmental conditions. However, conventional silicon-based semicon-
ductor technology is approaching its physical limits in breakdown voltage, ther-
mal tolerance, and operating frequency, restricting its suitability for such harsh
applications. Among various wide-bandgap semiconductors, silicon carbide (SiC)
uniquely combines strong theoretical advantages with a relatively mature CMOS
platform that has demonstrated reliable IC operation at elevated temperatures.
This section reviews the fundamental material and device characteristics underly-
ing SiC CMOS circuit design and introduces the specific process technology used
in this work—the Fraunhofer IISB 4H-S5iC CMOS process.

2.1.1 Fundamental Material Properties of 4H-SiC

Silicon Carbide is a compound semiconductor composed of silicon (5i) and carbon
(©), classified as a wide bandgap (WBG) material. Among its more than 250 crys-
talline forms, or polytypes, the 4H-SiC variant has become the material of choice
for high-power, high-frequency, and high-temperature electronic devices due to
its superior electrical characteristics [21, 30]. Compared to conventional Si, 4H-SiC
demonstrates significant advantages across several key physical properties.

5



2. LITERATURE REVIEW

Figure 2.1: 4H-SiC wafer with sensor arrays and integrated circuits in the Fraun-
hofer IISB technology [3]

Wide Bandgap

The most fundamental advantage of 4H-SiC is its wide bandgap, approximately
3.26 eV, which is nearly three times that of silicon’s 1.12 eV [21, 30]. This property
is the cornerstone of its high-temperature capability. A wider bandgap results in
an extremely low intrinsic carrier concentration, meaning that far fewer charge
carriers are generated by thermal energy. This dramatically suppresses leakage
currents, which are a primary failure mechanism for silicon devices as temper-
ature rises. Consequently, SiC devices can operate reliably at temperatures far
exceeding silicon’s typical limit of 150-175°C, with demonstrated functionality at
600°C and beyond [22]. Furthermore, a wider bandgap means a higher electric
field is required to cause avalanche breakdown, contributing to the material’s su-
perior high-voltage performance [1, 8].

High Critical Electric Field

4H-SiC possesses a critical electric field strength of about 2.2 MV/cm, nearly ten
times higher than that of silicon (~0.3 MV/cm) [30]. This has a profound impact
on the design of power devices. For a device to block a certain voltage, it requires a
drift region of a specific thickness. Because SiC can withstand a much higher elec-
tric field, it requires a significantly thinner drift region to block the same voltage

6
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compared to a silicon device. This directly leads to a lower specific on-resistance
(Ron) and, consequently, a smaller required chip area for a given current and volt-
age rating. This reduction in size and resistance enables higher power density and
faster switching speeds [7].

High Thermal Conductivity

In addition to its electrical properties, 4H-SiC exhibits excellent thermal conductiv-
ity of approximately 3.7 W/cm-K, more than double that of silicon (~1.5 W/cm-K)
[21, 30]. This property is crucial for reliability in high-power and high-temperature
applications. It allows heat generated during device operation to be dissipated
much more efficiently, lowering the junction temperature of the chip. This su-
perior thermal management capability not only enhances the device’s long-term
reliability and operational lifetime but also reduces the dependency on bulky ex-
ternal cooling systems, facilitating system miniaturization [11].

Table 2.1: Comparison of key material properties between 4H-SiC and Silicon.

Property 4H-SiC | Silicon (Si)
Bandgap (eV) ~3.26 ~1.12
Critical Electric Field (MV/cm) ~2.2 ~0.3
Thermal Conductivity (W/cm-K) ~3.7 ~1.5
Electron Sat. Drift Velocity (107 cm/s) ~2.0 ~1.0
Channel Electron Mobility (cm?/V-s) < 50 > 400

Disadvantages and Processing Challenges

Despite its advantages, SiC technology is significantly less mature than silicon,
presenting several key challenges in material growth and device fabrication.

* Material Quality and Cost: SiC substrate manufacturing is more complex
and costly. SiC wafers have a higher density of crystallographic defects that
can degrade device performance. Furthermore, SiC wafers are smaller, lim-
iting manufacturing scalability and increasing per-device cost [30].

* Poor Oxide Interface Quality: The interface between SiC and its thermally
grown oxide (5iO,) suffers from a high density of interface traps (D;;). These
traps scatter electrons, leading to significantly lower channel mobility in SiC
MOSFETs (< 50 cm?/V:s) compared to silicon devices (> 400 cm?/V-s). This
is a primary obstacle for high-performance SiC CMOS circuits [22, 30].

¢ Threshold Voltage Instability: The high trap density at the SiC/SiO; inter-
face can also lead to threshold voltage (V) instability due to charge trap-
ping, which compromises long-term reliability [12, 30].



2. LITERATURE REVIEW

¢ Difficult Processing: SiC is an extremely hard and chemically inert mate-
rial, which makes processes like etching challenging. High temperatures
(>1600°C) are required for ion implantation activation, adding complexity
to the fabrication process [30].

From a device-level perspective, the fundamental properties of 4H-SiC trans-
late into a unique performance profile that makes it the ideal choice for ICs in
high-temperature environments. The wide bandgap ensures that even at several
hundred degrees Celsius, the transistors maintain an extremely low off-state leak-
age current, a critical feature that silicon cannot provide. While the high criti-
cal electric field is most famous for enabling smaller, more efficient high-voltage
power devices, it also contributes to the overall robustness of the transistors. Cru-
cially, the high thermal conductivity allows the integrated circuit to effectively
dissipate its own heat, ensuring stable operation and preventing thermal runaway.
Although SiC’s performance at room temperature is hampered by low channel
mobility and other processing challenges, its unparalleled reliability and function-
ality at high temperatures make it the superior and often only viable technology
for demanding applications in aerospace, automotive, and energy exploration.

2.1.2 The Fraunhofer IISB 4H-SiC CMOS Technology

The processor presented in this thesis is designed and implemented using the
advanced 4H-S5iC CMOS platform developed by the Fraunhofer Institute for In-
tegrated Systems and Device Technology (IISB). This process is available through
the Europractice Multi-Project Wafer (MPW) service and is specifically tailored
for IC research in harsh environments, particularly at high temperatures [3]. The
technology features a double-well structure on an n-type substrate, a nominal op-
erating voltage of 20 V, and a minimum gate length of 2 um [14]. Key fabrication
steps include ion implantation, high-temperature activation annealing exceeding
1700 °C, the use of an n-type polysilicon gate, and distinct optimized ohmic con-
tact processes for n-type and p-type regions [14].

As illustrated by the cross-section of the SiC MOSFET in Fig. 2.2, the process is
built on an n-type epitaxial layer grown on an n-type substrate and involves mul-
tiple implantation steps to form the n-well, p-well, and shallow n* /p™ regions. A
thermally grown oxide layer of approximately 55 nm is used, followed by nitric
oxide (NO) annealing to reduce the SiC/SiO, interface trap density. The polysil-
icon gate exhibits a sheet resistance of approximately 15-17 (3/0J. Ni-Al and
Ti-Al contacts are employed to achieve low-resistance ohmic contacts for n-type
and p-type regions, respectively [15].

Temperature-Dependent Device Characteristics

MOSFETs fabricated in this technology have been experimentally characterized
across a wide temperature range from room temperature to 500 °C. As shown in

8
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NMOS PMOS

Intermetal isolation*

PolySi

Gate oxide* Isolation oxide*
ate oxide’

* Layers not to be drawn in mask layout. OhmArea
-
ActiveArea

All figures in pm. T

Figure 2.2: Top view and cross section of the SiC MOSFET with metal layer in the
Fraunhofer IISB 4H-SiC CMOS process [14].

Fig. 2.3, both n-channel and p-channel devices exhibit a strong temperature de-
pendency in their drain current (Ipg) versus drain—source voltage (Vps) behavior.
The drain current increases significantly with temperature and gradually satu-
rates at higher temperatures. This phenomenon can be attributed to several phys-
ical effects: at low temperatures, limited dopant ionization and a high density of
interface traps restrict carrier mobility; as temperature rises, carriers gain suffi-
cient energy to overcome interface traps and contact resistance barriers, resulting
in enhanced mobility and drive current. At temperatures above 400 °C, phonon
scattering becomes dominant, leading to mobility saturation.

The threshold voltage also shows a pronounced temperature dependence, as
illustrated in Table 2.2. For NMOS transistors, V;, decreases from approximately
+4.8 V at room temperature to around 0 V at 500 °C. For PMOS devices, it shifts
from about -8.2 V to 5.8 V over the same range [15]. The NMOS devices are

9
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Experiment: Simulation:
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Figure 2.3: Measured and simulated Ips—Vps characteristics of (a) NMOS and (b)
PMOS transistors in the Fraunhofer IISB 4H-SiC CMOS process. The drain current
increases notably with temperature, demonstrating enhanced carrier mobility and
improved drive strength at elevated temperatures [15].

more sensitive to temperature. This heightened sensitivity stems from the higher
doping concentration in the p-well combined with the more significant impact of
partial dopant ionization characteristic of p-type dopants in SiC. These factors lead
to larger temperature-induced variations in the Fermi potential compared to the
n-well. Consequently, a 20 V supply voltage is adopted in circuit design to ensure
sufficient logic-level swing and robust noise margins across the entire temperature
range.

In addition, the wide bandgap of SiC ensures that off-state leakage currents
remain negligible even above 300 °C [30]. This low-leakage operation, combined
with the aforementioned enhancement of carrier mobility and drive current at el-
evated temperatures, supports highly reliable operation in harsh environments.
Experimental and simulated results show good agreement up to 400 °C, while de-
viations appear beyond this point, mainly due to model limitations in the current
PDK temperature range [15].

Overall, the Fraunhofer IISB 4H-S5iC CMOS process enables reliable device op-
eration at supply voltages of 20 V and temperatures up to 500 °C. Its combination
of low leakage current, temperature-enhanced carrier mobility, and verified high-
temperature reliability makes it a mature and accessible platform for SiC-based
circuit research. The technology forms the foundation for the processor design
presented in this thesis, serving as the fabrication platform on which all circuit-
level design, simulation, and validation are based.
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Table 2.2: Extracted values of the threshold voltage (V};), channel-length modula-
tion parameter (1), and peak field-effect mobility (3rE peqx) from room temperature
to 500°C. Mobility data extracted from the report by Mo et al. [15].

100 x 6 um? PMOS
TemP- (OC) Vth (V) A (V_l) ,MFE,peak,p (szv_ls_l)

RT -820 1.21 x1072 ~3.5
100 2760 1.26 x 1072 ~5.5
200 -6.90 1.23x10°? ~7.0
300 640 1.17 x 1072 ~7.5
400 -6.05 1.12x107? ~7.5
500 580 1.43x1072 ~7.0

100 x 6 um? NMOS
TemP- (OC) Vth (V) A (V_l) ,MFE,peak,n (cm2V_1s_1)

RT 480 2.66x1073 ~18
100 355 2.81x103 ~20
200 230 276x10°3 ~21
300 0.70 3.10x 103 ~21
400 025 3.24x1073 ~20
500 0.05 1.40x 103 ~19

2.2 Digital Circuit Design in SiC Technology

The realization of reliable digital circuits in silicon carbide (5iC) CMOS technology
represents a crucial step toward enabling fully integrated systems that can operate
in harsh environments beyond the limits of conventional silicon electronics. While
the previous section introduced the material properties of 4H-SiC and the process
characteristics of the Fraunhofer IISB CMOS platform, this section focuses on how
those underlying physical and process parameters influence circuit-level design
considerations, challenges, and performance. Over the past three decades, con-
tinuous progress in SiC fabrication and circuit methodologies has expanded the
technology’s capability from fundamental logic gates to complex architectures, in-
cluding data converters and processor-level implementations. This section reviews
the evolution of SiC digital circuit design, beginning with early pioneering efforts
in 6H- and 4H-SiC technologies, followed by recent advancements achieved in
the Fraunhofer IISB 4H-S5iC CMOS platform, and concluding with a summary of
the key design characteristics and insights that guide modern SiC digital circuit
development.
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2.2.1 Pioneering Work in Early SiC Processes

The development of silicon carbide (SiC) digital integrated circuits has advanced
from elementary logic gates to complex, high-temperature systems over the past
three decades. Before the establishment of the Fraunhofer IISB CMOS platform,
several institutions worldwide demonstrated pioneering implementations of SiC-
based digital electronics, establishing the foundation for modern wide-bandgap
CMOS design. This section reviews representative milestones achieved using var-
ious early SiC processes.

Early 6H- and 4H-SiC Demonstrations (Purdue University, USA)

The first digital circuits realized in SiC were based on 6H-SiC NMOS technol-
ogy. Cooper et al. [31] implemented inverters and ring oscillators operating up
to 300 °C, marking the earliest functional demonstration of digital logic in SiC.
Subsequently, Ryu et al. [23] fabricated the first complementary SiC CMOS logic
circuits, including logic gates and D-flip-flops operating at 5 V. Although these
works proved the feasibility of digital integration in SiC, the devices suffered from
low PMOS mobility, large threshold-voltage asymmetry, and high contact resis-
tance, which constrained circuit complexity and switching speed.

GE Global Research 6H-SiC Digital Modules

At GE Global Research, Ghandi et al. [4] developed a 4-bit counter and an 8-
bit timing generator using a custom SiC CMOS process. The circuits maintained
continuous operation for more than 1,000 hours at 300 °C and survived 20 G
random vibration and 215 G mechanical shock. These results represented the
first verified demonstration of long-lifetime and mechanically robust SiC CMOS
digital circuits, confirming their potential for harsh-environment telemetry and
control applications.

Raytheon HiTSiC® 4H-SiC CMOS Process

Raytheon UK developed the 1.2 ym HiTSiC® 4H-SiC CMOS process, enabling
systematic design of complex digital logic. As shown in Fig 2.4, Kuhns et al. [10]
implemented seventeen digital circuits in this technology, including finite-state
machines (FSMs), ripple-carry adders (RCAs), shift registers, ring oscillators, and
asynchronous NULL Convention Logic (NCL) circuits. All designs operated cor-
rectly up to 300 °C, demonstrating stable functionality and timing robustness in
high-temperature environments. In a subsequent tape-out, a Digital-to-Analog
Converter (DAC) Controller shown in Fig 2.5a was also fabricated to demonstrate
digital control for mixed-signal applications. According to Fig 2.5b, the 18-state
FSM-based DAC Controller operated reliably up to 300 °C with a maximum clock
frequency of about 4.1 MHz [10]. This design further verified the process’s ca-
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pability to support moderately complex synchronous digital systems for high-
temperature environments.
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Figure 2.5: (a) DAC controller layouts in HiTSiC® 4H-SiC CMOS and (b) corre-
sponding graphical performance data of DAC controller [10].

Extended High-Temperature Operation and SoC Integration

Building on the HiTSiC platform, Holmes et al. [6] demonstrated the extended
operation of SiC CMOS circuits at 470-500 °C, corresponding to the Venus-surface
environment. They tested ring oscillators, clock generators, and D-flip-flop regis-
ters for more than 100 hours of continuous operation, confirming the long-term
functionality of the technology. Based on these results, the authors synthesized
a 16-bit OpenMSP430 microcontroller core and a 1 kB SRAM using a custom
high-temperature digital cell library, providing the first conceptual step toward
a programmable SiC processor architecture. Subsequent reports indicated that
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the HiTSiC platform later became unavailable [15], leading to increased focus on
currently accessible technologies.

Table 2.3: SiC Digital Circuits in Early SiC Processes

Year Process / Organization Digital Circuit Type Max Temp (°C)
1994 6H-SiC NMOS (Purdue University, USA) Inverters, Ring Oscillators [31] 300

1997 6H-SiC CMOS (Purdue University, USA)  Logic Gates, D-Flip-Flops [23] 300

2014 Custom SiC CMOS (GE Global Research) 4-bit Counter, 8-bit Timing Generator [4] 300

2016 HiTSiC® 4H-SiC CMOS (Raytheon UK) FSMs, RCAs, SRs, NCL Counters, MAC 300

Unit, DAC [10]
2016 HiTSiC® 4H-SiC CMOS (Ozark IC / Ring Oscillator, Clock Generator, DFF 470-500
Univ. of Arkansas) Register, 16-bit MCU [6]
Summary

Table 2.3 summarizes representative early SiC digital circuits fabricated by differ-
ent organizations and their maximum validated operating temperatures. These
pioneering efforts collectively established the feasibility of SiC CMOS digital de-
sign and proved that reliable high-temperature operation is achievable far beyond
the limits of silicon technology. These foundational efforts ultimately led to cur-
rently accessible technologies like the Fraunhofer IISB platform discussed in Sec-
tion 2.2.2, which became increasingly important as some earlier pioneering pro-
cesses faced availability challenges.

2.2.2 Digital Circuits in IISB 4H-SiC CMOS Process

The 4H-5iC CMOS platform developed by the Fraunhofer IISB serves as the pro-
cess foundation for our processor design. Its detailed fabrication flow, including
the double-well structure, 20 V nominal supply, and minimum gate length of
2 pm, has been described previously in Section 2.1.2. This platform is distributed
through the Europractice Multi-Project Wafer (MPW) service and is specifically
tailored for the research and development of integrated circuits operating in harsh
environments [22].

Early fabrication runs in the IISB 4H-SiC CMOS technology focused on val-
idating the fundamental digital building blocks such as inverters, NAND/NOR
gates, multiplexers, and D-type flip-flops [22]. These circuits confirmed that com-
plementary logic can be stably implemented under a 20 V supply, maintaining
consistent switching thresholds and voltage transfer characteristics across temper-
ature up to 200 °C. The results established the technological readiness of the SiC
CMOS platform for reliable high-temperature logic design.

To explore the scalability of sequential circuits and on-chip memory, a six-
transistor (6T) static random-access memory (SRAM) cell shown in Figure 2.6 was
implemented and experimentally characterized [21]. The cell maintained correct
bistable operation and data retention at 200 °C, verifying that matched pull-up and
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pull-down transistor pairs can be achieved despite the inherent mobility asymme-
try between NMOS and PMOS devices. This achievement marks a major step
toward embedding digital storage in SiC-based systems.

Beyond logic and memory, the Fraunhofer IISB process has also been employed
for data-conversion circuits. A two-bit flash analog-to-digital converter (ADC) was
tirst realized and tested successfully [22], followed by higher-resolution designs—a
four-bit flash ADC and a six-bit successive-approximation (SAR) ADC—implemented
on the same platform [17]. The measured and simulated results demonstrated
good linearity and functionality up to 200-300 °C, highlighting the process’s ca-
pability for mixed-signal integration and control logic at high temperature. Com-
parable investigations on SiC-based converters were also reported in [20, 28], con-
firming the advantage of wide-bandgap CMOS for data conversion beyond the
thermal limits of silicon.

More recently, the same technology has enabled large-scale integration of func-
tional subsystems. Romijn et al. realized a 64-pixel ultraviolet (UV) image sensor
with on-chip readout circuitry fabricated entirely in SiC CMOS [21]. The chip
integrates pixel-level photodiodes, analog amplifiers, digital scanning logic, and
timing generators on a single die, operating stably up to 200 °C. Such system-level
integration demonstrates the transition from discrete logic elements toward full
system-on-chip (50C) architectures within the IISB 4H-SiC CMOS technology.

Through successive design iterations, the Fraunhofer IISB platform has evolved
from basic logic validation to complex digital and mixed-signal subsystems, form-
ing a scalable and reliable foundation for future high-temperature processors and
sensor systems. Representative fabricated circuits are summarized in Table 2.4.

Table 2.4: Digital Circuits in the Fraunhofer IISB 4H-SiC CMOS Process

Year Circuit Type Key Specifications Max Temp (°C)
2022 Inverter, NAND/NOR, MUX, D-FF [22] 20 V supply, 85% yield 200
2022 6T SRAM Cell [22] SNM 7.1/4.4/75V 200
2022 2-bit Flash ADC [22] 68 devices, linear conversion 200
2022 64-Pixel UV Image Sensor SoC [21] Digital readout array integration 200
2023 4-bit Flash ADC, 6-bit SAR ADC [15] 266 transistors, 8.8x1.9 mm?; 821 300
transistors, 4.9x4.9 mm?
2024 Sensor Interface and ADC Readout Fully integrated readout chain 200

Circuits [15]

2.2.3 Design Characteristics and Considerations of SiC Digital Circuits

Silicon carbide (S5iC) CMOS technology exhibits a set of distinctive design charac-
teristics that fundamentally differ from conventional silicon-based logic circuits,
offering both remarkable advantages and unique design challenges. Its most
prominent strength lies in maintaining reliable functionality under extreme en-
vironmental conditions.

Experimental demonstrations conducted using the Fraunhofer IISB 4H-SiC
CMOS process have verified stable operation of digital and mixed-signal circuits
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Figure 2.6: Measured Q/Q SRAM cell butterfly curves for different temperature
levels of (a) hold, (b) read, and (c) write mode including (d) circuit and micro-
photograph on die (0, 2). A sweep of Q/Q and the maximum size squares are
drawn for SNM derivation and a single sweep is depicted for the write mode in
favor of readability [21].
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including counters, FSMs, ADCs, and SRAMs at temperatures exceeding 300 °C, a
performance level unattainable with silicon CMOS [15, 22]. This outstanding high-
temperature reliability simplifies system-level design by reducing or even elimi-
nating the need for bulky cooling systems and thermal shielding, enabling more
compact and efficient electronic architectures suitable for aerospace, automotive,
and geothermal applications. Furthermore, the thermal and electrical stability of
SiC devices allows digital and mixed-signal circuits to be co-located with high-
power components or sensors, minimizing parasitic effects and improving signal
integrity and response speed [22].

However, these advantages are accompanied by several circuit-level limitations
that are also evident in the same technology process. A pronounced channel
mobility asymmetry between NMOS and PMOS transistors results in highly un-
balanced drive strengths, requiring large device width ratios to achieve proper
logic-level symmetry [21]. This inevitably increases circuit area, input capacitance,
and dynamic power consumption. Additionally, the relatively high and asym-
metric threshold voltages—typically above +2 V for NMOS and below -6 V for
PMOS—necessitate operation at higher supply voltages in the range of 15-20 V,
which further exacerbates static and dynamic power dissipation [15]. Timing clo-
sure in synchronous systems is also complicated by the strong temperature depen-
dence of both threshold voltage and propagation delay. As temperature increases,
carrier mobility degradation is counterbalanced by a reduction in threshold volt-
age, often resulting in faster switching at elevated temperatures. This behavior
can lead to setup and hold-time violations across wide thermal ranges if design
margins are not properly considered in digital circuits.

Futhermore, the Fraunhofer IISB 4H-SiC CMOS process remains in an early
stage of technological maturity. Due to the limited number of metal layers, high p-
type contact resistance, and partially developed process design kits (PDKs), the de-
sign flow still relies heavily on manual optimization and conservative timing mar-
gins [22]. Consequently, SiC digital circuits are typically realized with simplified
architectures and robust design margins to ensure functional stability under high-
temperature operation. Nevertheless, continuous advances in device fabrication
and circuit design have steadily increased the level of integration—progressing
from basic logic gates to memory arrays, data converters, and even processor-level
implementations. These advancements demonstrate that, despite inherent mate-
rial and device constraints, the Fraunhofer IISB 4H-SiC CMOS technology em-
ployed in this work has evolved into a reliable foundation for high-temperature
digital systems. It provides the technological foundation for the processor archi-
tecture described in the following chapter.
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2.3 RISC Processor Design and Integration in SiC
Technology

Having established the design principles for SiC digital circuits, this section shifts
the focus to system-level integration by exploring the design of a RISC processor
in SiC technology. It reviews minimalist RISC architectures that serve as practi-
cal validation platforms for emerging semiconductor technologies and examines
existing SiC processor demonstrations that provide design insights for the 4-bit
processor implemented in this work.

2.3.1 Minimalist RISC Processors as Validation Vehicles

The concept of the minimalist processor originated in computer architecture ed-
ucation, where the main objective was to reveal the fundamental working prin-
ciples of a processor through an extremely simplified hardware structure. Early
didactic CPUs, typically 4-bit or 8-bit, were not designed for performance but to
demonstrate instruction fetch, decode, and execution processes using the smallest
possible logic scale. This design philosophy emphasized de-complexification by
reducing the instruction set, minimizing register count, and limiting addressing
modes, resulting in a functionally complete yet structurally transparent processor
architecture [13].

As research needs expanded, such architectures evolved from teaching mod-
els into valuable experimental platforms for emerging technologies. Compared
to commercial microprocessors, minimalist RISC architectures offer clear struc-
tural transparency and controllability, enabling focused studies of timing stability,
power characteristics, and high-temperature reliability. These architectures allow
researchers to directly evaluate the impact of device and process characteristics
on system-level performance without interference from complex pipeline stages,
branch prediction, or multi-port register files [29].

In contrast to complex instruction set (CISC) architectures, the essence of RISC
lies not in having fewer instructions, but in employing a fixed instruction length
and simplified addressing modes that enhance decoding efficiency and timing
regularity [32]. RISC processors typically adopt hardwired or finite-state-machine
(FSM) control units, dividing execution into fixed stages of fetch, decode, and exe-
cute to ensure deterministic timing and minimize logic depth [16]. Such control
organization improves both reliability and timing predictability, which is an es-
sential advantage for implementation in immature or constraint-heavy fabrication
technologies.

Typical minimalist RISC processors exhibit the following key features as shown
in the block digram of a typical RISC processor (Figure 2.7) [13, 16, 29]:

¢ Harvard architecture: Program and data memories are physically separated,
avoiding bus contention and allowing parallel instruction fetch and data op-
erations.
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¢ Accumulator-based design: Arithmetic and logical operations share a single
accumulator as both operand and result register, eliminating the need for a
complex multi-port register file.

¢ Finite-state-machine control: The control unit generates sequential timing
signals based on instruction decoding. With a compact instruction set, the
FSM requires only a few states, leading to simple, transparent logic that is
easily verifiable.

¢ Fixed-cycle execution: Each instruction completes in a predefined number of
clock cycles (typically three or four), facilitating deterministic timing analysis
and system verification.
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Figure 2.7: The block diagram of a minimalist RISC processor showing the core
modules and data flow between the ALU, ACC, control unit, ROM, and RAM [13].

The relationship between processor performance and its key parameters can
be expressed as:
Texec = Ninstr X CPI X Teritical [32]

where Titical is the critical-path delay determining the maximum operating fre-
quency. Minimalist RISC architectures reduce Titica1 by minimizing combina-
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tional depth, shortening signal paths, and enforcing a fixed control sequence. This
design approach sacrifices instruction complexity in exchange for improved tim-
ing reliability and process robustness, which are particularly beneficial for wide-
bandgap semiconductor technologies such as SiC CMOS.

Such structural simplicity not only minimizes area and logic overhead but also
enhances design verifiability and portability, making minimalist processors ideal
as first-silicon validation vehicles in emerging technologies [29]. In wide-bandgap
processes such as 4H-SiC CMOS, process rules, parasitic models, and EDA tools
are still under development. With their shallow logic depth and compact intercon-
nect structure, minimalist RISC processors enable rapid system-level demonstra-
tion and characterization [13]. Consequently, they have been widely employed as
system-level validation chips, serving as foundational testbeds for assessing logic
reliability, timing consistency, and high-temperature operation in new semicon-
ductor technologies.

2.3.2 Existing SiC Processor Demonstrations and Integration Insights

Early studies on silicon carbide (SiC) digital circuits mainly focused on verifying
the high-temperature functionality of basic logic modules, as discussed previously
in Section 2.2. As the 4H-S5iC CMOS process matured, researchers began to con-
struct the first SiC digital system prototypes capable of performing both control
and arithmetic operations, marking an initial step toward system-level integra-
tion. Kuhns et al. implemented a set of complex digital circuits in the Raytheon
HiTSiC® CMOS process, including finite-state machines, asynchronous counters,
multiply—accumulate units, and DAC controllers [10]. These circuits operated
reliably at 300 °C, demonstrating that SiC CMOS technology was capable of sup-
porting higher levels of digital integration and control logic functionality.

Holmes et al. further advanced SiC CMOS technology toward processor-level
verification, aiming to achieve long-term stable operation of SiC microcontroller
systems under a 470 °C environment [6]. Based on the HiTSiC® CMOS process,
the study established high-temperature device models and developed a digital
logic design flow applicable to 470 °C operation. Long-duration testing of CMOS
ring oscillators, clock generators, and register files was performed, and their cor-
responding wafer layouts are shown in Figure 2.8a. As a representative example,
the simulation analysis of ring oscillators at elevated temperatures (Figure 2.8b)
confirmed stable circuit operation, confirming stable behavior and verifying the re-
liability of the SiC CMOS devices up to 470 °C [6]. Using the extracted experimen-
tal data, the team derived temperature-dependent parameters such as threshold
voltage shift, mobility degradation, and aging effects, thereby constructing SPICE
and timing libraries at 470 °C. High-temperature simulation analyses based on
these models revealed that the conventional 5:1 PFET-to-NFET width ratio caused
excessive delay mismatch and overdriving above 300 °C, whereas a 3:1 ratio pro-
vided superior drive balance and timing consistency at extreme temperatures [6].
Consequently, a new digital standard-cell library was developed, including ba-
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sic elements such as logic gates, latches, and flip-flops, which provided a unified
foundation for subsequent processor synthesis and system-level design.
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Figure 2.8: (a)Die micrographs of CMOS clock generator, CMOS and NMOS ring
oscillators, and D-type flip-flop and (b) Operation of ring oscillator using simula-
tion models from room temperature to 470 °C [6].

With the optimized device models and logic library, the team synthesized and
simulated a 16-bit SiC microcontroller based on the open-source OpenMSP430 ar-
chitecture [5]. The system adopted a Von Neumann structure, integrating 1 kB
SRAM, a clock generator, and standard I/O interfaces within an active area of
approximately 250 mm? (Figure 2.9a). Corresponding simulation results shown in
Figure 2.9b indicated stable operation at around 800 kHz under a 12 V supply and
470 °C [6]. Additional lifetime tests on the ring oscillator, non-overlapping clock
generator, and 8-bit register file confirmed stable functionality during 100 hours of
continuous high-temperature operation. These findings validated the effectiveness
of the 3:1 sizing strategy and high-voltage biasing for maintaining logic integrity
and timing stability, providing essential guidelines for future system-level proces-
sor design [6].

The work by Holmes and colleagues further demonstrated the scalability of
SiC CMOS microcontroller integration. Several peripheral modules, including an
8-bit ADC, comparator, communication interface, and gate-driver circuits, were
proposed and partially verified to interface with the SiC microcontroller [6, 10].
These results illustrate that SiC CMOS technology can support not only digital
logic and memory modules but also mixed-signal peripherals, paving the way to-
ward high-temperature SiC-based system-on-chip (SoC) platforms. Overall, the
study established a significant milestone in the evolution from discrete SiC digi-
tal modules to a complete programmable microcontroller system, confirming the
feasibility of wide-bandgap CMOS technology for processor-level integration in
extreme environments. These developments provide valuable insights and tech-
nical foundations for the minimalist 4-bit RISC processor design presented in this
work.
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Figure 2.9: (a) Layout of SiC-CMOS microcontroller core implemented with placed
and routed SiC-CMOS digital standard cells and (b) digital simulation (ADD op-
eration) using 470°C extracted timing models [6].

2.3.3 Summary and Outlook

In summary, minimalist RISC architectures, characterized by structural simplic-
ity, deterministic timing, and design transparency, have proven highly suitable
for validating emerging semiconductor technologies. Over the past decade, SiC
CMOS research has progressed from demonstrating basic logic circuits to explor-
ing processor-level system integration. The 16-bit microcontroller proposed by
Holmes et al. [6] represented a major step in this evolution, providing a complete
design flow and high-temperature simulation validation up to 470 °C. However,
the design remained at the simulation and low-frequency verification stage with-
out fabrication, indicating that SiC processor research is still primarily focused on
feasibility-level evaluation.

Building upon these developments, the present work implements a minimalist
4-bit RISC processor in the Fraunhofer IISB 4H-SiC CMOS process. This design
provides a compact and fabricable platform for system-level validation, enabling
further investigation of integration capability and performance reliability of SiC
CMOS digital circuits under extreme temperature conditions.
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Chapter 3

Processor Architecture Design

This chapter aims to design and describe in detail a minimalist 4-bit processor,
with the core objective of serving as a test vehicle to validate the feasibility and
reliability of SiC CMOS technology for digital systems. The chapter begins by
outlining the "ultra-minimalist” design philosophy adopted to mitigate the con-
straints of the emerging SiC process. It then details the custom Instruction Set
Architecture (ISA) and the overall top-level architecture of the processor, includ-
ing its core modules and external interfaces. A significant portion is dedicated
to the Control Unit, explaining its Finite State Machine (FSM) based design. The
chapter concludes by discussing the functional implementation possibilities and
summarizing the key design accomplishments.

3.1 Design Philosophy

This design of the minimalist 4-bit Processor is based on the Fraunhofer IISB 2 ym
4H-SiC CMOS process. This technology is developed for applications in harsh en-
vironments, such as high operating temperatures [30]. However, as an emerging
technology, its integration level for digital circuits is still in a preliminary stage.
Limited by the capabilities of process equipment such as lithography tools, the
minimum gate length of this process is 2 ym , which results in a transistor density
significantly lower than that of mainstream silicon-based processes[14]. Conse-
quently, within the limited chip area of 5x5 mm?, the available logic resources are
highly constrained, accommodating an estimated maximum of only around 3000
transistors. To minimize design risks under this strict area constraint and to maxi-
mize the probability of a successful first-pass tape-out with this emerging process,
this design adopts an "ultra-minimalist” architectural philosophy.

To achieve this goal, several key decisions were made: First, the program mem-
ory (ROM) was moved entirely off-chip to maximize the available die area for the
processor core. Second, area-intensive on-chip general-purpose RAM was elimi-
nated and replaced with basic input and output registers. Finally, and most criti-
cally, an "instruction set-hardware co-design" strategy was employed. By design-
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ing a highly optimized and concise instruction set, we shifted hardware complex-
ity to the software (instruction set encoding) layer, thereby minimizing the gate
count and area of the control unit.

This design enables the processor to efficiently execute predefined, linear arith-
metic and logic operations, bit manipulations, and simple timing control tasks.
It is precisely this inherent simplicity and predictable linear execution flow that
make it a very robust design, ideal for executing high-reliability, fixed sequential
control tasks in extreme physical environments such as aerospace.

3.2 Instruction Set Architecture (ISA)

The Instruction Set Architecture (ISA) is the interface between the processor’s
hardware and software, defining all the operations the processor can understand
and execute. While drawing inspiration from the minimalist processor for teach-
ing purposes presented in [13], this processor’s ISA is meticulously adapted for
ultimate simplicity. As shown in table 3.1, it consists of a minimal set of 11 instruc-
tions covering basic arithmetic, logic, and data transfer functions. The Arithmetic
Logic Unit (ALU) is the core hardware module that executes the computational
parts of these instructions. The first eight instructions can be categorized as ALU
execution group.

Table 3.1: Instruction Set and Coding for 4-bit processor

Instruction Opcode Function Description
ADD 0000 ACC < Input + ACC Addition
SUB 0001 ACC < Input - ACC Subtraction
AND 0010 ACC <= Input AND ACC And
OR 0011 ACC < Input OR ACC Or
XOR 0100 ACC <= Input XOR ACC  Exclusive or
NOT 0101 ACC + NOT ACC 1’s Complement
IN 0110 ACC < Input ACC load in
NOP 0111 ACC < ACC No operation
OuT 1000 Output <+ ACC Load out results to output port
CLR 1001 ACC«+0 Clear data inside the processor
HALT 1010 Pause all modules Terminate the processor
ALU Operations

The Arithmetic Logic Unit (ALU) is responsible for executing the processor’s
core computations, including unsigned arithmetic operations such as addition
(ADD) and subtraction (SUB), and logical operations such as NOT, AND, OR,
and exclusive-OR (XOR). The unit has two 4-bit data inputs (A from the input
latch and B from the accumulator) and one data output. A 3-bit selection signal
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determines which operation is performed. The key optimization of this design lies
in its decoding and execution logic. The lower three bits of the instruction register,
IR[2:0], are directly wired to the ALU’s 3-bit operation select port, ALU_Sel [13].
This means the ALU continuously calculates a result based on the lower three bits
of the current instruction. The table 3.2 shows all possible operations of the ALU.

Table 3.2: Operations of the 4-bit ALU

ALU_Sel Output Description

000 A+B Addition

001 A-B Subtraction

010 A AND B Bitwise AND

011 A ORB Bitwise OR

100 A XOR B Bitwise XOR

101 NOT B Bitwise NOT on B
110 A Pass-through A
111 B Pass-through B

3.3 Top-Level Architecture

This processor is an accumulator-based Reduced Instruction Set Computer (RISC)
with a Harvard architecture which separate program and data interfaces. To
achieve a minimal implementation, the data bus width was constrained to 4 bits
and the storage capacity was reduced to its lowest practical level. Its entire design
is aimed at minimizing internal logic complexity. The schematic design is shown
in Figure 3.1. In the diagram, the arrows with blue text represent the control
signals from the Control Unit to various modules inside the processor, while the
arrows with red text indicate the signals that interface with off-chip components.

Core Modules

¢ Program Counter (PC): An 8-bit register capable of addressing an off-chip
program memory with 256 locations.

¢ Instruction Register (IR): A 4-bit register that temporarily stores the current
instruction opcode fetched from ROM.

* Accumulator (ACC): A 4-bit core working register used to store intermediate
and final results of ALU operations.

¢ Input Latch: A 4-bit latch used to instantly capture transient data from ex-
ternal pins during the instruction execution phase, adopted in place of a
conventional register. The design rationale and timing behavior are further
discussed in Chapter 4.
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Figure 3.1: Processor architecture block diagram

* Output Register: A 4-bit register used to provide stable output data to ex-
ternal pins.

¢ Arithmetic Logic Unit (ALU): A 4-bit operational unit capable of performing
8 different arithmetic and logical operations.

¢ Control Unit (CU): A Finite State Machine (FSM)-based controller responsi-
ble for generating all timing and control signals. All instructions are com-
pleted in fixed 4 clock cycles.

Chip External Interface (1/0)

According to 3.2, the processor core is packaged as a 24-pin chip. Its external
interfaces, as shown in the figure below, are mainly divided into three categories:

System Signals & Power
¢ Clock Source (CLK): Provides the operating clock signal for the processor.
* Reset Signal (RST): Resets the processor to its initial state.

¢ Power Supply (VCC, GND): Provides the operating voltage for the chip.
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: System Signals & Power
Clock Source (CLK) Reset Signal (RST) Power Supply (VCC, GND)

Processor Chip
(24 Pins Total)

4-bit Instruction Bus /8-bit Address Bus -bit Data Out

Program Memol : External I/O Deyices :
Program Memory (ROM) Output Device Input Device
: 256x4 -\ (e.g., LEDs, Display) (e.g., Switches, Sensor) |

Figure 3.2: Input and Output Ports of Processor

Program Memory Interface

* 8-bit Address Bus: Outputs an 8-bit address to the external program mem-
ory (ROM) to select an instruction from 256 locations.

® 4-bit Instruction Bus: Reads a 4-bit instruction opcode from the external
ROM.

External Device Interface

® 4-bit Data In: Reads 4-bit data from external input devices (e.g., switches,
Sensors).

* 4-bit Data Out: Writes 4-bit data to external output devices (e.g., LEDs,
displays).

Data Processing and I/O Path

The processor’s data processing path is the core datapath where all calculations
and data manipulations occur. The flow begins at the Input Port, where external
data is captured by the Input Latch when the Control Unit issues the latch enable
signal. This latched data is then continuously supplied as one of the inputs to the
ALU, while the other input is provided by the ACC, which holds the result from
the previous operation. As a purely combinational circuit, the ALU constantly
generates a new result based on these inputs and the current instruction’s ALU
select signal (IR[2:0]). This result is routed to a Multiplexer (MUX) that determines
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3. PROCESSOR ARCHITECTURE DESIGN

what will be written into the ACC. The MUX selects either the ALU’s output or a
constant 0" (for the clear instruction). During instructions that modify the ACC,
the Control Unit asserts the write enable signal, and the value selected by the MUX
is loaded into the Accumulator on the next clock edge, completing the processing
loop. Finally, for output operations, the value stored in the ACC is captured by
the Output Register when the OUT instruction is executed. This ensures the final
result is stable and available on the Output Port.

3.4 Control Unit (FSM)

The Control Unit is the heart of the processor. It is a controller based on a Finite
State Machine (FSM) that ensures each instruction is completed in a fixed sequence
of 4 clock cycles. The FSM’s state transitions, as shown in the 3.3, primarily
include Fetch, Decode, and multiple Execute states.

ystem Reset

Opcode[3] =10
(ADD, SUB, _, IN, NOP)

Opeode is
OUT (1000)

Opcode is
Undefined Non-ALTI

Opcode is
HALT (1010)

Stay Halted

Figure 3.3: Finite state machine of Control unit
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3.4. Control Unit (FSM)

1. Fetch: The FSM generates control signals to load the instruction pointed
to by the Program Counter (PC) from external ROM into the Instruction
Register (IR) and then increments the PC.

2. Decode: The FSM enters the Decode state and determines the next state
based on the opcode in the IR. This is the key decision point of the FSM.

3. Execute: Based on the decoding result, the FSM transitions to the corre-
sponding execution state, such as Execute_ALU, Execute_OUT, or Execute_CLR.

4. End Cycle: After execution, the FSM enters a unified end state and then
returns to the Fetch state to begin the next instruction cycle. For the HALT
instruction, the FSM will enter and remain in the Halted state until the next
system reset.

One of the core task of the Control Unit (CU) FSM is to decide the subsequent
jumps and operations based on the most significant bit, I[3], during the Decode
state:

¢ When I[3] is 0 (ALU instructions): The FSM will jump to the Execute_ ALU
state and issue a load signal in that state, allowing the ALU’s output result
to be written into the Accumulator (ACC).

¢ When I[3] is 1 (non-ALU instructions): The FSM will prevent the ALU’s
result from being written to the ACC and, based on IR[2:0], decode and jump
to specific states like Execute_OUT, Execute_CLR, or Halted to perform the
corresponding operations.

This design minimizes the need for decoding logic, resulting in a more streamlined
hardware implementation for the control unit and aligning perfectly with the core
goal of this design. The logic design and behavior verification for the control unit
will be presented in the next chapter.
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3. PROCESSOR ARCHITECTURE DESIGN

State Encoding
The FSM consists of 8 states, requiring 3 state bits (52,51,50) for encoding

Table 3.3: FSM States and Encoding

State Encoding (52 S1 SO) Description

Fetch 000 Fetch instruction from ROM

Decode 001 Decode opcode in IR

Execute_ALU 010 Execute ALU-type instruction (write ACC)
Execute_ OUT 011 Perform OUT

Execute_CLR 100 Perform CLR

Execute_Other 101 Undefined non-ALU

End_Cycle 110 End instruction cycle / PC increment
Halted 111 HALT state

Control Signals Output

The Table 3.4 lists every command signal that the Control Unit sends out to the
other parts of the processor (like the PC, Accumulator, etc.) with a description of
what action occurs when that signal is activated or turned "on".

As shown in Table 3.5, the output table defines the output value for each con-
trol signal in every state. All outputs are Moore-type.

Table 3.4: Control Signals Definition

Signal Name Type Description

PC_INC Output Active-high. Enables the Program Counter (PC) to increment.
IR_WE Output Active-high. Write enable for the Instruction Register (IR).
ACC_WE Output  Active-high. Write enable for the Accumulator (ACC).
InputReg_LE Output Active-high. Latch enable for the Input Register.

OutputReg WE ~ Output Active-high. Write enable for the Output Register.
ACC_Mux_Select Output MUX select signal. 0 = ALU result; 1 = constant 0000.

Table 3.5: Control Unit Output Table

State  State Name PC_INC IR WE ACC_WE InputReg LE OutputReg WE ACC_Mux_Select
000 Fetch 0 1 0 0 0 0
001 Decode 0 0 0 0 0 0
010 Execute_ ALU 0 0 1 1 0 0
011 Execute_OUT 0 0 0 0 1 0
100 Execute_CLR 0 0 1 0 0 1
101 Execute_Other 0 0 0 0 0 0
110 End_Cycle 1 0 0 0 0 0
111 Halted 0 0 0 0 0 0
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3.5. Functional Implementation

3.5 Functional Implementation

Although this processor architecture is streamlined, its instruction set and 256-
instruction program capacity allow it to perform a variety of meaningful functions.
Its core capability lies in performing pre-defined, linear arithmetic and logical
processing on 4-bit external inputs and outputting the results.

* Basic Arithmetic & Data Operations: The processor can execute a series of
mathematical calculations, handling 4-bit unsigned integers from 0 to 15.

— Multi-stage Adder/Subtractor: A program can be written to continu-
ously read multiple numbers and perform cumulative addition or sub-
traction. Example: calculating A+ B+ C — D.

— Multiplication via Repeated Addition: Multiplication can be performed
for small numbers. Example: calculating 3 x 4 by accumulating 3 four
times.

- Data Clearing: The CLR instruction can be used to conveniently clear
the accumulator before starting a new calculation, ensuring accuracy.

* Logical Operations & Bit Manipulation: The processor can perform bit-
wise operations on data, which is highly useful in low-level control and data
processing.

- Masking Operations: It can check, isolate, or clear specific bits within
an input data word. Example: checking if the second bit (D;) of a 4-bit
input is set by performing an AND operation with the mask 0010.

- Setting/Clearing a Specific Bit: It can force a specific bit of an input
data word to 1 or 0. Example: forcing the most significant bit of any
input to 1 by performing an OR operation with the mask 1000.

3.6 Summary of Architectural Design

This chapter’s work culminates in the architectural design of a 4-bit processor
core targeting the Fraunhofer IISB 2 ym 4H-SiC CMOS process. To ensure a high
success rate for this implementation, the overall architecture follows an "ultra-
minimalist" design philosophy. Through key strategies such as hardware-software
co-design, off-chip memory, and a simplified datapath, the design achieves an
exceptionally low logic gate count and a highly optimized structure, thus mini-
mizing on-chip logic complexity and area. Therefore, the architecture proposed
in this chapter serves as a crucial foundation for the logic design, circuit imple-
mentation, and simulation detailed in the following chapters, paving the way for
eventual physical implementation and process validation.
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Chapter 4

Logical Design and Functional
Verification

This chapter details the logical implementation and verification of the processor,
focusing first on the Control Unit. It covers the FSM hardware design, Register-
Transfer Level (RTL) implementation in Verilog, and behavioral simulation. The
chapter then discusses the digital synthesis flow using Yosys and the subsequent
optimization of the control unit’s logic for the SiC process. Following this, the
chapter moves to the processor-level verification, including modifications to the in-
put module to resolve timing issues. It concludes with a comprehensive functional
verification of the entire processor and the synthesis of its top-level schematic.

4.1 Control Unit Logic Design and Verification

This section provides a detailed description of the Control Unit’s low-level logic
design and verification. Building upon the high-level FSM architecture introduced
in Chapter 3, it focuses on the derivation of the state transition logic, RTL imple-
mentation in Verilog, and the translation into the final hardware circuit.

411 FSM Hardware Architecture and State Transition Design

The control unit is implemented as a classic Moore-type FSM because its out-
puts depend only on the current state, providing stable, glitch-free control signals
for the entire clock cycle. This predictable timing is essential for reliably com-
manding the synchronous registers in the processor’s datapath. From a hardware
implementation perspective, it consists of three core logic components as shown
in Figure 4.1:

* State Register: Consists of a set of flip-flops used to store the machine’s
current state. In our design, as there are eight distinct states, we use three
D-type flip-flops. This register is updated on every rising edge of the clock,
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Current State S[3:0]

Output Signals
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Next-State Logic » State Register *  Qutput Logic =
Opcode I[3:0] CLK Reset

Figure 4.1: Control Unit Block Diagram

transitioning the machine from the current state to the next state. An asyn-
chronous reset is also included to force the FSM into the known initial FETCH
state.

* Next-State Logic: A combinational logic block that determines the FSM’s
next state based on the current state and external instruction opcode.

* Output Logic: A second combinational logic block that generates control
signal outputs based solely on the current state. This is a characteristic of a
Moore FSM, where outputs are associated with states rather than transitions.

The division into these three components forms the foundation of the FSM
logic design, mapping the abstract state transition behavior to a concrete hardware
structure. This behavior is formally defined in Table 4.1, which precisely dictates
the next state for every possible combination of current state and input conditions.

Table 4.1: State Transition Table

Current State  State Encoding  Input Condition Next State State Encoding
Fetch 000 Don’t Care Decode 001
Decode 001 I[3] == 0 (ALU-type instruction) ~ Execute_ALU 010
1[3:0] == 1000 (OUT) Execute_OUT 011
1[3:0] == 1001 (CLR) Execute_CLR 100
1[3:0] == 1010 (HALT) Halted 111
Others (Undefined) Execute_Other 101
Execute_ ALU 010 Don’t Care End_Cycle 110
Execute_OUT 011 Don’t Care End_Cycle 110
Execute_CLR 100 Don’t Care End_Cycle 110
Execute_Other 101 Don’t Care End_Cycle 110
End_Cycle 110 Don’t Care Fetch 000
Halted 111 Don’t Care Halted 111
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4.1.2 RTL Design and Behavioral Simulation

To aid the hardware implementation of the control unit, a more detailed FSM
flowchart was derived from the State Encoding and Control Signals Output defini-
tions in Chapter 3. As shown in the figure below, this diagram not only illustrates
the transition relationships between states but also clearly indicates the specific
control signals to be generated in each key state or transition (e.g., IR_WE=1 for
DECODE State). This diagram serves as the core design philosophy for the mod-
ule’s Verilog code.

State: FETCH (Cycle 1)

Generate Output:
IR_WE =1

State: DECODE (Cycle 2)

Read Input:
4-bit Opcode from IR

== Start Next
Is Opcode[3] == 0?7 Instruction Cycle

Ves (ALU Instruction
ADD, SUB, ..., NOP)

Decode Opcode[2:0]

Other (Undefined)

0 (Non-ALU Instruction)

State: EXECUTE_ALU (Cycle 3)
Generate Outputs:

Opeode is Opcode is Opcode is
ACC_WE = 1, InputReg_LE = 1 OUT (1001) CLR (1011) HALT (1010)
ALU_Sel[2:0] = Opcode[2:0]

o) [ SRS | (SHeEEE o e (No outpts gonerated, JoDsu e
OutputReg WE =1 ACC_WE = 1, ACC_Mux_Select = 1 utputs g PC stops incrementing)

State: END_CYCLE (Cycle 4)

Generate Output:
PC INC=1

Figure 4.2: FSM Flowchart with Control Signals and States

Guided by this flowchart, our initial approach was a standard Register-Transfer
Level (RTL) design, using standard behavioral Verilog HDL to design and model
the control unit (see Appendix A.1 for the complete code). Through this high-level
abstraction, we were able to quickly build a functional prototype of the FSM and
operate behavioral simulations, testing whether its logical functionality met the
design requirements completely.

As the simulation waveform in Figure 4.3 and 4.4 shows, the behavioral model
was thoroughly verified. The control unit correctly processes a sequence of in-
structions, including ALU-type instructions (I=0-7) and other commands like OUT,
CLR, and HALT. Each instruction is executed in a fixed 4-cycle sequence, with the
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module asserting the appropriate control signals in the correct clock cycle. The
control signal outputs in the simulation perfectly match the behavior described in
the Detailed FSM Flowchart. For instance, during the Fetch state (000), IR_WE is
asserted high; during the Execute_ALU state (010), both InputReg_LE and ACC_WE
are asserted. Furthermore, upon receiving the HALT instruction (I=10), the con-
trol unit correctly transitions to and remains in the Halted state (111), which aligns
with our design goal of stopping the processor’s operation.

OUTpUTREg WE O

PC_INC

[o]
current_state_tb[2:0]

Figure 4.3: Behavioral Simulation Waveform of ALU Execution. Color-coded in-
tervals represent the execution periods of each instruction.
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Figure 4.4: Behavioral Simulation Waveform of Non-ALU Execution. Color-coded
intervals represent the execution periods of each instruction.

4.1.3 Digital Synthesis Flow

As the project progressed to the physical implementation stage, a critical challenge
emerged: the Fraunhofer IISB 2 ym 4H-SiC CMOS technology used in this work is
still in an early stage of development. While its Process Design Kit (PDK) supports
circuit-level design and simulation, it lacks a mature digital back-end synthesis

36



4.1. Control Unit Logic Design and Verification

flow and corresponding tool support. Consequently, the behavioral Verilog code
could not be automatically synthesized into a low-level gate-level circuit, as is
standard practice in silicon-based CMOS processes.

To overcome this limitation, Yosys was employed as the front-end synthesis
framework. Yosys is an open-source logic synthesis tool capable of transform-
ing RTL-level Verilog descriptions into gate-level representations while gener-
ating visualized circuit schematics that illustrate the interconnections and data
flow among logic modules. The behavioral-level Verilog was synthesized into the
gate-level schematic shown in Figure 4.5. Based on the synthesized netlist and
schematic structure obtained from Yosys, the circuits were manually implemented
and migrated into Cadence Virtuoso, where circuit-level simulations and perfor-
mance evaluations were subsequently performed.
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Figure 4.5: Schematic of the Control Unit (Behavioral-level design).
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4.14 Control Unit Optimization

The hardware implementation scheme of the Control Unit was refined to improve
feasibility under the SiC CMOS process. The initial behavioral-level design 4.5,
when synthesized using Yosys, resulted in a complex logic structure involving
multi-bit conditional comparisons and multiplexing networks. The notations on
the data lines (e.g., “/4/”) indicate the signal bit width. Such implementations re-
semble FPGA-style synthesis patterns—functionally correct but not area-efficient
for transistor-level realization. When manually reproduced in Cadence Virtuoso,
these generated circuits, particularly the multi-bit logic comparators marked with
“=" in Figure 4.5 and the corresponding multi-bit multiplexers, result in a sub-
stantial increase in transistor count and layout area.

To achieve a more process-compatible implementation, the behavioral approach
was replaced with a manually derived Boolean-expression-based design. Based on
the state transition and output tables defined in Chapter 3, minimized Boolean
equations were obtained for each next-state and output signal. These simpli-
fied expressions were then directly written into Verilog (Appendix A.2) using a
dataflow modeling style, mapping the control logic to a concise gate-level struc-
ture. This Boolean-expression-based implementation was synthesized into the fi-
nal gate-level schematic using Yosys, as shown in Figure 4.6. Although this ap-
proach sacrifices some abstraction and reconfigurability, it significantly improves
layout compactness and ensures the design’s practicality under the constraints of
the current SiC CMOS technology.
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Figure 4.6: Schematic of the Control Unit (Structural-level design).
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4.2 Processor Logic Design and Verification

With the Control Unit fully verified, this section advances to the processor-level
logic verification. It focuses on integrating all core modules including the Control
Unit, ALU, and memory components into the complete processor system. The
objective is to validate the correctness of inter-module interactions and ensure that
the processor executes instruction sequences accurately under a unified timing en-
vironment. The section also introduces timing optimizations in the input module
and presents the final functional verification results together with the synthesized
top-level schematic.

421 Input Module Modification and Timing Improvement

During behavioral simulation, it was observed that the accumulator (ACC) register
consistently updated its value one instruction cycle later than expected. Although
the arithmetic logic unit (ALU) produced the correct computational results dur-
ing the EXECUTE phase, these results were not loaded into the ACC until the
subsequent instruction. An example of this behavior is shown in the simulation
waveform (Fig 4.7), when executing the first instruction IN (address_out = 0,
ir_reg = 6), the ALU output (alu_out = 5) was not loaded into the accumulator;
instead, the ACC still retained the previous value (alu_out = ). It was not un-
til the EXECUTE phase of the second instruction that the earlier ALU result was
finally written into the accumulator.

Detailed waveform analysis revealed that this delay originated from the edge-
triggered implementation of the input register (input_reg). In the original de-
sign, input_reg was implemented as a positive-edge D flip-flop (DFF), which only
sampled the external input (external_data_in) on the rising edge of the clock
when InputReg_LE was asserted. Since both the input register and the accumula-
tor (acc_val) were updated on the same clock edge, the ALU could only access
the previously latched input during its current EXECUTE phase. As a result, the
correct ALU output became available one cycle later, introducing a timing mis-
alignment between input sampling and ACC update.

To eliminate this delay without modifying the instruction set architecture or
the overall timing scheme, the input register was redesigned as a level-sensitive
latch. In this configuration, when the control signal InputReg_LE is high, the latch
becomes transparent, allowing external_data_in to propagate directly to the ALU
within the same clock cycle. When InputReg_LE goes low, the latch holds the last
stable value. This modification effectively removes the additional one-cycle delay:
the ALU now operates on the latest input, and the accumulator can be updated
correctly within the same instruction’s EXECUTE phase. As shown in the behav-
ioral simulation results after the modification Fig 4.8, this adjustment realigns the
timing between the input and accumulator, restoring proper synchronization of
instruction execution.

From a system-level perspective, this adjustment ensures that each program
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Figure 4.7: Behavioral simulation showing the one-cycle delay between ALU out-
put and accumulator update caused by the edge-triggered input register. Different
color-coded regions represent the execution intervals of each instruction. Signals
in the key path are also marked.

address_out[7:
external_data_out[3:
€ nal_data_in[3:
instruction_in[3:

ir_reg[3:

000000

cu_state[2:

clk

rst
ACC_Mux_select
ACC_WE
InputReg_LE
input_reg[3:0]
alu_out[3:0]
acc_mux_out[3:0]
acc_reg[3:0]

acc_val[3:0]

[ ——————————————————
T T T O e T e e

E 12 IG 0 E |G |D I 13 |G
_lj_lj_lj_ljJj_lj_lj_lj_lj_lj_lj_lj_l
I E—

'41_41
B i A R

| |"

é

p— -

a )5 ho B
1) | 1)

a E o | 1
-

Figure 4.8: Behavioral simulation result of the processor after input latch mod-
ification, showing correct four-cycle instruction execution. Different color-coded
regions represent the execution intervals of each instruction. Signals in the key
path are also marked.
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instruction completes within four clock cycles, thereby maintaining the intended
operational rhythm and functional consistency of the processor. Although the use
of a level-sensitive latch introduces greater sensitivity to signal variations com-
pared to an edge-triggered register, the effect remains well-controlled and accept-
able in this context, since the input signal is stable within the latch enable window
and precisely managed by the control unit. Consequently, this modification suc-
cessfully resolves the timing deviation observed during behavioral simulation.

4.2.2 Functional Verification of Processor Operation

To verify the correctness of the overall processor operation after timing modifi-
cation, a behavioral simulation was performed using the following test program
sequence: IN 5, ADD 3, OUT, NOP, CLR, OUT, and HALT. As shown in the simulation
waveform (Fig. 4.9), each instruction executes within four clock cycles. The control
unit successfully generates the corresponding enable signals (InputReg_LE, ACC_WE,
OutputReg_WE, etc.) in the correct clock phases, consistent with the results of the
control unit’s standalone verification presented in Section 4.1.
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Figure 4.9: Behavioral Simulation Waveform of Processor. Different color-coded
regions represent the execution intervals of each instruction.

During the execution of the IN 5 and ADD 3 instructions, the ALU performs
the addition operation correctly, and the ALU result is stored into the accumulator
register (acc_val = 8) in the same instruction cycle. When the OUT instruction is
executed, the stored value is successfully transferred to the output port, result-
ing in external_data_out = 8. Subsequently, when the CLR instruction is issued,
the accumulator value is reset to zero, and the following OUT instruction outputs
external_data_out = @. Finally, upon reaching the HALT instruction, the processor
ceases operation as expected, and the control unit stops generating any further
enable signals. These results demonstrate that the final version of the processor’s
logic design achieves fully correct functional operation and maintains proper tim-
ing synchronization throughout all instruction cycles.

4.2.3 Schematic Synthesis of TOP-Level

As shwon in Figure 4.10, the top-level schematic of the processor represents the
concrete hardware realization of the processor architecture introduced in Chapter
3, where the functional connections and control signal paths are fully translated
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into gate-level logic. This synthesized structure clearly reflects how the processor’s
data flow and control logic are integrated at the circuit level. It also serves as an
essential reference for the top-level circuit integration discussed in Chapter 5.
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Figure 4.10: TOP-level schematic of 4-bit RISC Processor synthesized by Yosys.

4.3 Summary of Logical Design

This chapter successfully transitioned the processor’s design from a high-level
architectural concept to a concrete, gate-level implementation. Following the suc-
cessful integration of all processor modules, comprehensive behavioral simula-
tions demonstrated the processor’s complete functional correctness, confirming
that the overall logic design performs as intended. The chapter’s work culminated
in a verified, top-level gate-level schematic, establishing a solid and validated log-
ical foundation for the subsequent circuit-level implementation and simulation
detailed in Chapter 5.
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Chapter 5

Circuit-Level Design and
Simulation in SiC

Building upon the logical design established in the previous chapter, this chapter
delves into the circuit-level implementation and simulation verification of the 4-bit
SiC RISC processor. The content covers the detailed circuit design of fundamental
components, ranging from basic logic gates, key operational and storage units, to
the control logic, culminating in the integration of the complete top-level processor
circuit. All designs are based on the Fraunhofer IISB 2 um SiC CMOS process,
and their functional correctness and performance are verified through simulation
across the temperature range from room temperature up to 500°C.

5.1 Logic Gate Design

The transistor sizing for the standard logic cells in this work is constrained by the
fabrication limits of the Fraunhofer IISB 4H-SiC CMOS process, in which the die
area is restricted to 5 mm x 5 mm with an estimated transistor budget of only
about 3000 devices. To improve logic density and overall processor speed while
maintaining functionality and high-temperature reliability, the standard cells of
logic gates must be carefully optimized at the device level. To achieve this, this
section will first establish the fundamental transistor sizing—including channel
length (L), NMOS width (W;), and the W,/W, ratio—through a detailed analy-
sis of the CMOS inverter. Subsequently, it will demonstrate how these baseline
parameters are used to derive other essential logic gates.

5.1.1 SiC CMOS Inverter Characteristics and Transistor Sizing

The sizing of transistors follows a bottom-up procedure derived from both the
process design kit (PDK) constraints and analysis of simulation results from a
reference inverter. In the standard-cell design of SiC CMOS circuits, this method-
ology ensures that all logic gates exhibit consistent electrical characteristics and
design portability across wide thermal ranges. Since the CMOS inverter represents

45



5. Circuit-LEVEL DESIGN AND SIMULATION IN S1C

the simplest and most fundamental logic element, its simulated electrical behav-
ior under various bias and temperature conditions provides a reliable foundation
for parameter optimization throughout the entire standard-cell library. Based on
this reference, circuit-level simulations at room temperature (27 °C), 200 °C, and
500 °C are conducted to determine key parameters such as channel length, tran-
sistor width, and the W, /W, ratio.

First, the channel length (L) is selected according to the minimum geometry
and reliability constraints defined in the PDK, ensuring stable operation, limited
leakage, and consistent threshold behavior at elevated temperatures. Next, a ref-
erence NMOS width (W,,) is chosen to provide sufficient drive strength, and the
PMOS width (W,) is adjusted to obtain a nearly symmetric inverter transfer char-
acteristic with a switching threshold close to Vpp/2 over the target temperature
range. The influence of PMOS drive variation with temperature is inherently re-
flected in these inverter simulations, allowing the W,/W, ratio to be tuned to
achieve balanced rise and fall times. After the reference cell is established, this
configuration represents the standard (X1) drive strength. Higher drive-strength
variants (e.g., X2, X3) are then derived by scaling the transistor widths according to
fan-out and load requirements, providing scalable building blocks for subsequent
logic-gate and circuit implementations.

This sizing procedure ensures that all transistor parameters comply with PDK
design constraints and maintain a consistent trade-off between functionality, speed,
and temperature resilience. Based on this methodology, other digital cells such as
AND, NOR, MUX, and buffer structures are also derived, ensuring uniform elec-
trical performance and process consistency across the SiC CMOS standard-cell
library.

Transistor Length Selection

In digital circuit design, the selection of the channel length (L) directly deter-
mines the speed, area, and high-temperature reliability of logic cells. According
to the long-channel approximation, the saturation current of a MOS transistor is
inversely proportional to the channel length according to equation (5.1) and the
propagation delay of a logic gate can be approximated as equation (5.2). A shorter
channel length therefore provides higher drive current per unit width and lower
intrinsic delay, while enabling smaller device dimensions under the same perfor-
mance target. This leads to improved energy efficiency and higher integration
density of the standard-cell library.

1 |4
Ion ~ *,ucoxi(VGS - Vth)zl (51)
2 L
CiVi
ty ~ “LDD . (5.2)

on
To evaluate the influence of channel length on device and circuit behavior,
inverter transfer characteristics (VTC) were simulated for L =2 ym, 4 ym, 6 ym, and
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8um at room temperature (27 °C) and at elevated temperatures of 200 °C and
500 °C. All simulations were performed using the final standard-cell transistor
parameters (W,/W, = 3:1, W, = 8um, W, = 24 um), with a 20 V supply voltage
and BSIM4SIC device models provided by the Fraunhofer IISB 4H-SiC CMOS
PDK. The results are shown in Figs. 5.1.

At room temperature (27 °C), shortening L from 8 pm to 4 pm only slightly
shifts the switching point toward higher input voltage, while maintaining a steep
transition and full logic swing. However, at L = 2um, the VTC slope becomes
noticeably shallower and the threshold voltage increases, indicating the onset of
short-channel effects (SCE). Although the inverter still operates, the reduced noise
margins and VOH/VOL degradation already signal limited robustness.

At 200 °C and 500 °C, the degradation becomes more pronounced. For L =
2um, the output no longer reaches full logic levels and the transfer curve becomes
almost linear, showing a loss of digital behavior. At L =4um, the inverter still
switches but exhibits decreased slope. In contrast, L = 6 ym and L = 8 ym main-
tain steep transitions and nearly complete output swings (= 20V /0V) across the
temperature range, confirming their superior high-temperature stability.

N x 0
0
0 2 4 6 8 0 12 14 16 18 20 [ 2 4 6 8 0 12 14 16 18 2 o 2 4 & 8 0 12 ¥ B 18 20
Vin

(a) (b) (c)

Figure 5.1: DC transfer characteristics of inverters with different channel lengths
(L=2, 4, 6, 8 yum) under 20 V supply: (a) 27 °C, (b) 200 °C, and (c) 500 °C.

Based on the model validity specifications of the Fraunhofer IISB 4H-SiC CMOS
PDK, it indicates accurate matching only for channel lengths L > 5pum [14]. Con-
sidering that cells with L = 4um failed to converge in subsequent system-level
simulations above 300°C, this study ultimately selected a uniform channel length
of L = 6um for the standard cell library. This value strikes a good balance be-
tween performance and high-temperature reliability, ensuring the circuit’s stable
operation at extreme temperatures while also meeting timing speed requirements.

Transistor Width Selection

In the standard-cell transistor design, the NMOS width (W,) directly affects the
circuit area, load capacitance, and power consumption. Under the fixed channel
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length of L =6 um and a supply voltage of 20 V, a series of simulations were
performed to determine an optimal reference width that balances area efficiency
and robustness across the high-temperature operating range.

Reducing transistor width effectively decreases both cell area and gate capac-
itance, thereby lowering parasitic capacitances and dynamic power. According to
equation (5.3) and (5.4), the total load capacitance C, scales approximately with the
device width W; thus, reducing W directly decreases power consumption under
identical voltage and frequency conditions. Smaller devices also reduce diffusion

and coupling capacitances, improving both area utilization and overall energy ef-
ficiency.

Pagn = CVp f (5.3)

CL ~ Cgate + Cdiff + Cwire xW (54)

The inverter DC transfer characteristics were simulated for W,, = 8 ym, 16 um,
and 24 ym across the previously defined temperature range. The results in Fig-
ure 5.2 show that at room temperature and 200 °C, all curves nearly coincide, indi-
cating that the switching voltage and full voltage swing are insensitive to NMOS
width. At 500 °C, a slight separation appears, where the inverter with W, =8 ym
exhibits a marginally earlier transition point. This difference originates from the
width-dependent drive capability of the NMOS devices, yet the improvement from
wider transistors is limited because carrier mobility degradation and the reduc-
tion of threshold voltage dominate at high temperature. Consequently, even the

minimum-width device maintains complete voltage swing and stable switching
behavior.

0 2 4 6 8 10 12 14 16 18 20 o 2 a4 s 8 10 12 14 1 18 2 10
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Figure 5.2: DC transfer characteristics of inverters with different NMOS width
(W, =8, 16, 24 ym) under 20 V supply: (a) 27 °C, (b) 200 °C, and (c) 500 °C.

From a layout perspective, according to the PDK design rules and the gener-
ated transistor PCell in Virtuoso, the minimum active-region width is defined as
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10 ym [14]. Therefore, further reducing the drawn width below this value would
not yield additional area benefits in practice.

Considering area efficiency, dynamic power, and high-temperature stability,
the minimum width of W,, = 8 um is adopted as the reference NMOS dimension
for the standard-cell library, with the channel length fixed at L = 6 ym. For nodes
requiring higher drive capability, such as the program counter (PC) address bus,
local scaling is applied only at the final stage using higher drive classes (e.g.,
X2 or X3), rather than globally upsizing all gates. This localized strengthening
approach maintains overall processor area and power efficiency while ensuring
reliable signal drive at critical interconnects.

PMOS/NMOS Width Ratio Selection

The selection of the PMOS to NMOS width ratio (W,/W,) is a critical step in
CMOS logic design, as it directly determines the symmetry of the voltage transfer
characteristic (VIC) and, consequently, the noise margins of the logic gates. The
primary goal is to center the switching threshold (V},) at half the supply voltage
(Vbp/2), which in this 20 V process is 10 V, to ensure balanced rise and fall times
and maximize noise immunity.

Due to the significantly lower hole mobility compared to electron mobility in
SiC, a Wp/ W, ratio greater than one is required to balance the drive strengths
of the PMOS and NMOS transistors. The theoretical geometric ratio required to
achieve a specific switching threshold V;, can be calculated. Applying equation
(5.5) [19] with the specific process parameters, previous research has calculated
that a ratio of approximately 5.7 would be needed to perfectly center the switching
point at room temperature [20].

V sat,n
Wp/Lp _ k;Vdsat,n(Vm — Vinn — dzit)

pu— VSII
Wa/Ln k Viasat,p (Vi — Vi + Vinp + ~52)

(5.5)

To experimentally determine the optimal ratio for this design, simulations of
the inverter’s DC transfer characteristics were performed for W, /W, ratios rang-
ing from 1.5 to 5 at the three key temperature points. The results are shown in
Figure 5.3. At room temperature (Figure 5.3a), a clear trend is visible: as the
W, /W, ratio increases, the switching threshold shifts to the right, moving closer
to the ideal 10 V center. This observation aligns with the theoretical calculations.

However, the primary application for this SiC technology is high-temperature
operation. The VTC curves at 200 °C and 500 °C (Figure 5.3b, 5.3c) reveal a sig-
nificant leftward shift in the switching threshold for all ratios as temperature in-
creases. This behavior highlights that a ratio optimized for room temperature may
not be suitable for extreme environments. As discussed in the literature review
(Section 2.3.2), this trade-off has been a key consideration in similar SiC processes.
Extensive studies by Holmes et al. on the HiTSiC® 4H-SiC CMOS process have
shown that while a 5:1 ratio performs well up to approximately 300 °C, a 3:1 ratio

49



5. Circuit-LEVEL DESIGN AND SIMULATION IN S1C

provides a superior drive balance and timing consistency at extreme temperatures
(above 300 °C) [6]. It offers a better compromise for device performance across a
wide thermal range, mitigating excessive delay mismatch at high temperatures.

— 20 —_—
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Figure 5.3: DC transfer characteristics of inverters with different W,/W, ratio
(8, 16, 24 ym) under 20 V supply: (a) 27 °C, (b) 200 °C, and (c) 500 °C.

Considering these factors, and prioritizing robustness in high-temperature en-
vironments over perfect symmetry at room temperature, a W, /W, ratio of 3:1 was
selected for the standard cell library in this work. This choice represents an en-
gineering trade-off that ensures reliable logic functionality across the entire target

operating range from 27 °C to 500 °C, while also offering a more area-efficient
design compared to cells with larger ratios.

Summary

Through detailed simulation and analysis of SiC CMOS inverters across various
geometric dimensions and temperatures, this study has established an optimized
set of fundamental transistor parameters for the processor design.

To achieve a balance between performance and high-temperature reliability, a
channel length (L) of 6 um was ultimately selected for the standard cells. Building
on this, and with comprehensive consideration for area efficiency, drive capability,
and the need for drive balance at extreme temperatures up to 500 °C, a Wp/ W,
of 3:1 was adopted upon setting the reference NMOS width (W,,) to 8 pm. These
parameters collectively define the baseline (X1) drive strength for the standard cell
library. For nodes requiring higher drive capability, a local strengthening approach
is employed, using cells with higher drive classes only at the final output stage.

Ultimately, the fundamental transistor dimensions adopted for this processor
design are: L = 6 ym, W, = 8 um, and W), = 24 pym. These carefully selected
parameters will serve as the cornerstone for building the entire digital standard
cell library, ensuring that all subsequent circuits—from logic gates to complex

functional blocks—exhibit consistent, reliable electrical characteristics and high-
temperature stability.
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5.1.2 Derivation of Standard Logic Cells

With the fundamental sizing parameters of the CMOS inverter established in the
previous section, the design process now extends to the derivation of other es-
sential logic gates required for the standard cell library. This section presents the
implementation of several key logic gates used throughout this design.

NAND and NOR Gates Design

The design of NAND and NOR gates follows the principle of matching their drive
strength to that of the reference inverter defined in the previous section, thereby
ensuring consistent timing characteristics across the entire standard cell library.
To validate this sizing strategy, circuit-level simulations were performed on the
designed logic gates.

Figure 5.4 shows the voltage transfer characteristics (VTC) of these logic gates
at room temperature, overlaid with the curve of the reference inverter. As can be
seen from the figure, the switching threshold voltages of the NAND and NOR
gates are close to that of the reference inverter, which is approximately 8.7 V. De-
spite the slight mismatch, all logic gates exhibit high gain and a full logic swing.
This discrepancy is within an acceptable range, which validates the overall ef-
fectiveness of the derived design methodology. Furthermore, high-temperature
simulations also verified that these logic gates can operate stably at 500 °C, and
their temperature drift characteristics are consistent with the trend of the reference
inverter.

INV
NAND
NOR

HAND hli3F:

(a)

Figure 5.4: (a) Standard logic gate implementation of NAND and NOR [9] (b) DC
transfer characteristics of the 2-input NAND and NOR gates at room temperature
(27 °QC), overlaid with the baseline inverter.
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Multiplexer Design using Transmission Gates

The multiplexer (MUX) is a fundamental component in processor design, not only
widely used in the Arithmetic Logic Unit (ALU) to select operands or results
but also frequently employed in other modules’ registers to control data signal
inputs. In a standard digital design flow, a 2-to-1 MUX is typically implemented
using a combination of AND, OR, and NOT gates, as shown in Figure 5.5a. This
implementation, while logically straightforward, requires 20 transistors, leading to
a significant layout area overhead for complex modules like the ALU that utilize
numerous MUXs.

To optimize logic density, this design adopts a MUX structure based on Trans-
mission Gates (TG), which requires only 6 transistors, as depicted in Figure 5.5b.
Although this structure offers a substantial area advantage, it has theoretical draw-
backs, such as weaker drive capability and the potential for output voltage level
degradation.

To verify the reliability of this structure at high temperatures and evaluate its
practical performance, a transient simulation was conducted at 500 °C. The result-
ing waveform is shown in Figure 5.6. The output signal Y correctly follows input
A when the select signal S is low (e.g., 0-20 ps, 40-60 ps) and follows input B
when S is high (e.g., 20-40 ps, 60-80 ns), perfectly matching the expected logical
functionality. Besides, the simulation results demonstrate that even at the extreme
temperature of 500 °C, the output signal Y maintains a full logic swing from 0 V to
20 V without any observable signal level degradation. This successful simulation
proves that despite its theoretical drawbacks, the performance of the TG structure
is sufficiently robust under the specific SiC process and load conditions of this de-
sign. Therefore, given its considerable area savings and proven high-temperature
reliability, this structure was ultimately adopted.
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Figure 5.5: Comparison of (a) standard logic gate implementation of a 2-to-1 MUX
versus [27] (b) transmission gate implementation of a 2-to-1 MUX [2].
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Figure 5.6: Transient simulation of the transmission gate MUX at 500 °C. The
output (Y) switches between inputs A and B based on the select signal (S).

5.2 ALU Implementation

As architecturally defined in Chapter 3, the Arithmetic Logic Unit (ALU) is the
computational core of the processor, responsible for executing all arithmetic and
logical instructions. This section details its circuit-level implementation, translat-
ing the architectural concept into a physical structure built from the standard cells
designed in Section 5.1.

The 4-bit ALU is constructed using a modular and scalable bit-slice design
approach. A single 1-bit ALU slice is designed first and then instantiated four
times to create the full 4-bit datapath. The slices are interconnected in a ripple-
carry configuration, where the carry-out (co,t) of one slice serves as the carry-in
(cin) for the next more significant bit slice. This method simplifies the design and
layout process. The circuit diagram for a 4-bit ALU is shown in Figure 5.7. It is
composed of fundamental logic gates, a full adder, and multiplexers, all of which
are implemented using the standard cells (e.g., Inverter, NAND, NOR, TG-MUX)
defined in the previous sections. The operation of the slice is governed by the 3-bit
ALU_Sel signal, which is broadcast to all four slices simultaneously.

* Logical Operations: For logical operations such as AND, OR, and XOR, the
inputs A and B are directly fed into the respective logic gates. A large 4-to-1
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Figure 5.7: Circuit schematic of a 4-bit ALU.

MUX at the output stage then selects the appropriate result based on the
ALU_Sel control signals (e.g., when ALU_Sel is 010, the output of the AND
gate is selected).

¢ Arithmetic Operations: Arithmetic functions are efficiently implemented by
a unified binary adder-subtractor circuit. The mode switching of this cir-
cuit is directly controlled by a specific bit of the instruction opcode, namely
ALU_Sel[@]. The circuit uses a set of XOR gates to switch between modes, as
shown in Figure 5.8.

— Addition: When the ADD instruction is executed, the control bit ALU_Sel[@]
is 0. In this case, the XOR gates pass the B operand unchanged to the
full adders, and the initial carry-in (C;;,) is also 0. The circuit performs
a standard A + B addition.

— Subtraction: When the SUB instruction is executed, the control bit
ALU_Sel[@] is 1. In this case, the XOR gates perform a bitwise inver-
sion of the B operand (obtaining the one’s complement of B), and the
initial carry-in (C;,) is also set to 1. The full adder actually performs the
operation A + B’ + 1, which is the standard implementation of two’s
complement subtraction (A — B).
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Figure 5.8: Structure of the 4-bit binary adder-subtractor. The control signal K
corresponds to the ALU_Sel[0] bit from the instruction opcode [18].

Simulation and Verification

To verify the functional correctness and performance robustness of the fully con-
structed 4-bit ALU, a transient simulation was conducted at a temperature of
500 °C. In the simulation, the input operands A and B were held at constant
values of 7 (binary 0111) and 3 (binary 0011), respectively. Meanwhile, the 3-bit
ALU operation select signal, ALU_Sel (52-50), iterated through all eight possible
combinations from 000 to 111 to test the full functionality of the ALU. The sim-
ulation results shown in Figure 5.9 are compared against the theoretical expected
values in Table 5.1.

Table 5.1: Theoretical ALU outputs (Y3-Y0) for constant inputs A=7 and B=3.

Time (ps) | S2S1S0 | Operation | Y3-Y0
0-10 000 A+B 1010 (10)
10-20 001 A-B 0100 (4)
20-30 010 A AND B | 0011 (3)
30-40 011 AORB 0111 (7)
40-50 100 A XORB | 0100 (4)
50-60 101 NOT B 1100 (12)
60-70 110 Pass A 0111 (7)
70-80 111 Pass B 0011 (3)

Through the comparison, it clearly demonstrates that the 4-bit output of the
ALU perfectly matches the theoretical expected value for each operation. Even at
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Figure 5.9: Transient simulation waveform of the 4-bit ALU at 500 °C. The result-
ing output (Y3-Y0) corresponds to the theoretical values listed in Table 5.1.

the high temperature of 500 °C, all output signals exhibit a full logic swing from
0V to 20 V with clean transitions. This successful simulation not only verifies the
correctness of the ALU’s circuit-level design but also confirms its high reliability
in an extreme temperature environment, further validating the robustness of the
adopted standard cell library and design methodology.

5.3 Memory Components Implementation

This section details the circuit-level implementation of the processor’s core mem-
ory and sequential logic components. These modules are fundamental for storing
state, data, and instruction addresses, and include the Program Counter (PC), vari-
ous registers (Instruction Register (IR), Accumulator (ACC), Output Register), and
the Input Latch. All these components are built upon basic sequential logic units
such as D-type Flip-Flops and Latches.

For the sake of clarity and consistency in this thesis, the functional verification
for each module will be demonstrated using transient simulation results at 500 °C.
However, it is important to note that based on multiple simulation verifications,
all Memory Components designed in this chapter can operate stably and correctly
over the full temperature range from room temperature (27°C) to 500°C.
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5.3.1 D flip-flops and Registers

The main storage units in the processor, including the PC, IR, ACC, and the Out-
put Register, are all constructed based on a fundamental sequential logic block:
the D-type Flip-Flop (DFF). To ensure the absolute stability of register functions
in high-temperature and complex operating environments, this design adopts a
classic Edge-triggered Master-Slave D-Flip-Flop, which is based on NAND gates.
Its circuit is shown in Figure 5.10a. This structure operates with a two-stage latch-
ing mechanism (master and slave), which effectively prevents race conditions in
critical timing paths and offers very high reliability. Compared to the DFF struc-
ture used in prior work by Romijn et al. shown in Figure 5.10b within the same
process, our design is optimized while maintaining high reliability, requiring only
34 transistors, which significantly reduces the module’s area.

We use the transient simulation at 500 °C as an example to verify the function-
ality and reliability of the DFF circuit, with the waveform shown in Figure 5.11a.
The simulation results demonstrate that at each rising edge of the clock (CLK), the
outputs (Q and Qb) accurately sample and latch the level of the input (D) while
maintaining a full logic swing, proving that the DFF circuit can operate normally
and reliably at high temperatures.

Furthermore, according to several simulation results from 27 °C to 500 °C, this
circuit can operate stably across the entire temperature range. There exist some
variations in the clock-to-q delay (tcq) at different temperatures, which will be
discussed in the following timing analysis. This successful simulation verifies the
correctness of the chosen DFF structure and its excellent stability at high temper-
atures, providing a solid foundation for building all the register modules within
the processor.

Set

Clock o—

[s]

Datao———

(a) (b)

Figure 5.10: Comparison of (a) Edge triggered D flip flop structure used in this
work (34 transistors) [25] and (b) D flip flop structure from prior work by Romijn
et al (66 transistors) [21].
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Figure 5.11: (a) Transient simulation of the adopted DFF at 500 °C and (b) mea-

surement of DFF clock-to-output delay (Tcq).

Timing Analysis

The clock-to-output delay (Tc() is a critical timing parameter for sequential logic
elements like D flip-flops. It represents the time required for the flip-flop’s output
(Q) to change and stabilize after the triggering edge of the clock signal (CLK)
arrives. Specifically, Tcq is measured from the point where the clock signal reaches
50% of VDD to the point where the output Q reaches 50% VDD as shown in Figure
5.11b. The triggering rising edge of the CLK signal reaches 10V at 110.250 ps. In
response, the output Q begins to transition and reaches 10V at 110.413 ps. Thus,

the Tcg at 500°C is approximately 0.163 ps.
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Figure 5.12: Simulated DFF T with temperature.

Figure 5.12 shows the simulated clock-to-output delay (Tc) of the D flip-flop
over temperature. The delay decreases from room temperature to about 400 °C,
then slightly increases at 500 °C. This non-monotonic trend originates from the
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competing effects influencing the transistors” drive strength and switching speed.
Below 400 °C, factors contributing to faster switching dominate: the significant
decrease in threshold voltages and the reduction in contact resistance of PMOS
devices enhance the effective drive strength, leading to a shorter gate delay [15],
leading to faster switching. At higher temperatures, phonon scattering becomes
dominant, and the resulting carrier mobility degradation begins to limit the cur-
rent, counteracting the benefits from lower threshold and contact resistance [6],
thus causing a small rise in Tcg.

The observed trend agrees with previously reported results of SiC CMOS logic
and sequential circuits [6, 22], confirming that the simulation accurately reflects
the intrinsic high-temperature behavior of the Fraunhofer IISB SiC CMOS process.

5.3.2 Program Counter

The program counter (PC) serves as a representative example of the register mod-
ules in the processor that are constructed from DFFs. It sequentially generates
instruction addresses during program execution and is implemented as a syn-
chronous binary counter. Each bit of the counter is realized using a DFF, while
XOR and AND gates form the combinational logic required for incrementing.
When the enable signal (EN) is high, the PC increments its value on each ris-
ing clock edge; when the reset signal (RST) is asserted, all output bits are cleared
to zero.

The structural concept follows the 4-bit synchronous counter illustrated in
Fig. 5.13a, which is extended to an 8-bit design in this work to accommodate a
larger instruction addressing range. The circuit shares a common clock across all
stages to ensure synchronized counting and minimize skew.

Figure 5.13b shows the transient simulation results of the program counter at
500 °C with a clock period of 10 ps. At the start of the simulation, the RST signal
is asserted, initializing all counter bits to logic low. Once released, the counter
begins to increment synchronously on each clock rising edge when EN is enabled.
The output waveforms Y(—Y3 clearly exhibit a standard binary counting sequence,
while the count is held constant whenever EN is low. All outputs maintain full
voltage swings and stable edge transitions, confirming the reliability and robust-
ness of SiC CMOS-based DEFF register structures under extreme temperature op-
eration.

5.3.3 Input Latch

The input latch module maintains stable input data during the EXECUTE phase
of processor operation, ensuring that external input signals remain unchanged
throughout instruction execution. The module is constructed using a D latch
structure, as shown in Fig. 5.14a. When the enable signal is high, the output
follows the input; when the enable is low, the latch holds the previous value. This
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Figure 5.13: (a) 4-bit synchronous counter schematic [24] and (b) transient simula-
tion of the program counter at 500 °C.

transparent behavior makes it well suited for temporarily storing external inputs
and synchronizing them with internal control signals.

At the system level, the input latch is implemented as a 4-bit latch circuit,
whose schematic is shown in Fig. 5.14b. External input signals (INO-IN3) are
first routed through a multiplexer before being passed to the D latch. The latch
enable signal is generated through an OR gate combining the input enable (Inpu-
tReg_LE) and reset (RST) signals. When RST is high, the enable signal is driven
high and a ground-level “0” value is written into the latch, thereby resetting all
outputs. When RST is low and the input enable is active, the external input signals
are sampled and held at the outputs Q0-Q3. This configuration ensures mutual
exclusivity between the reset and sampling conditions, effectively avoiding race
conditions and timing uncertainty.

The transient simulation at 500 °C is shown in Fig. 5.15. In this test, input
channels D3 and DO are selected to demonstrate the functional behavior. When
the InputReg_LE signal is asserted high, the corresponding Q outputs follow the
D inputs; when InputReg_ LE returns low, the outputs remain latched. At 130 ps,
the RST signal is driven high, and all outputs are immediately cleared, confirming
the correct operation of the reset logic. The results verify that the input latch
performs accurate sampling, holding, and reset behavior under high-temperature
conditions, meeting the timing requirements of the input module in the designed
processor.
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Figure 5.14: (a) Basic D latch structure used for the input module and (b) 4-bit
input latch implementation.
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Figure 5.15: Transient simulation of the input latch at 500 °C showing sampling,
holding, and reset operations.
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5.4 Control Unit Implementation

The control unit (CU) generates the internal control signals of the processor ac-
cording to the decoded instruction and current timing state. Its logical behavior
and state transition have been detailed in Chapter 4, and this section focuses on
the circuit-level implementation and verification. The circuit is derived from the
gate-level schematic synthesized by Yosys in Chapter 4 and was reconstructed and
simulated using the Fraunhofer IISB 4H-SiC CMOS PDK, as referenced in Fig. 4.5.

Figure 5.16 shows the transient simulation results at 500 °C, obtained with a
clock period of 10 ps. Each instruction therefore required a total execution time
of 40 ps, consisting of four internal stages: Fetch, Decode, Execute, and End_Cycle.
The simulated 5 instruction sequence two ALU instructions followed by three non-
ALU instructions. All control signals (ACC_WE, PC_INC, etc.) are correctly gener-
ated within each instruction phase, achieving the timing coordination among the
memory and arithmetic modules in the processor. Their transitions fully match
the behavioral simulation results presented in Section 4.1.2, confirming the func-
tional consistency between the gate-level and behavioral designs. The simulation
results demonstrate that the circuit-level control unit maintains stable operation
at elevated temperatures and correctly performs the sequential timing control and
state switching required by the processor.

RST CLK ACC_WE

IR_WE InputReg_LE PC_INC OutputReg WE ACC_MUX_sSelect|

T T T T T T T T T T

20V —\ -1

0 20 40 60 80 100 120 140 160 180 200
Time (:8)

Figure 5.16: Transient simulation of the control unit at 500 °C showing the five-
instruction sequence (IN, NOP, OUT, CLR, HALT). Color-coded intervals represent
the execution periods of each instruction.
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5.5 Processor Implementation and Performance Analysis

Having completed the circuit-level design and verification of key modules such as
the ALU, memory components, and control unit, this section focuses on integrat-
ing these blocks into the complete top-level circuit of the 4-bit SiC processor. It first
details the final processor circuit implementation, followed by a comprehensive
transient simulation to verify its functional correctness at 500°C, and concludes
with an analysis of its performance across different temperatures.

5.5.1 Processor Implementation

The processor top-level circuit was derived from the Yosys-synthesized schematic
of the processor (Fig. 4.10) presented in Chapter 4. Similar to the control unit
implementation, the top-level circuit was then built and simulated in Virtuoso as
shown in Fig. 5.17.

Figure 5.17: Top-level schematic of the 4-bit SiC processor in Virtuoso.

During reconstruction, several structural refinements and optimizations were
applied to the top-level circuit to improve structural clarity and signal integrity.
For example, the MUX circuits controlling the enable signals for each register
module were moved inside their respective submodules, reducing top-level inter-
connect complexity. Similarly, the bitwise increment logic, represented as "+" in
the synthesized schematic, was directly embedded within the program counter
module, streamlining the datapath connection as described previously. These
structural adjustments enhance the design’s modularity and simplify inter-module
timing analysis.

Furthermore, circuit-level optimizations were implemented to bolster signal
integrity and robustness. Buffers were added to critical global signals, namely
the clock (CLK) and reset (RST), to reduce fan-out loading, equalize propagation
delays across the chip, and ensure reliable distribution vital for synchronous op-
eration under varying conditions. Buffers were also added to the output signals,
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including the 8-bit Address Bus and the 4-bit Data Out, to enhance their drive
strength, improve noise immunity, and better isolate the processor core from ex-
ternal load variations or interference.

Simulation conditions were set as follows: the supply voltage was 20 V, tem-
perature 500 °C, and clock period 4 ps. This clock period was chosen to verify
if the processor can operate correctly near the theoretically calculated minimum
clock period (Tclk). A detailed analysis regarding the maximum operating fre-
quency (Fmax) will be presented in the following Processor Performance Analysis
section. Each instruction therefore required a total execution time of 16 ps. To en-
sure proper initialization, a 20 ps global reset phase was applied at the beginning
of the simulation. Afterward, the program counter began execution from zero,
following the instruction sequence listed in Table 5.2.

Figure 5.18 presents the transient simulation results at 500 °C. During each
instruction period, the instruction register (IR3-IR0) correctly loads the opcode,
and the accumulator outputs (B3-B0) exhibit the expected arithmetic and logic re-
sults. When the OUT instruction is executed, the accumulator value is correctly
transferred to the output register (OUT = 11); during CLR, the accumulator re-
sets to zero; and after the HALT instruction, the processor stops operation and
the instruction register no longer updates subsequent instructions. All observed
behavior matches the theoretical results summarized in Table 5.2.

Table 5.2: Theoretical instruction sequence and expected execution results for pro-
cessor verification.(*) indicates that the operand is not used for this instruction.

PC Instruction Opcode Input Data Operation ACC Result Output Reg.
0 IN 0110 5 ACC <+ Input 5 0
1 SUB 0001 7 ACC < Input - ACC (7-5) 2 0
2 AND 0010 2 ACC + ACC & Input (2 & 2) 2 0
3 OR 0011 3 ACC <+~ ACC | Input (0 | 3) 3 0
4 XOR 0100 4 ACC + ACC @ Input (3 © 4) 7 0
5 NOT 0101 0* ACC +- NOT ACC (NOT 7) 8 0
6 ADD 0000 3 ACC + ACC + Input (8 + 3) 11 0
7 NOP 0111 1% ACC «+ ACC 11 0
8 ouT 1000 2% Output < ACC 11 11
9 CLR 1001 3% ACC <+ 0 0 11
10 HALT 1010 4* Halt Processor 0 11
11 ADD 0000 5% Halted 0 11

The simulation results confirm that the processor operates stably at 500°C,
demonstrating its capability to perform arithmetic, logical, and data operations
as designed. All signal transitions are clean, instruction cycles are clearly sepa-
rated, and no race or glitch behavior is observed, validating the correctness and
timing consistency of the circuit-level implementation. Furthermore, according to
the simulation interface information, the entire processor utilized a total of 2092
transistors. This figure is well within the initial estimated budget constraint of
approximately 3000 devices, confirming the feasibility of integrating the complete
processor layout within the specified 5 mm x 5 mm die area.
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Figure 5.18: Top-level transient simulation of the instruction register (IR3-IR0) and
accumulator (B3-B0) at 500 °C. Different color-coded regions represent the execu-
tion intervals of each instruction. The simulated sequence matches the expected
functional behavior listed in Table 5.2.
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Figure 5.19: Top-level transient simulation of the output register and external
ROM addressing (A3-A0) during the same instruction sequence at 500 °C.
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Addressing Signal Integrity at the Accumulator Input

During initial top-level transient simulations, a signal integrity issue was iden-
tified at the input to the accumulator (ACC). The logic-high voltage level failed
to reach the full 20 V supply level and was instead clamped at approximately
15 V. This degradation was observed at the output of the multiplexer responsi-
ble for selecting between the ALU result and the grounded '0” input used during
the CLR instruction, as illustrated in the simulation waveform prior to correction
(Figure 5.20).

The root cause was traced to the use of a transmission-gate (TG) based mul-
tiplexer implementation at this critical node as illustrated in Fig. 5.5b. When the
grounded input was selected, the PMOS transistor within the TG structure expe-
rienced incorrect body biasing, where its source was tied to VSS while its body
remained connected to VDD. This resulted in forward biasing of the source-body
junction, creating an unintended leakage path that effectively clamped the output
voltage.

To rectify this issue, the TG-based MUX was replaced with a conventional
CMOS logic multiplexer, whose structure inherently avoids such body biasing
problems under these connection conditions. Subsequent simulations confirmed
the effectiveness of this solution. As shown in Figure 5.21, the accumulator input
signal now exhibits a clean and full 0-20 V voltage swing, ensuring reliable data
capture by the accumulator register and validating the correct operation of the
modified ALU-ACC signal path.

5.5.2 Processor Performance Analysis

This section provides a quantitative evaluation of the designed 4-bit SiC processor
under different temperature conditions, focusing on its timing characteristics and
maximum operating frequency in high-temperature environments. By extracting
the propagation delay of the critical path and applying a consistent timing margin,
the minimum clock period T i, and corresponding maximum clock frequency
Fiax can be calculated. These results verify the functional feasibility and design
robustness of the processor when operating under extreme thermal conditions.

The analysis aims to determine the processor’s temperature-dependent perfor-
mance limits and assess its timing robustness up to 500°C. Circuit-level simula-
tions were performed to extract the propagation delay of the longest internal path,
expressed as (ch + Tlogic)r and the total clock period was computed as:

Tclk = (ch + Tlogic + Tsetup + Tskew) X (1 + Tmargin) (5-6)

In Equation 5.6, Tsetyp is conservatively approximated as /2 0.2 x ch(max). Based
on Section 5.3.1, the maximum Teq is 0.249 ps at room temperature, yielding a Tsetup
budget of 50 ns. T,y is also conservatively budgeted at 50 ns, and Tj;,4/gin is set to
15%. The selected critical path corresponds to the arithmetic logic execution path:

Input — ALU — ACC
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M3: 150.25u5 10.0V
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Figure 5.20: Simulated waveform showing voltage degradation at the accumulator
input before MUX replacement. The accumulator input signal (net32, highlighted
red) is clamped at approximately 15 V for logic high due to incorrect TG-MUX
biasing.

Figure 5.21: Simulated waveform after replacing the TG-MUX with a CMOS logic
MUX. The accumulator input signal (ALU_ACCO, highlighted red) now exhibits a
full 0-20 V voltage swing.
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The total delay for this path is calculated as shown in Figure 5.22. It is the
time difference between the triggering CLK signal (red) rising to 50% VDD (10V)
at 28.391 ps, and the final signal at the accumulator’s input, ALU_ACC[O0] (blue),
flipping and reaching 50% VDD at 29.449 ns. The ACC_WE signal is the accumula-
tor’s write enable, indicating the execution phase. From this, the total sum of Ty
and T, at 500°C is calculated to be 1.058 ps. This path includes the propagation
from the input register through the ALU to the accumulator update. It contains
multiple cascaded logic levels and represents the slowest internal signal transition
in the processor core, thereby defining the minimum feasible clock period.
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Figure 5.22: Transient simulation of the arithmetic logic execution path delay at
500°C.

In actual operation, another potential limiting path is the instruction fetch path:
PC — ROM — IR, which involves off-chip memory access and could contribute
additional latency. However, as the I/O interfaces and external memory were
modeled as ideal components (zero access delay) in the simulation, such external
effects are not reflected in the timing results. Therefore, the internal ALU exe-
cution path is used as the representative basis for determining T,k yin and Fyax,
and the result represents the theoretical maximum frequency of the processor core
logic in this analysis.

Two SiC CMOS device models were adopted in this work: the BSIM4SiC300
model from the Fraunhofer IISB SiC CMOS PDK v1.2 with the simulation tem-
perature limit of 300°C, and the SiC_CMOS_500dC model from the updated PDK

68



5.5. Processor Implementation and Performance Analysis

v1.3 with the simulation temperature limit of 500°C. Both models are based on the
same fabrication process.

During the top-level processor simulations, which comprise over 2000 transis-
tors, convergence issues were observed for both models at different temperature
ranges. Specifically, the SiC_CMOS_500dC model exhibited convergence errors at
low temperatures below 150°C, while the BSIM4SiC300 model failed to converge
at temperatures above 250°C. To ensure simulation stability across the full temper-
ature spectrum, the BSIM4SiC300 model was employed for the low-temperature
range from 27°C to 150°C, and the SiC_CMOS_500dC model was used for above
150°C. As summarized in Tables 5.3 and 5.4, the results show that at 150°C and
200°C, the SiC_CMOS_500dC model produces shorter propagation delay than the
BSIM4SiC300 model, indicating improved device speed and drive capability in the
updated version of the model at elevated temperatures. The simulation data dif-
ferences and convergence issues from both models will be fed back to the foundry
for future model accuracy improvement and verification.

Table 5.3: Propagation delay of ALU path (T, + Tlogic) and estimated T, and F5x
using the BSIM4SiC300 model.

Temperature (OC) ch + Tlogic (]-15) Teix (]-15) Finax (kHZ)
27 2.780 3.312 301.9
100 2.020 2.438 410.2
150 1.633 1.993 501.8
200 1.390 1.713 583.6

Table 5.4: Propagation delay of ALU path (T, + Tlogic) and estimated T, and Fy,y
using the SiC_CMOS_500dC model.

Temperature (OC) ch + Tlogic (llS) Teik (PS) Frax (kHZ)
150 1.209 1.505 664.3
200 1.100 1.380 724.6
250 1.046 1.318 758.8
300 0.972 1.233 811.2
350 0.965 1.225 816.5
400 0.963 1.222 818.0
450 1.028 1.297 770.9
500 1.058 1.332 750.9

The calculated T, and Fy,x results across temperatures are summarized in
Tables 5.3 and 5.4 and illustrated in Figure 5.21. These results show F;y increasing
from 301.9 kHz at 27°C and continuing to rise with the SiC_CMOS_500dC model
to a peak of 818 kHz at 400°C. At 500°C, F;,x remains high at 750.9 kHz. Notably,
the updated SiC_CMOS_500dC model predicts faster device speed than the older
BSIM4SiC300 model (e.g., 664.3 kHz vs. 501.8 kHz at 150°C). Despite this absolute
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Figure 5.23: Operation of the RISC processor from the room temperature to 500°C
using different models.

value difference from the model update, both models show a consistent trend of
performance improving with temperature in their respective valid ranges, aligning
with the decreasing Tcq trend of the D flip-flop shown in Figure 5.11b.

From a physical standpoint, the variation in processor timing performance
with temperature arises from the same competing mechanisms responsible for the
Tcg trend discussed in Section 5.3.1. At lower to moderate temperatures from
27°C to 400°C, factors such as the decrease in threshold voltage, increase in car-
rier concentration due to more complete dopant ionization, and the significant
reduction of p-type contact resistance collectively improve SiC transistor drive
strength [15, 30], thereby reducing delay. Conversely, at temperatures exceeding
400°C, the reduction in carrier mobility due to increased phonon scattering be-
comes the dominant factor, resulting in a slight increase in propagation delay.

Compared to prior work by Holmes et al. on the HiTSIC CMOS microcon-
troller (Fyqax ~ 800 kHz at 470°C) [6], the proposed processor demonstrates com-
parable high-temperature performance. The designed SiC processor core achieves
a peak internal operating frequency of 818 kHz at 400°C and maintains a stable
maximum frequency of 750.9 kHz under a 20 V supply and at 500°C. These results
confirm the robustness and timing reliability of the implemented core logic under
extreme temperature, establishing a solid basis for subsequent tape-out validation
and experimental verification.
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5.6 Summary of Circuit Design and Simulation

This chapter presented the circuit-level design and simulation of the 4-bit SiC RISC
processor in the Fraunhofer IISB 2 pm technology. Based on inverter analysis
across temperatures, optimal transistor sizing (L=6 ym, Wn=8 pm, Wp/Wn=3:1)
was determined for the standard cell library. Core modules, such as logic gates, the
ALU, registers, and the control unit, were implemented using these cells and ver-
ified via transient simulation for robust functionality up to 500°C. The integrated
top-level processor, comprising 2092 transistors, demonstrated correct functional
operation and timing coordination in simulations across the target temperature
range from 27°C up to 500°C. Based on critical path delay analysis, the maximum
stable operating frequency of the processor core was estimated to be approxi-
mately 750 kHz at 500°C. This verified circuit design provides a solid foundation
for the physical layout implementation detailed in Chapter 6.
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Chapter 6

Layout Design and Verification

Following the successful circuit-level design and simulation presented in Chapter
5, this chapter addresses the physical implementation phase: the layout design
and verification of the 4-bit SiC RISC processor. The primary goal is to trans-
late the validated schematics into a manufacturable layout adhering to the specific
design rules and constraints of the Fraunhofer IISB 2 um 4H-SiC CMOS process.
This involves establishing a robust digital standard cell library, meticulously im-
plementing the layouts for critical functional blocks like the ALU, registers, and
control unit, and finally integrating these modules into a complete top-level floor-
plan within the target 5 mm x 5 mm die area. The chapter details the standard
cell design methodology, routing strategies, power distribution network, and con-
cludes with the final verified layout of the processor core.

6.1 Design of Digital Standard Cell

The layout design of digital standard cells follows a regular and grid-based struc-
ture to ensure consistent geometry, routing hierarchy, and power distribution
across all logic elements. This uniformity facilitates automated placement and
interconnection in the top-level floorplan. Among all logic primitives, the CMOS
inverter is selected as the reference cell for defining the layout style, routing con-
ventions, and height standard for the entire standard-cell library.

Each inverter consists of one PMOS and one NMOS transistor arranged in a
vertically mirrored configuration. The two transistors share a common polysilicon
gate and are locally interconnected to form the pull-up and pull-down networks.
As illustrated in Fig. 6.1a, the inverter layout demonstrates the physical arrange-
ment of the transistors.

A spacing of 96 pm is reserved between the P-well and N-well regions to ac-
commodate the routing channel for signal interconnection and power access. This
design choice originates from a previous tape-out observation: when the Metal 2
(M2) layer was routed directly over the active region, it occasionally caused short-
circuit issues with the underlying Metal 1 (M1) layer connected to the transistor
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source/drain terminals. Following this finding, Fraunhofer IISB revised the DRC
rules of the 4H-SiC CMOS process to prevent M2 overlap above transistor pcell
areas. Consequently, all standard-cell routing must now be completed within the
inter-device region. To ensure sufficient margin for higher-level cross-cell connec-
tions, several layout iterations were performed, and a total spacing of six routing
tracks between the PMOS and NMOS devices was finally adopted. The number
and height of routing tracks remain consistent across all standard cells, ensuring
seamless abutment and alignment during cell placement.

impiNwell g 19/0
ImplPwell_g 20/0
ImpIN+_g 25/0
-

.é;%*x;»gziw:lw:ﬁ i S
RIS TP SIS IS IS

(a) (b)

Figure 6.1: Standard-cell layouts implemented in the IISB 4H-SiC CMOS process:
(a) Inverter (INV) standard cell layout showing the 6-track routing channel and
layer information; (b) XOR standard cell layout, where Metal 2 is employed to
relieve M1 congestion.

The core design philosophy of the standard cell is to achieve a compact layout.
Under the constraints of design rules and electrical reliability, the transistor place-
ment and interconnects are optimized to minimize cell area, thereby reducing the
overall chip footprint and improving logic density. The total cell height is uni-
fied to 179 nm, enabling straightforward row-based arrangement and cell reuse
during higher-level layout implementation. When arranged in standard-cell rows,
the substrate and well regions can be continuously extended and shared among
adjacent cells, achieving uniform body biasing and power distribution while sim-
plifying the power network design, as illustrated in Fig. 6.2.

Within each standard cell, M1 is primarily used for signal routing, source/drain
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connections, and local interconnects. When the M1 routing resources become lim-
ited, M2 is employed for auxiliary routing at the top of the cell and for cross-cell
connections, thereby alleviating M1 congestion and enabling inter-cell signal ex-
tension. For example, in the XOR gate layout as shown in Fig. 6.1b, M2 is used
to route overlapping signals and intermediate nodes that cannot be efficiently
realized within a single metal layer, maintaining layout clarity and connectivity.
Multiple via arrays are used to ensure robust vertical interconnects between M1
and M2. The layout strictly complies with the design rules regarding spacing, en-
closure, and well isolation, ensuring reliable operation and electrical consistency
at high temperatures.

By establishing unified cell height, routing track count, and power distribution
guidelines during standard-cell design, this methodology provides a standardized
foundation for the hierarchical implementation of more complex logic modules
such as latches, registers, and multiplexers. It also significantly enhances layout
reusability and scalability across the digital design hierarchy.

© MUX_2x1 MUX_2x1_TG

[ R W TS | RN |- SRR

Figure 6.2: Complete library of digital standard cells implemented in the proces-
sor design. All cells have been verified through Layout Versus Schematic (LVS)
and Design Rule Check (DRC) checks to ensure inter-cell connectivity consistency
and design-rule compliance. (Note: MUX_2x1_TG represents a transmission-gate-
based MUX, and BUF_1X denotes a single-stage buffer)
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6.2 Critical Module Layouts

This section presents the layout implementation of representative functional mod-
ules in the 4-bit SiC processor. Each module was implemented using the standard-
cell library introduced in Section 6.1 and verified through full DRC and LVS
checks. Within each module, M1 is primarily used for horizontal intra-cell routing,
while M2 is used for vertical and cross-row interconnections. To simplify internal
wiring and power distribution, most modules adopt a vertical layout orientation,
in which two adjacent standard-cell rows are mirrored to share the same power
(VDD) and ground (VSS) rails. This approach enables compact area utilization
and facilitates shared routing of key control and global signals, such as the output
register enable signal OutputReg_WE, the global clock signal (CLK), and the reset
signal (RST).

These modules were selected to represent the most layout-critical components
in terms of area utilization, routing complexity:

* 4-bit Output Register — a sequential storage block using vertically stacked
D flip flop cells with shared control and power rails (Fig. 6.3).

¢ 8-bit Program Counter (PC) — composed of two 4-bit register blocks with
integrated incrementer logic (Fig. 6.4b).

¢ 4-bit Arithmetic Logic Unit (ALU) — combining arithmetic and logic oper-
ations with dense M2 routing for carry and control signals (Fig. 6.4a).

¢ Control Unit (CU) — a logic-dominant FSM block coordinating instruction
sequencing with control buses (Fig. 6.5).

Overall, the modular layouts demonstrate hierarchical consistency and efficient
routing practices derived from the designed standard-cell library. By maintaining
uniform cell height, shared bias regions, and orthogonal metal routing, all blocks
achieve high layout regularity and compact integration suitable for 4H-SiC CMOS
implementation.

6.3 Top-Level Floorplan and Layout Implementation

This section presents the top-level floorplan and layout implementation of the 4-
bit SiC processor based on the standard-cell library described in Section 6.1. The
chip was designed using the Fraunhofer IISB 4H-SiC CMOS process, with a total
die area constrained within 5 mm x 5 mm. A hierarchical design methodology
was adopted, in which standard cells are organized into functional modules and
further integrated into the system-level layout. This approach ensures structural
regularity, design scalability, and efficient verification.

According to the pad-frame specification [26], the processor adopts a 40-pad
layout scheme, among which 24 pads are actively used for signal and power
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Figure 6.3: Layout of the 4-bit Output Register module.

connections. Each pad measures 200 ym x 200 ym and is implemented using
widened M2 layers with passivation openings to enable reliable wire bonding. A
certain area is reserved at the bottom of the chip, where several pads remain un-
used to facilitate potential extensions for future test structures—such as registers
with different transistor lengths or internal signal probing (e.g., extracting ALU
outputs) for module-level testing.

As shown in Fig. 6.6, the processor modules are arranged according to their
functional grouping to minimize critical path lengths and simplify routing;:

¢ Left: Input Latch and Instruction Register (IR)

¢ Center: Arithmetic Logic Unit (ALU)

¢ Right: Program Counter (PC), Accumulator (ACC), and Output Register
¢ Top: Control Unit (CU)

The power distribution network combines both vertical and horizontal metal
tracks. Continuous M2 rails form a closed loop surrounding the entire processor
core, providing complete power enclosure. This ring-shaped configuration en-
hances power integrity and signal isolation, effectively reducing noise coupling
between modules and minimizing voltage drop fluctuations, which is particularly
beneficial for stable operation at elevated temperatures.

For signal routing, M1 is primarily used for horizontal interconnections, while
M2 handles vertical and cross-module routing. This orthogonal routing scheme
reduces parasitic coupling and simplifies layout visualization and debugging.
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(a) 4-bit ALU (b) 8-bit Program Counter

Figure 6.4: Layout of the main computational blocks: (a) 4-bit ALU and (b) 8-bit
Program Counter (PC).

Figure 6.5: Layout of the Control Unit implementing the processor FSM.
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The global clock (CLK) and reset (RST) signals are introduced vertically from
the left edge of the chip and first buffered before entering the core logic. The inclu-
sion of buffer stages helps to reduce clock fan-out loading, equalize propagation
delays, and maintain signal integrity under high-temperature or large-capacitance
conditions. Unlike ordinary signal lines, the clock routing employs a widened
metal width to reduce resistance drop, mitigate electromigration risk, and improve
high-frequency transmission robustness and noise immunity.

The final top-level layout, shown in Fig. 6.6, has successfully passed both
DRC and LVS verification without any open or short errors. The resulting de-
sign achieves compact area utilization, clear signal hierarchy, and well-organized
module connectivity, while leaving sufficient space for future test and verification
structures.

-

Flgure 6.6: Top-level 4-bit RISC processor layout with labeled pad connections.
Corresponding to the I/O interface shown in Fig. 3.2, IC[x] represents the instruc-
tion bus, IN[x] the data input bus, A[x] the address bus, and O[x] the data output
bus. A 40-pad frame is used with 24 active I/O pads.
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6.4 Summary of Layout and Verification

This chapter reviewed the successful transformation of the 4-bit SiC RISC proces-
sor’s circuit schematics into a physical layout. A key achievement was establishing
a standard cell library with unified height and routing specifications compliant
with the Fraunhofer IISB 2 um process rules, enabling hierarchical and automated
layout. Based on this library, layouts for all core modules, including the ALU,
registers, and control unit, were completed. Finally, these modules were success-
fully integrated within the 5x5 mm? die area; the top-level layout incorporated
robustness strategies such as a ring power rail and buffered global signals. Cru-
cially, the final layout passed DRC and LVS verification, confirming the design’s
manufacturability and yielding the GDSII file ready for fabrication.
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Chapter 7

Conclusions and Future Work

7.1 Summary of Contributions

With the rapid advancements in fields like aerospace, nuclear energy, and auto-
motive technology, there is a growing demand for electronic systems capable of
reliable operation under extreme environmental conditions. This thesis aimed to
address this challenge, with the primary objective being the design, simulation,
and verification of a 4-bit RISC processor based on the Fraunhofer IISB 2 ym 4H-
SiC CMOS process. This processor was intended as a feasibility validation plat-
form for digital system-level integration using this emerging technology, targeting
stable operation at extreme temperatures up to 500°C.

To accommodate the unique constraints of the SiC process, particularly large
size of transistor and strict transistor budget, this project adopted an "ultra-minimalist"
architectural design philosophy. Key design decisions included placing the pro-
gram memory off-chip to conserve core area, employing a highly streamlined ISA
with only 11 instructions, and leveraging hardware-software co-design to mini-
mize control logic complexity. Given the limitations in automated digital design
flow support within the target SiC process PDK, a practical design methodology
was established: initial RTL synthesis using the open-source tool Yosys gener-
ated gate-level netlists and schematics, which then guided manual circuit-level
implementation, optimization, and simulation within the Cadence Virtuoso envi-
ronment. A cornerstone of this effort was establishing the fundamental transistor
sizing parameters (L = 6 pum, W, =8 um, and a W, /W, ratio of 3:1), carefully de-
termined through simulation to balance performance, area, and high-temperature
reliability. Based on these parameters, a custom SiC standard cell library was de-
veloped and characterized; this library included essential logic units like inverters,
NAND gates, NOR gates, transmission-gate multiplexers, D-type flip-flops, and
D latches, all optimized for operation up to 500°C and area efficiency within the
2 pm process.

The primary achievements and verification efforts of this project are summa-
rized as follows: First, the functional completeness of the processor design was
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demonstrated through comprehensive simulations spanning from the RTL behav-
ioral level down to the transistor circuit level, confirming the correct execution of
all defined arithmetic, logic, and data transfer instructions. Second, the capability
for high-temperature operation was verified; transient simulation results showed
that all individual modules as well as the complete top-level processor operate sta-
bly at the target extreme temperature of 500°C, exhibiting clean signal transitions
and correct timing. Further simulations confirmed reliable operation of these cir-
cuit components across the entire temperature range from 27°C to 500°C. Third,
regarding performance verification, detailed timing analysis based on critical path
simulations established the processor’s Fy,x. This analysis indicated reliable logic
performance peaking at approximately 817 kHz at 400°C and maintaining up to
750 kHz at the target temperature of 500°C. The characteristic non-monotonic tem-
perature dependence of delays in SiC devices was also captured during charac-
terization. Finally, on the physical design front, a complete custom layout of the
processor was successfully implemented using the developed standard cell library,
passing both DRC and LVS verification checks. The final layout comprised 2092
transistors, well below the initial budget estimate of approx. 3000, confirming the
feasibility of manufacturing the design within the 5 mm x 5 mm die area.

In conclusion, this thesis successfully delivered a complete and verified de-
sign for a 4-bit SiC RISC processor, covering the entire flow from architectural
conception to final layout. Simulations confirmed its robust functionality up to
500°C and validated its potential to operate reliably at frequencies reaching 750
kHz under these extreme conditions. This work validates the capability of the
Fraunhofer IISB 4H-SiC CMOS process to support complex digital system-level
integrated circuits beyond basic logic gates. It thereby establishes a foundation for
the future development of more sophisticated SiC-based digital systems tailored
for demanding harsh-environment applications.

7.2 Future Work

Although this thesis successfully demonstrates the feasibility of designing a 4-bit
RISC processor in SiC CMOS technology and comprehensively verifies its func-
tionality and performance at high temperatures through simulation, several av-
enues remain for further exploration to advance this technology towards practical
applications.

Firstly, the crucial next step is fabrication and experimental validation. Taping
out the completed processor layout through the MPW service offered by Fraun-
hofer IISB is essential. Once the actual chips are obtained, comprehensive exper-
imental testing is necessary. This testing should particularly focus on functional
verification and performance characterization under high-temperature conditions,
ranging from room temperature up to 500°C and potentially beyond. This in-
cludes measuring the actual F,;x, power consumption, correctness of instruction
execution, and long-term operational reliability. The acquired experimental data
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will not only definitively confirm the design’s effectiveness but also allow for com-
parison with the simulation results presented in Chapter 5. This comparison is in-
valuable for assessing the accuracy of the existing SiC PDK device models across
a wide temperature range and providing crucial feedback for subsequent designs.

Secondly, there is room for improvement in the design flow and process opti-
mization. The current flow, relying on a combination of Yosys synthesis and man-
ual circuit implementation, while functional, is inefficient and difficult to scale to
more complex designs. Future work should focus on developing a complete auto-
mated digital design flow. Specifically, establishing a SiC standard cell library that
includes accurate timing information (.lib files) is critical. This would enable the
use of standard P&R tools, facilitating fully automated synthesis from RTL code
to GDSII layout, thereby significantly enhancing design efficiency and reliability.
Furthermore, the experimental data obtained from chip testing should be fed back
to the foundry. This feedback can help refine the SiC device models, particularly
improving their predictive accuracy and addressing potential timing closure is-
sues observed under <150°C for system level simualtion, thus supporting more
accurate performance prediction and timing convergence in future designs.

Finally, architecture enhancements and system-level integration represent im-
portant directions for increasing the processor’s practicality. To make the pro-
cessor more autonomous and powerful, integrating on-chip memory could be
considered. For example, incorporating on-chip program ROM and data RAM,
possibly based on the 6T SRAM cell designs previously validated, would trans-
form it into a true single-chip microcontroller (MCU). The instruction set could
also be expanded to include control flow instructions such as branches, jumps,
and subroutine calls, although this would necessitate more complex designs for
the control unit and program counter logic. More significantly, to handle the sen-
sor data precision and algorithmic complexity required by real-world automotive
and aerospace applications, expanding the 4-bit datapath to a 16-bit architecture
represents a critical and logical progression. The ultimate goal could be to inte-
grate this SiC processor core with other SiC functional blocks already developed
on the same process platform such as ADCs or UV sensors, creating a complete
SiC System-on-Chip (SoC) tailored for specific high-temperature sensing, control,
or computation applications. Realizing these advanced architectures and levels of
integration, however, will undoubtedly require concurrent advancements in the
underlying SiC CMOS technology itself, particularly in achieving higher integra-
tion densities through smaller process nodes. Successfully achieving these techno-
logical and architectural milestones would fully leverage the unique advantages
of SiC technology in extreme environments.
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Appendix A

Source Code

A.1 Control Unit Behavioral Implementation

// ===============so=so=sssssSsSSsSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSs=s=s==ss
// Control Unit (Direct-Connect Version)
// Based on the "Direct Connection + Write Suppression” philosophy.

// This CU does NOT generate the ALU_Sel signal.

// ============ssssSssSssSssSSsSSsSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS==s==s==s=
module ControlUnit(

/1 ===

input wire
input wire
input wire

// ——-
output
output
output
output
output
output

// ALU_

);

O
reg
reg
reg
reg
reg
reg

clk,
rst,
[3:0] I, // 4-bit Opcode

PC_INC,

IR_WE,

ACC_WE,
InputReg_LE,
OutputReg_WE,
ACC_Mux_Select

Sel is no longer an output of this

module

// State Assignments (8 states -> 3 state bits)
localparam
localparam
localparam
localparam
localparam
localparam
localparam

FETCH = 3'b000;
DECODE = 3'b001;
EXECUTE_ALU = 3'b010;
EXECUTE_OUT = 3'b011;
EXECUTE_CLR = 3'b100;
EXECUTE_OTHER = 3'b101;
END_CYCLE = 3'b110;
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localparam HALTED = 3'b111;

// State Registers
reg [2:0] current_state, next_state;

// Next-State Logic (Combinational)
always @(*) begin
case (current_state)
FETCH: next_state = DECODE;
DECODE:
if (I[3] == 1'b0@) begin // ALU-type instruction
next_state = EXECUTE_ALU;
end else begin // Non-ALU-type instruction
case (I)
4'b1000: next_state
4'b1001: next_state
4'b1010: next_state
default: next_state

EXECUTE_OUT;
EXECUTE_CLR;
HALTED;
EXECUTE_OTHER;

endcase
end
EXECUTE_ALU, EXECUTE_OUT, EXECUTE_CLR, EXECUTE_OTHER: next_state =
END_CYCLE;
END_CYCLE: next_state = FETCH;
HALTED: next_state = HALTED;
default: next_state = FETCH;

endcase
end

// State Register Update (Sequential)
always @(posedge clk or posedge rst) begin
if (rst)
current_state <= FETCH;
else
current_state <= next_state;
end

// Output Logic (Combinational)
always @(*) begin
// Default all signals to @ (inactive)

PC_INC = 1'bo;
IR_WE = 1'bo;
ACC_WE = 1'b0@; // CRITICAL: Default is @ to suppress writes
InputReg_LE = 1'b0;
OutputReg_ WE = 1'b0;

90



A.1. Control Unit Behavioral Implementation

ACC_Mux_Select = 1'b0;

// Activate signals based on the current state

case (current_state)
FETCH: begin
IR_WE = 1'b1;

PC_INC

ACC_WE
InputReg_LE
OutputReg_WE
ACC_Mux_Select

end
EXECUTE_ALU: begin

// For ALU ops, we MUST enable the write to ACC

ACC_WE =

1'b1;

InputReg_LE = 1'b1;

PC_INC
IR_WE
OutputReg_WE
ACC_Mux_Select
end
EXECUTE_OUT: begin
OutputReg_WE =

PC_INC
IR_WE
ACC_WE
InputReg_LE
ACC_Mux_Select
end
EXECUTE_CLR: begin
// For CLR, we
ACC_WE
ACC_Mux_Select

PC_INC
IR_WE
InputReg_LE
OutputReg_WE
end
END_CYCLE: begin

1'b0;
1'b0;
1'b0;
1'b0;

also enable the write to ACC (via MUX)

1'b1;
1'b1;

1'b0;
1'b0;
1'b0;
1'b0;
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PC_INC = 1'b1;
IR_WE = 1'b0o;
ACC_WE = 1'b0;
InputReg_LE = 1'b0;
OutputReg_ WE = 1'b0;
ACC_Mux_Select = 1'b0;
end
HALTED: begin
PC_INC = 1'bo;
IR_WE = 1'bo;
ACC_WE = 1'b0o;
InputReg_LE = 1'b0;
OutputReg_WE = 1'b0;
ACC_Mux_Select = 1'bh0;
end

// Note: For EXECUTE_OUT and EXECUTE_OTHER, ACC_WE remains 0,
// successfully suppressing the unwanted ALU calculation.
endcase
end
endmodule

A.2 Control Unit Structural Implementation

// This module implements the complete Control Unit,
// using a Finite State Machine (FSM) structure. The Boolean expressions
// have been updated according to the revised design.
module ControlUnit (
// Sequential Logic Inputs
input clk, // System clock
input rst, // Asynchronous reset signal

// FSM Inputs
input [3:0] I, // 4-bit instruction opcode (from IR)

// FSM OQutputs

output PC_INC,

output IR_WE,

output ACC_WE,

output InputReg_LE,

output OutputReg_WE,

output ACC_Mux_Select,

output [2:0] current_state_out // Optional debug output
)5
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Y
// Internal Signal Declarations
[/ mmm e e

// State Register: 3-bit D-Flip-Flop to store the current state S[2:0]
reg [2:0] current_state;

// Output of the next-state logic (Input to the D-Flip-Flop)
wire [2:0] next_state;

[/ mmmm
// Part 1: State Register
// This is the sequential logic part, responsible for updating and storing the
current state.
[/ —mmmm e
always @(posedge clk or posedge rst) begin
if (rst) begin
// Asynchronous reset, forces the state back to 000 (Fetch)
current_state <= 3'b000;
end else begin
// On the rising edge of the clock, latch the next state as the current
state.
current_state <= next_state;
end
end

[/

// Part 2: Next-State Logic

// This is the combinational logic part, calculating the next state based on the
current state and opcode.

// Aliases for the current_state bits
wire S2 = current_state[2];
wire S1 current_state[1];
wire S@ = current_state[0];

// Aliases for the opcode_in bits
wire I3 = I[3];

wire I2 = I[2];
wire I1 = I[1];
wire 10 = I[0];
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// next_state[0] logic

assign next_state[0] = (~S2 & ~S1 & ~S@) |
(~S2 & ~S1 & S@ & (I3 & (I1 | I2 | ~1@))) |
(S2 & S1 & S0);

// next_state[1] logic

assign next_state[1] = (~S2 & ~S1 & SO & (~I3 | (~I2 & ~1IQ))) |
(~S2 & S1) |
(52 & ~S1) |
(S2 & S0);

// next_state[2] logic

assign next_state[2] = (~S2 & ~S1 & SO & (I3 & (I0 | I1 | I2))) |
(~S2 & S1) |
(S2 & ~S1) |
(S2 & S0);

[/ =

// Part 3: Output Logic

// These output expressions remain unchanged as they are already in their
simplified, final form.

// PC_INC (Program Counter Increment)
assign PC_INC = S2 & S1 & ~S@;

// IR_WE (Instruction Register Write Enable)
assign IR_WE = ~S2 & ~S1 & ~S0;

// ACC_WE (Accumulator Write Enable)
assign ACC_WE = (~S2 & S1 & ~S@) | (S2 & ~S1 & ~S0);

// InputReg_LE (Input Register Latch Enable)
assign InputReg_LE = ~S2 & S1 & ~S0O;

// OutputReg_WE (Output Register Write Enable)
assign OutputReg_WE = ~S2 & S1 & SO;

// ACC_Mux_Select (Accumulator MUX Select)
assign ACC_Mux_Select = S2 & ~S1 & ~S0;

// Assign the current state to the optional output
assign current_state_out = current_state;
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endmodule

Behavioral simulation of the structural implementation confirmed that its func-
tional behavior matched the original behavioral-level Verilog implementation, ver-
ifying the correctness of the manual logic derivation.

A.3 SiC 4-bit Processor Implementation

// s

// e

module Processor(
// —-== Inputs ---

input wire
input wire
input wire
input wire

clk,

rst,
[3:0] instruction_in, // From external instruction memory (ROM)
[3:0] external_data_in, // From external data input port

// --- Outputs ---
output wire [7:0] address_out, // Address to instruction memory (ROM)
output wire [3:0] external_data_out // To external data output port

);

// --- Internal Control Signals ---
wire PC_INC;

wire IR_WE;

wire ACC_WE;

wire InputReg_LE;
wire OutputReg_WE;
wire ACC_Mux_Select;

// —--- Internal Datapath Signals ---

wire [3:0]
wire [3:0]
wire [3:0]
wire [3:0]
wire [3:0]

ir_out;
acc_out;
input_reg_out;
alu_out;
acc_mux_out;

// 1. Control Unit (CU)

ControlUnit cu (
.clk(clk),
.rst(rst),
.I(ir_out),
.PC_INC(PC_INC),
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.IR_WE(IR_WE),
.ACC_WE (ACC_WE),
.InputReg_LE(InputReg_LE),
.OutputReg_WE (OutputReg_WE),
.ACC_Mux_Select (ACC_Mux_Select)
);
// 2. ALU
ALU alu_inst (
.A(input_reg_out),
.B(acc_out),
CALU_Sel(ir_out[2:0]), // <-- Direct connectionm
.Result(alu_out)
);
// 3. Program Counter
reg [7:0] pc_reg;
assign address_out = pc_reg;
always @(posedge clk or posedge rst) begin
if (rst)
pc_reg <= 8'h0o;
else if (PC_INC)
pc_reg <= pc_reg + 1;
end

// 4. Instruction Register
reg [3:0] ir_reg;
assign ir_out = ir_reg;
always @(posedge clk or posedge rst) begin
if (rst)
ir_reg <= 4'h7; // Reset to NOP (No Operation) instruction
else if (IR_WE)
ir_reg <= instruction_in;
end

// 5. Input Latch
reg [3:0] input_reg;
assign input_reg_out = input_reg;
always @(*) begin
if (rst) begin
input_reg = 4'h0;
end else if (InputReg_LE) begin
input_reg = external_data_in;
end // This creates a level-sensitive latch
end
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// 6. Accumulator MUX
assign acc_mux_out = ACC_Mux_Select i 4'b0000 : alu_out;

// 7. Accumulator (ACC)
reg [3:0] acc_reg;
assign acc_out = acc_reg;
always @(posedge clk or posedge rst) begin
if (rst)
acc_reg <= 4'ho;
else if (ACC_WE)
acc_reg <= acc_mux_out;
end

// 8. Qutput Register
reg [3:0] output_reg;
assign external_data_out = output_reg;
always @(posedge clk or posedge rst) begin
if (rst)
output_reg <= 4'ho;
else if (OutputReg_WE)
output_reg <= acc_out;
end

endmodule

// This module implements the complete Control Unit,
// using a Finite State Machine (FSM) structure. The Boolean expressions
// have been updated according to the revised design.
module ControlUnit (
// Sequential Logic Inputs
input clk, // System clock
input rst, // Asynchronous reset signal

// FSM Inputs
input [3:0] I, // 4-bit instruction opcode (from IR)

// FSM Outputs

output PC_INC,

output IR_WE,

output ACC_WE,

output InputReg_LE,

output OutputReg_WE,

output ACC_Mux_Select,

output [2:0] current_state_out // Optional debug output
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);

/] —mm e
// Internal Signal Declarations
[/ —mm

// State Register: 3-bit D-Flip-Flop to store the current state S[2:0]
reg [2:0] current_state;

// Output of the next-state logic (Input to the D-Flip-Flop)
wire [2:0] next_state;

[/ —mmm e
// Part 1: State Register
// This is the sequential logic part, responsible for updating and storing the
current state.
[/ —mmm
always @(posedge clk or posedge rst) begin
if (rst) begin
// Asynchronous reset, forces the state back to 000 (Fetch)
current_state <= 3'b000;
end else begin
// On the rising edge of the clock, latch the next state as the current
state.
current_state <= next_state;
end
end

[/ —mmm

// Part 2: Next-State Logic

// This is the combinational logic part, calculating the next state based on the
current state and opcode.

// Aliases for the current_state bits
wire S2 = current_state[2];
wire S1 = current_state[1];
wire S@ = current_state[0];

// Aliases for the opcode_in bits
wire I3 = I[3];

wire I2 = I[2];
wire I1 = I[1];
wire I0 = I[0];
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// next_state[0] logic

assign next_state[0] = (~S2 & ~S1 & ~SQ) |
(~S2 & ~S1 & S0 & (I3 & (I1 | I2 | ~I0))) |
(S2 & S1 & S0);

// next_state[1] logic

assign next_state[1] = (~S2 & ~S1 & SO & (~I3 | (~I2 & ~I0))) |
(~S2 & S1) |
(S2 & ~S1) |
(S2 & S0);

// next_state[2] logic

assign next_state[2] = (~S2 & ~S1 & S0 & (I3 & (I0 | I1 | I2))) |
(~S2 & S1) |
(52 & ~S1) |
(S2 & S0);

[/ —mmmm

// Part 3: Output Logic

// These output expressions remain unchanged as they are already in their
simplified, final form.

// PC_INC (Program Counter Increment)
assign PC_INC = S2 & S1 & ~S0;

// IR_WE (Instruction Register Write Enable)
assign IR_WE = ~S2 & ~S1 & ~S0;

// ACC_WE (Accumulator Write Enable)
assign ACC_WE = (~S2 & S1 & ~S@) | (S2 & ~S1 & ~S0);

// InputReg_LE (Input Register Latch Enable)
assign InputReg_LE = ~S2 & S1 & ~S0;

// OutputReg_WE (Output Register Write Enable)
assign OutputReg_WE = ~S2 & S1 & SO;

// ACC_Mux_Select (Accumulator MUX Select)
assign ACC_Mux_Select = S2 & ~S1 & ~S0;

// Assign the current state to the optional output
assign current_state_out = current_state;
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endmodule

// === === === === === === ===

// Arithmetic Logic Unit (ALU) Module
// This is a purely combinational module that performs all arithmetic and logic
// operations for the processor.

// === === === === === === ===
module ALU(

// —--= Inputs ---

input wire [3:0] A, // Input A (from Input Register)

input wire [3:0] B, // Input B (from Accumulator)

input wire [2:0] ALU_Sel, // Operation select signal

// —--- OQutput ---

output reg [3:0] Result // 4-bit result of the operation
)5

// This combinational block continuously calculates the result
// based on the current inputs.
always @(*) begin

case (ALU_Sel)

3'b000: Result = A + B; // ADD
3'b001: Result = A - B; // SUB
3'b010: Result = A & B; // AND
3'b011: Result = A | B; // OR
3'b100: Result = A * B; // XOR
3'b101: Result = ~B; // NOT (on B)
3'b110: Result = A; // Pass A
3'b111: Result = B; // Pass B
default: Result = 4'ho; // Default to @ for safety
endcase
end
endmodule
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