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Perceived Conversation Quality
iIn Spontaneous Interactions

Chirag Raman™, Navin Raj Prabhu, Member, IEEE, and Hayley Hung™, Member, IEEE

Abstract—The quality of daily spontaneous conversations is of importance towards both our well-being as well as the development of
interactive social agents. Prior research directly studying the quality of social conversations has operationalized it in narrow terms,
associating greater quality to less small talk. Other works taking a broader perspective of interaction experience have indirectly studied
quality through one of the several overlapping constructs such as rapport or engagement, in isolation. In this work we bridge this gap by
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proposing a holistic conceptualization of conversation quality, building upon the collaborative attributes of cooperative conversation
floors. Taking a multilevel perspective of conversation, we develop and validate two instruments for perceived conversation quality
(PCQ) at the individual and group levels. Specifically, we motivate capturing external raters’ gestalt impressions of participant
experiences from thin slices of behavior, and collect annotations of PCQ on the publicly available MatchNMingle dataset of in-the-wild
mingling conversations. Finally, we present an analysis of behavioral features that are predictive of PCQ. We find that for the
conversations in MatchNMingle, raters tend to associate smaller group sizes, equitable speaking turns with fewer interruptions, and

time taken for synchronous bodily coordination with higher PCQ.

Index Terms—Perceived conversation quality, spontaneous interactions, social and behavioral sciences, group interactions

1 INTRODUCTION

PICTURE a spontaneous interaction such as a daily social
conversation at work or home. The quality of such con-
versations is of importance towards both our well-being as
well as the development of interactive technologies that
influence our daily lives. At an individual level, conversation
quality is directly associated with our happiness and life sat-
isfaction [1], [2]. Furthermore, human judgement of conver-
sation quality is a common measure for the evaluation of
artificial conversation agents [3], [4]. Despite its importance,
little prior research has directly studied conversation quality
or jointly considered the factors affecting its perception.

One challenge is that conversation quality is not directly
measured, and needs to be inferred from observable verbal
and non-verbal behavioral cues. This has led to some research
viewing conversation quality in narrow terms, considering
only isolated attributes of the conversation. For instance,
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Milek et al. [1] and Mehl et al. [2] consider greater conversa-
tion quality to correspond to less small talk and information
exchange at more than a trivial level of depth. On the other
hand, taking a broader view of conversation quality runs into
another challenge: its potential intersection with several over-
lapping social concepts. These include rapport [5], bonding
[6], interest-levels [7], and involvement [8] amongst others.
When studied towards the development of interactive dia-
logue agents, the focus has been on the verbal content of non-
spontaneous dyadic conversations with a chatbot [3], [4]. In
the second ConvAI2 Challenge, the human judgment of qual-
ity was evaluated simply as a measure of enjoyment through
the question “How much did you enjoy talking to this user?” [4].
See et al. [3] conducted a large-scale study to identify the fine-
grained factors governing human judgments of full conversa-
tions. Even here, the human judgment of overall quality is
expressed in terms of the humanness and engagingness of artifi-
cially generated verbal dialogues. Moreover, the recording of
spontaneous conversations in a way that enables the tran-
scription of verbal content constitutes a privacy concern with
ethical implications [9], [10]. Consequently, while individual
factors have been studied in isolation, joint consideration of
the multiple aspects of conversation quality in natural, spon-
taneous conversations remains a knowledge gap.

In this work, we take the perspective that such a holistic
characterization of the quality of multiparty spontaneous
interactions is an important objective in the development of
socially intelligent systems. For instance, consider a social
robot approaching a conversing group of people, as illustrated
in Fig. 1. Here, a perception of the group’s experience of the
conversation as a whole could aid the social agent in develop-
ing more nuanced policies of approach. Furthermore, an esti-
mate of each individual’s experience could then aid the agent
in developing personalized adaptive strategies to conduct the
subsequent interaction smoothly.

1949-3045 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 1. Conceptual illustration of individual experiences existing in the
perception of interacting partners, and how an external perceived mea-
sure of individual-level (green) and group-level (red) experience is rele-
vant for the development of artificial interactive social agents.

In addition to a holistic characterization, we specifically
argue for a perceived measure of conversation quality in this
work, at both the individual and the group levels. This is in
contrast to existing efforts for quantifying quality-related
aspects of conversations, which have largely focused on
self-reported measures after interactions [5], [6], [11], [12].
While such measures attempt to estimate an individual’s
true experience in situ, they also suffer several drawbacks
including desirability bias [13], egoistic bias [13], [14], and
recall bias and cognitive errors [15]. On the other hand, a per-
ceived measure of experience quantifies how participants
seem to be experiencing the interaction to an external third-
party observer [7], [8], [16]. While such a measure may not
capture the true experience, it closely models how we conduct
interactions based on imperfect estimates of our conversation
partners’ experiences, and is therefore also useful towards the
development of machines with social intelligence.

Concretely, we make three contributions in this work. First,
we introduce the novel measure of Perceived Conversation
Quality (PCQ) towards quantifying social experience in spon-
taneous interactions by jointly considering potentially over-
lapping related constructs. Second, we present an instrument
for collecting annotations of PCQ at both the individual and
the group level. We validate the instrument on the publicly
available MatchNMingle dataset [9] of mingling interactions
following a speed-dating event. Third, we present insights
into the behavioral features that predict PCQ through confir-
matory statistical analysis and empirical data-driven analysis.

Our preliminary work on this topic was presented in [17],
which described the proposed instrument and analysis of
annotations. The experiments we present in this manuscript
(Section 5 onward) are completely new. Moreover, this manu-
scriptis a complete rewrite; compared to our prior publication
the manuscript now includes a clearer (i) overall presentation
and motivation, (ii) organization of related literature, and (iii)
description of the process of conceptualizing, validating, and
analyzing PCQ.

2 RELATED WORK

Spontaneous interactions are considered to be non task-
directed, unconstrained, and typically occurring in natural sit-
uations [18], [19], [20]. In such a dynamic conversation setting,
several constructs emerge. These include descriptors of inter-
personal relationships amongst participants (e.g., rapport [5]
and bonding [6]), or those which capture qualitative attributes
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of the interaction (e.g., involvement [8], [21], engagement [22],
and interest-levels [7]).

2.1 Rapport and Bonding

Rapport and bonding have been widely studied as a pair-
wise phenomena using self-reported measures [5], [6], [11].
Muller et al. [5] define rapport as “the close and harmonious
relationship in which interaction partners are ‘in sync’ with
each other”. The authors used a self-reported questionnaire
adapted from Bernieri et al. [23] to measure rapport for every
pair of individuals within small interaction groups. Another
related social concept is bonding, which measures positive
personal attachment including “mutual trust, acceptance, and
confidence” amongst interacting pairs [24]. Based on this defi-
nition, Jaques et al. [6] studied bonding in human-agent inter-
actions, using the bonding subscale of the Working Alliance
Inventory (B-WAI [24].

2.2 Involvement, Engagement, and Interest-Levels
Antil [21] defines involvement as “the level of perceived
personal importance and/or interest evoked by a stimulus
(or stimuli) within a specific situation”. Following Antil’'s
view of involvement as a non-binary variable, Oertel et al.
[8] developed a 10-level annotation scheme for joint involve-
ment of a group based on intuitive, listener-independent
impressions of prosody and body and face movement. Oer-
tel and Salvi [25] proposed a gaze-based method to relate
group involvement to individual engagement in multiparty
dialogue. Several researchers have conceptualized group
cohesion to study its influence on task performance [26], in
settings such as meetings [27], [28] and long-term crew mis-
sions [29], [30]. Gatica-Perez et al. [7] define group interest-
levels as, “the perceived degree of interest or involvement
of the majority of the group”. The authors provided per-
ceived annotations for interest-levels using audio-visual
recordings of interactions, on a discrete 5-point scale. To this
end, the external annotators were instructed to attend to inter-
est-indicating activities such as note-taking, focused gaze, and
avid participation in discussion. Note that these constructs
have all been defined and studied in task-directed settings.

2.3 General Measures of Interaction Experience

In contrast to efforts focusing on specific social concepts,
some recent approaches have proposed more general meas-
ures of experience in conversations. Cuperman and Ickes
[12] introduced the Perception of Interaction (POI) question-
naire as part of a study to examine the effects of gender and
personality traits on participant behaviors in dyadic interac-
tions. The questionnaire collected self-reported measures
of a participant’s perception of their interaction experience.
These aspects included the perceived quality of the interac-
tion, the degree of rapport they felt they had with the other
person, and the degree to which they liked the other person.
This measure of interactions has been adapted by other
works to study bonding [6] and interaction experience [31].
Lindley and Monk [16] follow the rationale that experience
itself is difficult to quantify, but since it is entwined with
social interaction, we might characterize experience by mea-
suring aspects of conversation that are related to it. They
studied several behavioral process measures and developed
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the Thin-Slice Enjoyment Scale (TES): a measure of empathized
enjoyment in social conversations from ratings of thin slices of
behavior by naive judges. In their factor analysis, the authors
found that the judges viewed enjoyment and conversation flu-
ency as being related. However, the POI was developed for
self-reported measures, and neither work considered sponta-
neous interaction settings: Cuperman and Ickes [12] considered
scripted dyadic interactions with confederates, while Lindley
and Monk [16] developed the TES within the particular task-
directed context of photo sharing.

3 PERCEIVED CONVERSATION QUALITY

3.1 Initial Conceptualization

The primary influences for our conceptualization of PCQ are
the works of Edelsky [32], Lindley and Monk [16], and Cuper-
man and Ickes [12]. Specifically, from these works we motivate
the rationale behind our choices of (i) focusing on the coopera-
tive aspects of conversation towards conceptualizing PCQ, and
(i) rating thin slices of behavior to capture the gestalt impres-
sions raters have of the continually unfolding conversation.

In an analysis of social interactions in a series of meetings,
Edelsky [32] observed two contrasting styles of conversation,
termed cooperative floors and exclusive floors. Cooperative floors
are characterized by collaborative stretches of “free-for-all” con-
versation accompanied by a feeling of participants being “on
the same wavelength” [32, p. 391]. (In contrast, the exclusive
floor is owned by a single person with turns rarely overlap-
ping.) This notion of the cooperative floor captures the sense of
engagement associated with positive experiences, and has been
since linked with informal social interactions [33], [34], [35] and
enjoyment [36]. As such, we observe that Edelsky’s notion of
“on the same wavelength” strongly resonates with the POI
questionnaire’s focus on how interaction partners relate to each
other [12]. Subsequent researchers have also derived qualitative
measures of conversation based on the “free-for-all” aspects of
Edelsky’s description. These include conversational equality
and freedom [16] (or interactivity [37]), and fluency through the
occurrence of frequent turns [16], [38].

Ambady and Rosenthal [39] propose that thin slice judg-
ments of behavior can be usefully made so long as the variables
in question are observable and there is an affective or interper-
sonal component. They suggest that this is because such infer-
ences are made through subconscious decoding of expressive
behavior, with judgemental accuracy being strongly linked to
“gestalt, molar impressions based on nonverbal behavior” [40,
p- 439]. This result supports previous research showing that
molar impressions, although vaguer and fuzzier, generally
yield more useful information than the coding of specific
behaviors without accounting for overall context. Researchers
often encourage the formation of this gestalt impression by
intentionally reducing information presented to raters, e.g.,
removing speech content while retaining tone of voice or extin-
guishing facial expressions [41]. In contrast, obtaining judg-
ments of gestalt impressions is a natural fit for spontaneous
interaction settings where recording speech or ego-centric per-
spectives is often not possible to preserve privacy [9], [10], [42].

3.2 Pilot Qualitative Interviews With Naive Judges
We conducted pilot qualitative interviews with three naive
judges to verify if our initial conceptualization matched the

Fig. 2. A snapshot from the MatchNMingle dataset [43].

lay interpretation of PCQ. All judges were students enrolled
in technical Masters programs at the authors’ university.
The judges were shown unaltered recordings from the pub-
licly available MatchNMingle (MnM) dataset [43], and
asked what they thought of the conversations in the scene.
Fig. 2 illustrates a snapshot of a scene from MnM. To obtain
unbiased impressions, we didn’t specify our focus on con-
versation quality, nor our conceptualization of it. All judges
(i) described a continually evolving perception of partici-
pant experiences over the conversation lifetime, aligning
with our choice of rating thin slices of behavior rather than
a single rating for the entire conversation; (ii) described per-
ception of individual experiences as well as the group as a
whole, aligning with our choice of measuring PCQ at the
individual- and group- levels separately; and (iii) identified
the attributes of equal opportunity for speaking, smooth-
ness of interaction, and interpersonal relationships that
strongly resonates with the prior work that serves as our
primary influences [12], [16], [32].

3.3 Definition and Constituents
Following our initial conceptualization and pilot interviews,
we formalize PCQ of a spontaneous interaction as

the degree to which participants in the spontaneous
interaction appear to be on the same wavelength
and maintain an equal opportunity floor, as per-
ceived by an external observer.

Further, in the following subsections we present three
constituents of PCQ that categorize the multiple social con-
cepts associated with this definition.

3.3.1 Interpersonal Relationships

This constituent describes the degree of association between
participants or the notion of being in-sync with one’s inter-
action partners, using constructs such as rapport [5] and
bonding [6]. More specifically, the constituent measures the
degree to which an individual was accepted and respected
by other individuals in the group or the degree to which the
other individuals were paying attention to the individual.
Increased bonding and rapport amongst interacting partners
is widely acknowledged to result in improved collaboration,
and improved interpersonal outcomes, thereby having a key
influence on the PCQ.

3.3.2 Nature of Interaction

This constituent describes the degree to which the interac-
tion was smooth and relaxed or forced and awkward. It cap-
tures the notion of whether the participants are having a
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Fig. 3. lllustrating the scope of observation to measure the group-level
(red) and individual-level (green) PCQ.

positive and pleasant experience, drawing upon the quality
of interaction aspects of the POI [12].

3.3.3 Equal Opportunity

This constituent captures the free-for-all collaborative aspects
of Edelsky’s description of cooperative floors [32]. It
describes the notion of equality of opportunity for participa-
tion shared amongst interacting partners, capturing the
sense of cohesiveness and engagement in informal conver-
sations. This includes factors such as conversation freedom
[44], equality, and fluency [16] and an individual’s opportu-
nity to take the lead in the conversation [6], [12].

3.4 PCQ Questionnaires: A Multilevel Perspective
We devise two independent questionnaires to measure PCQ
at the individual and group levels. This follows our broader
multilevel perspective [45] of social interactions where con-
structs can be conceptualized at different levels, such as the
individual, dyadic, and group levels. While prior works have
often considered constructs at a single level (e.g., Miiller et al.
[5] consider rapport as a dyadic pairwise construct), a multi-
level perspective aligns better with our pilot judges’ descrip-
tions of attributes pertaining to individuals and groups as a
whole. Moreover, some prior works on conversation group
dynamics have indeed also taken a multilevel perspective:
Oertel and Salvi [25] distinguish overall group involvement
from individual engagement, obtaining separate annotations
at both levels. In the case of PCQ, our view is that an observer’s
perceptions of individual affect and behavior dynamically
interact to contribute to an overall group-level perception.
Fig. 3 illustrates the scope of observations towards measuring
PCQ at each level.

The individual level captures what the quality of the conver-
sation appears to be to a particular individual. The focus is on
how the individual seems to be relating to their partners and
participating in the conversation. Consequently, every individ-
ual receives a rating. Note that this perspective doesn’t con-
sider the individual’'s behavior in isolation by excluding the
context of partner behaviors. Rather, the scope of consideration
is restricted to what the individual seems to be experiencing. In
contrast, the group level expands this scope of consideration to
all interlocutors as a whole, focusing on their collective experi-
ence, resulting in a single group-level rating.

Concretely, we devise the PCQ questionnaires by draw-
ing upon elements of the POI scale [12] and the TES [16].
However, since the POI was developed for self-reports
rather than external perception, and neither was developed
for spontaneous interaction settings, we adapt the specific
items. First, all items were updated to address external
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observers and apply to group sizes beyond dyads. Second,
privacy-preserving datasets of in-the-wild conversations
often omit recording audio. So items referring to the verbal
or paralinguistic content of speech were skipped, thereby
relying solely on nonverbal cues for perception. Finally, we
excluded original items that would require external raters
to make significant speculations about participants’ desires
and opinions beyond what can be inferred from their
observable behavior. These include questions related to
interpersonal liking (e.g., “I would like to interact more with
the partner in the future”), or degree of rapport (e.g., “I felt
that the partner was paying attention to my mood”). From the
varied descriptions of pilot judges on the matter, as well as
internal author discussions, we deemed that answering such
questions require external observers to make too many unver-
ifiable assumptions for a useful perceived measure of conver-
sation quality. We provide the two PCQ questionnaires in
Supplementary Material Section 1, which can be found on the
Computer Society Digital Library at online available http://
doi.ieeecomputersociety.org/10.1109/TAFFC.2023.3233950.

4 ANNOTATIONS, VALIDITY, AND RELIABILITY

4.1 Dataset

We use the publicly available MnM dataset [43]. MnM is a
multimodal dataset of in-the-wild free-standing mingling
interactions. The recordings constitute a total of 30 minutes
of interaction across three days, annotated for conversation
groups using the spatial positions of the participants in
video from overhead cameras. Fig. 2 illustrates a snapshot
from the dataset. Conversation groups were operationalized
using the framework of F-formations [46], where a unique
group was considered to be an F-formation with a fixed
number of interlocutors. The leaving or joining of one or
more members was considered to give rise to new unique
conversing groups. The authors of the dataset chose specific
windows of 10 minutes per day for annotation with an aim
to eliminate possible effects of participant acclimatization to
being in a recorded mingling setting, and to maximize the
density of participants in the scene. Over the 30 minutes 174
conversation groups were annotated. The duration of group
conversation follows a mean of 1.91 min, std. of 2.13 min,
median of 1.10 min, and a mode of 0.52 min. The provided
data contains video from three of the five overhead cameras,
and accelerometer readings from a sensor pack worn by
each participant.

4.2 Annotation Procedure

The PCQ annotations were performed by only relying on
overhead cameras videos. The MnM dataset contains only gen-
eral audio from the overhead cameras, which is insufficient to
reliably infer verbal cues of an individual, and close-talk
microphone recordings are not available. However, the MnM
dataset contains video recordings that capture rich non-ver-
bal behaviors of participants from which a useful perception
of conversation quality can be formed [7], [16].

We began by splitting the group conversations into mul-
tiple thin-slices [6], [47]. The distribution of group interac-
tion duration in the data follows a median of 1.10 min and a
mean of 1.91 min. For a fair comparison to conversations
lasting around 1 minute, we split conversations of duration
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Fig. 4. Distribution of conversation group attributes from the MatchNMin-
gle dataset.

greater than 2 minutes into independent slices of 1 minute
each. Conversations of duration less than 2 minutes were
untouched. We also omitted groups with a duration of less
than 30 seconds. Note that studies on the predictive validity
of thin slices of nonverbal behavior for other tasks have
revealed (i) no clear pattern for optimal slice locations for 1
min slices within a longer slice [48]; and (ii) only some loss in
predictive capacity for 1 min slices, while slices of duration 2
or 3 min were in general equal to 5 min slices in predictive
capability [48], [49]. Considering these results along with the
distribution of conversation duration in our data, we believe
our choice of splitting conversations larger than 2 minutes
into 1 minute slices to be reasonable. After the omission of
groups lasting under 30 seconds, the total number of resulting
conversation groups was 115. The distribution of group cardi-
nality (number of participants) and interaction duration can
be seen in Figs. 4a and 4b respectively.

We began by first conducting a qualitative annotation pilot
with the same naive judges who participated in the qualita-
tive interviews. Note that these judges were not used for the
final annotations. The goal of this pilot was to fine-tune the
final annotation process using any initial feedback about the
annotation procedure. The pilot annotators were presented
with the videos of the individual thin-slices and asked to fill
the two PCQ questionnaires. However, post-hoc interviews
revealed two considerations. First, the annotators found the
presence of free-standing conversation groups (FCGs) other
than the one under consideration distracting. Second, the
annotators suffered from fatigue while annotating longer con-
versations, especially while annotating both individual and
group level PCQ. In light of this feedback, we manually
cropped each FCG from the overhead video. To further
reduce fatigue, annotators were given a period of two months
to annotate all the slices, and were instructed to not annotate
more than three groups per day.

The final annotations' were performed on a 5-point scale
by three annotators. The annotators were chosen to be naive
judges in order to capture a general perception of conversa-
tion quality. The annotators were aged between 22 and 30
years, 2 females and 1 male. The age range matches overlaps
with the reported age range of the participants in the data
(18 — 30) [9]. One of the annotators spent time internation-
ally as a Masters student, matching the demographics of the
participants. All annotators had completed education at
least the Bachelors level. The annotators were provided

1. Annotations will be available on the MatchNMingle website at
http:/ /matchmakers.ewi.tudelft.nl/matchnmingle/pmwiki/
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with the independent conversation slices of cropped video
clips and asked to fill out both PCQ questionnaires. The sli-
ces were provided to the annotators in randomized order
for each annotator, to prevent any annotator bias which
might occur from a chronological ordering of the clips.

4.3 Validity

When measuring intangible constructs such as PCQ, it is
important to assess the validity [50], [51] of the proposed
instrument. Broadly, validity deals with whether the instru-
ment indeed measures what it claims to be measuring.

4.3.1  Face Validity

First we tested the face validity of our questionnaire items.
Face validity is a consensus measure, and is checked to
ensure that the raters accept the instrument [50]. This is
done by asking the raters if the items seem valid. Both ques-
tionnaires passed the face validity test with full consensus.

4.3.2 Criterion and Construct Validity

When prior trusted standards exist for a construct, a crite-
rion-oriented study is common. Here validity can be estab-
lished by showing that results of administering the
instrument correlates with a contemporary criterion (e.g., a
psychiatric diagnosis) or by proposing one instrument as a
substitute for another (e.g., a multiple-choice form of spell-
ing test is substituted for taking dictation) [51]. However,
since PCQ is a novel conceptualization, prior trusted stand-
ards do not exist for it. In such cases where the attribute
being measured is not “operationally defined”, construct
validity must be investigated [50], [51]. Construct validation
is the gathering of evidence to support the interpretation of
what a measure reflects, and addresses the question “What
constructs account for variance in test performance?”

A typical approach for construct validation involves per-
forming a factor analysis and investigating if items corre-
sponding to one construct correlate with each other along a
factor (convergent validity) and divert from items of other
constructs (divergent validity) [50]. This works well for
instruments with independent constructs (e.g., gender and
complexity of use in Brinkman’s mobile phone design ques-
tionnaire [50, Table 9]). However, such an analysis is unsuit-
able for situations like ours with overlapping constructs.
Indeed, Cuperman and Ickes [12] decided to not reduce
items from the POI to a smaller set of factors, following a
precedent set by [52]. In contrast, we do perform a factor
analysis, but rather than seeking the independence of fac-
tors, we investigate whether the loadings correspond to
interpretable attributes of the constructs.

A principal component analysis (PCA) of the annotations
showed that 71% and 65.2% of the variance at the group-
level and individual-level respectively could be explained
by the first principal component (see Fig. 5). Here, 1020
(3*340) and 345 (3*115) thin-slice samples were used for indi-
vidual and group level PCQ (i.e., annotations from three
annotators for each sample), respectively, with 10 features
(the number of questionnaire items), which is greater than the
variables-to-features ratio suggested to perform PCA [53].
From the plot of the data samples using the first two principal
components in Fig. 6, we see that questions corresponding to
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Fig. 5. Eigenvalue distribution (bar chart) and the cumulative percentage
of the explained variability (line plot).

positive and negative orientations of PCQ cluster in opposite
directions along the two components. Specifically the individ-
ual-level items pertaining to awkwardness (3), discomfort (5),
and self-consciousness (10) load in the exactly opposite direc-
tion to the item about the individual looking relaxed (1). Of
these, at the group-level only items 1 and 3 apply, and we see
a similar pattern. Further, we also observe that the items per-
taining to equal opportunity cluster separately: these corre-
spond to items 5 and 6 about free-for-all participation at the
group-level, and item 6 about taking lead at individual-level.
Specifically, the highest loading of individual-level item 6
suggests that the taking lead in conversations accounts for the
highest variance between individuals, which is intuitive
given prior work on dominance in groups [54].

4.4 Reliability

To estimate inter-annotator agreement, we use the quadratic
weighted kappa measure (k) [55], a variant of the Cohen’s
kappa. The measure is especially useful when the annota-
tion data is ordinal in nature. Fig. 7 plots the mean kappa
score against the mean conversation quality score in a scat-
ter plot similar to the analysis of inter-annotator agreement
for cohesion performed by Hung and Gatica-Perez [27].

From the plots we see that there exists a linear relationship
between mean kappa scores and mean conversation quality
scores, suggesting that annotators agree better on conversa-
tions of higher perceived quality than conversations of lower
perceived quality. Moreover, in the individual-level annota-
tions, there exists a small cluster of samples where annotators
tended to agree higher for lower conversation quality samples
as well. In contrast, annotators never agree well for low con-
versation quality samples at the group-level.

To handle low inter-annotator agreement, following sug-
gestions by Ringeval et al. [56], we performed zero-mean
local normalization to remove annotator bias. Hung and
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Fig. 6. Plot of the factor loadings (black lines) and the samples (blue
dots) in the first two principal components.
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Fig. 7. Scatter plot of the Mean Kappa score («) versus the Mean Con-
versation Quality score.

Gatica-Perez [27] omit samples below « = 0.3, and Ringeval
et al. [56] obtain an average « of ~ 0.2 for all their emotion
dimensions. Following these approaches, data samples at
both the group- and individual- levels with « < 0.2 were
omitted from further analysis, where a ¥ > 0.2 indicates a
reliability of fair and above [57].

5 MODELING CONVERSATION QUALITY

In this section we describe the experimental setup for our
study of behavioral features that can be predictive of PCQ.

5.1 Preprocessing

We first preprocess the raw tri-axial acceleration signal from
the wearable sensors to extract low-level features. First, each
axis recording from the tri-axial accelerometer is standard-
ized by calculating the z-score for each individual and axis,
thereby removing the individual differences in movement
intensity. Following prior work using wearable sensor data to
study conversation dynamics [58], [59], [60], we compute the
following features using the z-scores: the raw and absolute
values for 3 axes each, and the euclidean norm of the raw val-
ues across axes, resulting in a total of 7 feature channels. Fur-
ther, similar to [60], using a sliding-window filter, we denoise
the feature channels by extracting statistical (mean, median
and variance) and spectral features (log-bin values of power
spectral density) from the respective sliding-windows. Draw-
ing inspiration from [61], we also include features that are not
preprocessed to circumvent any data loss from preprocessing.
An analysis is also presented to understand their respective
benefits (see Section 6.2.1).

5.2 Feature Extraction
5.2.1 Individual and Pairwise Features

We consider pair-wise bodily coordination features and indi-
vidual-level turn-taking features to study PCQ. For bodily
coordination, we extract three sets of features: synchrony,
convergence, and causality. An overview of the individual
and pairwise features extracted can be seen in Table 1.

Synchrony. Synchrony estimates the dynamic and recip-
rocal adaptation of the temporal structure of behaviors
between interlocutors [62]. Following existing literature
[11], [28], [60], we extract four unique measures of interper-
sonal synchrony: Correlation, Time Lagged Correlation, Mutual
Information, and Mimicry. See Supplementary Section 2.1,
available online, for feature extraction details.

Causality. Correlation does not adequately capture the
causal effect [63]. We therefore extract two causality features:
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TABLE 1
An Overview of the Four Sets of Individual- and Pair- Level
Behavioral Features Extracted

Attribute Category Attribute Variant
Synchrony
1 Correlation correlation coefficient (o,,)
2 Time-lagged min, max, argmin, argmax
Correlation
3 Mutual Information min, max, mean, variance
4 Mimicry lag_min, lag_max, lag_mean,
lag_variance, lead_min, lead_max,
lead_mean, lead_variance
Causality
5 Coherence min, max
6 Granger’s Causality f value
Convergence
7 Symmetric 0
Convergence
8 Asymmetric lag, lead
Convergence
9 Global Convergence di — ds
Turn-Taking
10 Conversation degree of equality
Equality
11 Conversation percentage of silence, # back-
Fluency channels
12 Conversation percentage of overlap, # successful
Syncrhonization interrupts, # unsuccessful interrupts

Coherence [64] and Granger’s Causality. See Supplementary
Section 2.2, available online, for feature extraction details.

Convergence. These features capture the increasing simi-
larity between interacting partners over time [65], and have
been shown to be predictive of mutual liking, attraction
[60], [66], and social cohesion [28]. In this research, we use
three unique estimates of convergence: Symmetric Conver-
gence, Asymmetric Convergence, and Global Convergence. See
Supplementary Section 2.3, available online, for feature
extraction details.

Turn-Taking. MnM provides binary speaking status of
participants annotated from video data. We extract turn-
taking features using these annotations by assuming a
speaking turn to be a continuous speaking activity segment
separated by at least 500 ms of silence [16], [67]. Following
existing literature [16], [27], [67], we extracted turn-taking
features under three categories: Conversation Equality, Con-
versation Fluency, and, Conversation synchronization. Assum-
ing a conversation of duration 7" and a group of N people,
and denoting the i-th individual’s binary speaking status as

s' =[si,..., sh], we have the percentage of speaking dura-
tion for i, dl .., = (3 81)/T- The degree of equality for
is eq' = (dljp — d)/d, where d = (3, (x) L)/ N As meas-

ures of fluency, we compute the percentage of individual
silence dge,ce = 1 — i, and the number of back-channels

(very short utterances of duration up to 2 s). As a measure
of Syncrhonization, we consider the percentage of speech

overlap, which is d}, = (3 s} = s/ /T for individ-
ual 7, and the number of successful and unsuccessful inter-
ruptions, which are overlap durations when turn-change
occurs and does not occur, respectively.

2907
TABLE 2
Overview of the Statistical Analysis Performed
Dependent Independent Variable Sets Statistical Models
Variables
IndivPCQ Group cardinality QLS Regression
GroupPCQ  Turn-taking, Bodily Coordination LASSO Regression

5.2.2 Group-Level Features

Following [28], [30], we translate individual and pairwise
features to group-level features using the feature aggregates
minimum, maximum, mean, mode, median and variance. Specif-
ically, for individual-level modeling, similar to Mtller et al.
[5] we aggregate over pairwise features involving that par-
ticular individual, and for group-level modeling aggrega-
tion is done over all the pairs in the group.

5.3 Experimental Setup
5.3.1 Statistical Analysis

We perform hypothesis-driven tests to study the effect of
(i) group cardinality, (ii) turn-taking attributes and (iii)
body coordination attributes on PCQ. We use the Quan-
tile Least Squares (QLS) and Joint LASSO models for our
hypothesis-driven analysis. The QLS analysis considers
each set of behavioral features independently, while the
Joint LASSO analysis accounts for the combined effect of
all features, allowing for complementary insight. Due to
the superior performance of models when no preprocessing
was used (empirically explained in Section 6.2.1), for the
statistical analysis tests, we only used the features without
preprocessing.

Quantile Least Squares. QLS fits the regression to the con-
ditional median of the dependent variable, in contrast to the
conditional mean estimated by Ordinary Least Squares
(OLS). Intuitively, the conditional median is more robust
against outliers. More crucially, the QLS does not require
the data to abide the assumptions of exogeneity and homo-
scedasticity like the OLS does. We find that the variance of
the independent variables varies largely across quantiles
(see Supplementary Fig. S5 for scatter-plots, available
online), thereby violating the exogeneity and homoscedas-
ticity assumptions. We therefore use the QLS model for our
analysis.

Joint LASSO. While QLS is convenient in situations where
classical parametric assumptions do not hold, it still suffers
from effects of multicollinearity. We therefore use the QLS
model to only study behavioral feature sets in isolation. How-
ever, to also account for the combined effect of feature sets,
we perform a joint regression over all features using a LASSO
model, which uses the coordinate descent [68] to fit the coeffi-
cients, thereby inducing sparsity to address multicollinearity.
Subsequently, we perform a post-hoc Spearman’s rank corre-
lation on the LASSO filtered features.

An overview of the statistical tests performed can be seen
in Table 2. We denote individual- and group- level PCQ as
IndivPCQ and GroupPCQ respectively. In total, with two
dependent variables, three sets of independent variables
and three statistical models, 18 tests were performed. Bon-
ferroni correction is applied to the p-values to correct for
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multiple testing for each dependent variable. After Bonfer-
roni correction a significance threshold of 0.005 was used
for testing significance in all the analyses presented.

5.3.2 Analysis of Feature Extraction and Fusion

We perform data-driven analyses to study the effects of (i)
window sizes for data preprocessing; (ii) fusion of attribute
categories; and (iii) feature aggregators to compute group-
level features from individual and pairwise features.

For these analyses, we treat predicting PCQ as a binary clas-
sification of low and high PCQ scores. A threshold of 3.0 (on
the 5-point scale) is used to binarize the scores into low and
high. As such, our annotations suffer from class imbalance, see
Fig. 7 for the label threshold, and Supplementary Section 3,
available online, for the class distribution. To address this, we
employ the Synthetic Minority Oversampling technique
(SMOTE) [69], which generates synthetic samples from the
minority class. We use a logistic regression model trained with
the elastic loss that combines the L; and L, penalties of the
lasso and ridge regularization methods. Specifically, for each
experiment we evaluate how the feature extraction or aggrega-
tion affects the predictive capability of the model. For
dimensionality reduction, we perform PCA on the z-score stan-
dardized features, by selecting features that preserve the top
90% of variance in respective predictive tasks. As the perfor-
mance metric, we use the area under the ROC Curve (AUC)
score. The metric is calculated as the average across 5-folds in
the cross-validation (CV) setting. A stratified k-fold CV was
used to preserve the percentage of samples of each target class
as the complete set, in the train and test partitions. Except
when studying the effects of preprocessing, in all other experi-
ments only features that are not pre-processed were used.
Code for all experiments and analyses are available at https://
github.com/LRNavin/conversation_quality.

6 RESULTS

6.1 Statistical Analysis

6.1.1 Analysis of Group Cardinality

Existing research [70], [71], [72] has shown that behavior in

group interactions varies with size of the group (group cardi-

nality). Is this true for PCQ as well? We test the hypothesis:
For an FCG, the PCQ changes with group cardinality.

From the plots in Fig. 8, we see that for both GroupPCQ and
IndivPCQ the means for cardinalities of 2, 3 and 4 are higher
than that of 5, 6, 7. The statistical tests reveal that IndivPCQ and
GroupPCQ are significantly different across groups of different
cardinality. We note that for all regression models, the 8 coeffi-
cient for the group cardinality variable is negative, suggesting
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that PCQ is inversely proportional to group cardinality. For
example, the QLS model associates the cardinality attribute
with B=-0.2167 and B = —0.0833 for IndivPCQ and
GroupPCQ respectively (p-value=10""), indicating that people
appear to have better quality conversations with fewer partners.

Post-hoc analysis testing for the differences in PCQ
between cardinality pairs reveals that the IndivPCQ scores
are significantly different in dyadic group interactions when
compared to that of interactions in larger groups (cardinality
> 3). One possible alternate explanation of this result is that
raters score PCQ more conservatively when there are more
partners to pay attention to. Nevertheless, even if this were
the case, it would be a valid characteristic of how people per-
ceive behaviors in larger groups. Significant results were not
observed for the post-hoc GroupPCQ comparisons, suggest-
ing that no conclusions can be drawn with respect to
GroupPCQ regarding pairwise differences with cardinalities.
Note that this result should also be interpreted accounting for
the small sample size for cardinalities > 5.

6.1.2 Analysis of Turn-Taking Attributes

Turn-taking features have shown to be indicative of con-
structs such as enjoyment and cohesion [16], [27], [73]. We
test the hypotheses:

In an FCG, turn-taking attributes (conversation
equality, conversation fluency and conversation
synchronization) are positively correlated with PCQ.

For IndivPCQ, the QLS model reveals that conversation
equality and percentage of silence are the most signifi-
cant attributes, with positive (8= 0.2136,p =10"*) and
negative (B = —0.5094,p = 10*) correlations respectively.
For GroupPCQ, QLS reveals that the number of success-
ful and unsuccessful interruptions are the most signifi-
cant attributes, with negative (8= —0.0859,p = 0.001)
and positive (8= 0.0956,p = 0.002) correlations respec-
tively. On the other hand, the LASSO and rank correlation
models reveal a different set of significant attributes. For
IndivPCQ, along with conversation equality and percentage of
silence, the two interruption based attributes were also
revealed to be significant. Similarly, for GroupPCQ, unlike the
QLS, the two interruption attributes are found to be insignifi-
cant, while conversation equality, percentage of silence and
number of backchannel attributes are found to be significant.
Intuitively, the result implies that observers consider
group conversations with more equitable speaking turns and
fewer interruptions to be of higher quality. An important
thing to note here is that the complementary models associate
all attributes with similar trends even though they differ on
which attributes they consider to be of statistical significance.
Even though the statistical significance of successful and
unsuccessful interruptions differ when considered in isola-
tion or jointly with other features, they are associated with
negative and positive ’s respectively, by all models tested.

6.1.3 Analysis of Bodily Coordination Attributes

Coordination features across modalities such as bodily
movements [60] and paralinguistic speech features [28]
have been shown to be indicative of liking[60], attraction
[60], and cohesion[28]. Here we test the hypothesis:
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Fig. 9. Results of the experiments on the predictive capabilities of differ-
ent window-sizes.

In an FCG, bodily coordination features (synchrony,
convergence, mimicry, and causality) are positively
correlated with PCQ.

For the synchrony attributes, for both IndivPCQ and
GroupPCQ we find that the argmax and argmin variants of
lagged correlations are statistically significant attributes
(p = 0.003). This suggests that the time taken to achieve maxi-
mum or minimum synchronous coordination has a signifi-
cant effect on the conversation quality. We also note that for
GroupPCQ, only correlation based features from the syn-
chrony category were statistically significant, while other
attribute sets (convergence and causality) were found to be
statistically insignificant. For IndivPCQ, the minimum and
variance of the convergence attributes were all statistically
significant. This suggests that attributes capturing the least
converging interacting pairs in a group are relevant to exter-
nal observers. Moreover, we note that the minimum of the
attributes are positively correlated, while the variance are
negatively correlated. Further, the maximum and minimum of
the lagged mimicry attributes were also statistically signifi-
cant attributes. This suggests that pairs with high and low
mimicry are relevant for estimating individual experience.

The Joint LASSO results indicate that several other feature
sets also have a significant effect on IndivPCQ. Along with the
min, max, argmin, and argmax attributes of the lagged correla-
tion features, the non-lagged correlation were also significant.
Moreover, the post-hoc rank correlation analysis associates dif-
ferent coefficient signs for some of the significant features. For
example, lagged mimicry attributes are given negative f's by
the rank correlation model but positive 8’'s by LASSO. This sug-
gests that there exists a non-linear monotonic relationships
between these variables and IndivPCQ, causing the LASSO
model to fail to explain this relationship, associating them with
B ~ 0. One commonality between the two models is that both
consider the lagged variant of mimicry features to be of more
significance that the lead variant. For GroupPCQ, the LASSO
and rank correlation analysis reveals that when jointly consid-
ered with other bodily coordination features, the lagged mim-
icry and convergence attributes are statistically significant.

6.2 Analysis of Feature Extraction and Fusion
6.2.1 Influence of Window Sizes

During data preprocessing we extract statistical and spectral
features from the accelerometer data using the commonly
used sliding window approach [58], [59], [60]. The choice of
window-size influences a trade-off between noise-reduction
and information loss. To understand the effect of this choice,

tt  sync conv caus coord tt+ tt+ tt  sync conv caus coord tt+  tt+

coord sync + coord sync +

conv conv
Attribute category

(b) IndivPCQ results

Attribute category

(a) GroupPCQ results

Fig. 10. Predictive performance of different feature fusion approaches.
Attribute category and indices as in Table 1—tt. Turn-taking (10-12),
sync: Synchrony (1-4), caus: Causality (5-6), conv. Convergence (7-9),
coord: Bodily Coordination (1-9).

we extract features using different window-sizes and evalu-
ate the resulting change in the logistic regression model’s pre-
dictive capability. The results are presented in Fig. 9 for
respective sliding window-sizes, along with the fusion of fea-
tures from all the window-sizes, denoted as ” Fusion” .

From Fig. 9, we see that the best performing features are
the ones where no sliding-window technique was used
for both GroupPCQ and IndivPCQ. This suggests that the
smoothing of accelerometer readings results in a loss of
information which hurts model performance. The results
might also indicate that bodily coordination between inter-
acting pairs occur at finer temporal granularity, which can
be captured directly without the sliding-window approach.
The model with no sliding-window based features is capa-
ble of predicting GroupPCQ with a mean AUC of 0.85 £
0.07 and IndivPCQ with a mean AUC of 0.76 &= 0.13. Also,
noting here that using no sliding-window achieves the least
standard deviation in AUC scores.

6.2.2 Influence of Fusing Attribute Categories

Here we study the influence of fusing different attribute cat-
egories on the performance of the logistic regression.

From the GroupPCQ results in Fig. 10a, we see that the
synchrony attributes (mean AUC of 0.89 4 0.04) and turn-
taking attributes (mean AUC of 0.81 £0.06), are the best
performing attributes. In contrast to the IndivPCQ results
in Fig. 10b, the convergence attributes do not predict
GroupPCQ well. Moreover, unlike for IndivPCQ, fusing
turn-taking attributes with synchrony and convergence
attributes does not improve GroupPCQ prediction, both in-
terms of mean and variance AUC. From the IndivPCQ anal-
ysis, we see that convergence (mean AUC of 0.75 £ 0.12)
and synchrony (mean AUC of 0.72 4+ 0.12) based attributes
perform well both by themselves and after feature-level
fusion (mean AUC of 0.60 £0.10). We also observe that
although turn-taking attributes are one of the best perform-
ing feature sets by themselves (mean AUC of 0.72 £ 0.15),
fusing them with bodily coordination attributes reduces the
standard deviation of AUC, 0.70 & 0.09. The results also
suggest that synchrony and convergence attributes are best
predictors of IndivPCQ, both individually and fused.

6.2.3 Influence of Feature Aggregators

The last step of our feature extraction procedure is to use
aggregators to combine pairwise features into group-level
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Fig. 11. Predictive performance of feature aggregators.

features, or aggregate over pairs containing an individual for
individual-level modeling, following previous works [5],
[28], [30]. Here we study how different aggregators affect the
predictive performance of the logistic regression model.

From Fig. 11, we see that the the mean aggregation of the
features performs the best with a mean AUC of 0.89 £ 0.08.
The mean is a skewed average. In contrast, for IndivPCQ
the unskewed average, the median, is the most informative,
with an AUC of 0.78 £0.17. This is in line with inferences
drawn by Nanninga et al. [28] while studying cohesion in
meetings. For both IndivPCQ and GroupPCQ, the variance
aggregator performs worst.

7 DiscussiON AND CONCLUSION

In this work, we have conceptualized, validated, and analyzed
a perceived measure of conversation quality by unifying over-
lapping constructs that have so far been largely studied in isola-
tion in literature. While our core motivation has been to gain
insight into how people perceive the individual and group
experiences of others, we do not claim that our proposed
method measures, or is meant to be a third-party proxy for, the
one true experience of the individual or group in the scene. On
the contrary, we suggest that these perceptions are indicative
of empathized gestalt impressions people draw of others’ expe-
rience as it unfolds. We argue that such a perceived measure
should complement other self-reported measures of experience
to gain richer insight into how these differ and identify the con-
textual factors that influence the perceptions.

Third-party ratings are always prone to be influenced by
biases that are heavily embedded in our cultures. We recom-
mend users of this research to be mindful that third-party per-
ceptions are not the same as self-reported measures. This
fundamentally influences the system design process. The moti-
vation for taking a third-party perspective is to enable a study
of whether such perceptions have agreement, and whether
samples with high agreement have common behavioral mani-
festations. To develop systems for inferring an individual’s
actual social experience, we advocate for a participant-in-the-
loop strategy that allows for the measuring of the actual experi-
ence while being mindful of the participants’ consent.

Inter-rater agreement and annotation drift are impor-
tant aspects to consider while collecting annotations for
behavioral data. Annotation drift is an issue when the
annotator’s mental model of the measured phenomenon
changes over time while the phenomenon remains con-
stant. Accounting for drift is crucial when the annotation
is used as an attribute of the underlying phenomenon
rather than as an attribute of the third-party observer. This
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is the case for annotating phenomena such as facial action
units, where the goal of the annotation is to represent the
configuration of a person’s facial muscles rather than the
annotator’s perception of it, so a systematic drift over time
or disagreement amongst annotators is undesirable.

For a perceived measure like the one we are proposing,
the central phenomenon being studied is an onlooker’s
perception. So, every perception is inherently valid. This
argument is based on our understanding that the measure
requires some projection of one’s own experience onto the
observed subjects when trying to empathize with their situ-
ation or take their perspective. Following the assumption
that we construct narratives of other’s behaviors, and that
our appraisal of a situation is constructed based on our
experiences, any drift occurring because of variations in
one’s experience can only provide (another) valid perspec-
tive on how the observed subject might be feeling. The same
is true for variations in annotator agreement resulting from
differences in perception of the annotators, either resulting
from transient factors such as mood, or relatively stable fac-
tors such as personality and cultural background. For a per-
ceived measure, we view all such perceptions as valid.

Designing the instrument to remove such variations
would amount to artificially tampering with the phenome-
non being measured. In our experiments we remove data
with low inter-annotator agreement from the evaluation.
However, this is because by design, the goal of the experi-
ments is to gain insight into behavioral features that corre-
late with a high agreement on PCQ across raters. More
broadly, we view the presence of low agreement on certain
samples as a motivation for future work to explore more
appropriate ways to embed subjectivity into the learning
process when the goal is to train machine learning systems.
Note that omitting the samples with low agreement from
our experiments does not detract the validity of our mea-
sure. When the goal is to measure conversation quality as
experienced by the individual or group in the scene, or even
to use the third-party annotations as a proxy for the true
experienced quality, we suggest treating the considerations
of annotation drift and inter-rater agreement with care.

7.1 Limitations and Future Avenues

The data analyzed here was from spontaneous interac-
tions in a single setting, that of mingling interactions fol-
lowing a speed-dating event. So, our findings pertaining
to the individual features being indicative of PCQ ought to
be interpreted within the scope of such a social context
rather than being reflective of social behavior in all sponta-
neous interactions. As dedicated techniques for the non-
invasive recording in-the-wild spontaneous interactions
[74] continue to advance, it would be interesting to com-
pare the effects of different social settings on the percep-
tion of PCQ using our proposed instrument.

Our operationalization of a conversing group follows the
widely used framework F-formation [46]. However, recent
evidence suggests that there might be multiple simultaneous
conversations within a single F-formation containing more
than four participants [72]. It would therefore also be interest-
ing for future work to study PCQ within a single conversation
floor rather than for the whole F-formation.
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Finally, we have used three raters in this work to obtain
our annotations. It would be useful for future works to use
the proposed instrument to investigate systematic differen-
ces in perceptions of conversation quality across different
cultures and demographics at scale.
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