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1
Introduction

Major advances have been made in telecommunications over the last two decades,
which have resulted in one of the most disruptive technologies of our times – the
internet. The demand for internet has led to a proliferation of wireline and wireless
network infrastructure around the globe, with new generations being adopted every
few years. During the course of this doctoral research alone, we have seen the
wireless networks evolve from 3G to 4G and now to 5G. This growth in connectivity
across the world has transformed how economies, societies and geopolitics function.
High bandwidth networks have allowed corporations to operate seamlessly across
borders, made social media, e-commerce and cryptocurrencies ubiquitous and given
countries more tools to interfere in each other’s democratic processes. For better
or for worse, this explosion in networking and the internet has unalterably changed
the world and a significant part of this has been fueled by innovation in wireline
and wireless technologies.

Focusing on wireline transceivers in Ethernet physical layer interface (PHY)
chips, the industry has transitioned from 10BaseT to 10GBaseT in the space of 20
years, with 25GBaseT now on the horizon. This >1000x improvement in throughput
is also reflected in the spectral bandwidth, which has grown exponentially, as shown
in Figure 1.1. To accomplish this, a lot of work has gone into improving each aspect
of the Ethernet PHY, ranging from cables and magnetics to system-level innovation.
However, the onus of driving this trend has largely been on the analog front-ends,

1



2 1. Introduction

Figure 1.1: Ethernet standards with input spectral bandwidth specification

which have become faster and more precise while consuming less power, allowing
the use of more complex modulation schemes to make the most out of the available
channel bandwidth.

1.1. Pipelined ADCs
Looking at the 10GBaseT PHY implementations, for example, nearly all the

PHYs on the market use an ADC with >9.5b ENOB, sampling at a rate of at least
800MS/s. To achieve such high sampling rates while maintaining a high resolution,
primarily two techniques are employed – time-interleaving [1] and pipelining [2]. In
time-interleaved ADCs, multiple ADC lanes are used in parallel to digitize the input
signal. By sampling the signal sequentially, N number of ADC lanes can collectively
sample the input signal at N times the rate of a single lane. While simplifying
the design of the individual lane, time-interleaving imposes serious penalties on the
overall ADC performance. Using multiple ADC lanes in parallel increases the load
seen by the preceding buffer (or sample-and-hold) proportionally. In addition, any
kind of mismatch between the ADC lanes – gain, timing and offset – generates
spurious tones in the combined ADC output, severely limiting the overall ADC
resolution. These two factors place a critical limitation on the number of lanes that
can be interleaved to realize high-speed ADCs.
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Figure 1.2: Pipelined ADC architecture

The other alternative, pipelining, does not suffer from either of the above draw-
backs, making it a very attractive option. As shown in Figure 1.2, pipelining involves
breaking the signal quantization process into multiple steps that can be implemented
by multiple stages operating concurrently. Each stage now resolves a few bits, and
passes on the remaining unquantized signal, or the residue, to the next stage. Con-
sidering that each stage is resolving only a few bits, the stages can be simplified
and operated at a faster speed, allowing the ADC to achieve faster overall sampling
rates at the cost of only increased data latency.

One of the key techniques that enable pipelining is residue amplification. In
order to relax the noise requirements for later stages, amplifiers are used to boost
the residue signal from the preceding stages. Since any amplifier non-ideality will
corrupt the residue transferred to the following stages, the accuracy of the residue
amplifier directly determines the accuracy of the ADC. Because of this, it often ends
up being one of the most critical and power-hungry blocks in the signal chain.

1.2. Residue Amplifier
A lot of research has been undertaken on designing power efficient residue am-

plifiers, resulting in many innovative topologies. The common denominator in all
these topologies, however, is the basic amplifier core, which can be described in
its simplest form as four transistors charging a load capacitor in a fixed interval
of time, as shown in Figure 1.3. These transistors are driven by a signal derived
from the differential input and charge the capacitor to a differential output voltage
with a certain amount of gain. The accuracy of this gain is usually limited by two
constraints –

• Settling time: As most analog-to-digital converters operate on a sampled-
and-held voltage input, the residue amplifier is usually a discrete-time circuit.
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Figure 1.3: Core amplifier with circuit overhead and settling

Since the amplifier is normally reset prior to amplification, it takes a certain
amount of time for the amplifier output voltage to reach its final value. If the
amplifier is considered to be a single-pole system, its output voltage typically
experiences an exponentially settling behavior. Hence, as the settling time
for the amplifier is increased, the gap between its output voltage to its final
steady-state desired value reduces. However, as most amplifiers are class-A,
which burn a fixed amount of current during every instant of amplification, a
longer settling time invariably results in higher power dissipation.

• Circuit overhead: Since the gain of the open-loop four-transistor core ampli-
fier will vary over Process, Voltage and Temperature (PVT) variations beyond
the desired accuracy requirements of a residue amplifier, some circuit overhead
has to be used to improve the accuracy of the amplifier. Traditionally, this
overhead has been in the form of high-gain amplifier stages and negative feed-
back, which, together, can provide a very accurate gain and low distortion.
This, however, comes at the expense of significantly higher power dissipation.

The power efficiency of the residue amplifier will essentially be determined by
how this core amplifier is utilized. Hence, we need to find solutions that allow us to
use the core amplifier with the lowest possible settling and circuit overhead while
achieving the desired gain accuracy.

There are several error sources in an amplifier that could degrade the accuracy
of residue amplification in a pipelined ADC. The most significant of these are noise,
linear gain error and distortion. Although all of these error sources limit the ADC
dynamic range, they have significantly distinct characteristics and need to be tackled
differently. Due to its stochastic nature, noise poses a fundamental limit on the ADC
accuracy and, although certain choices can be made at architectural level to optimize
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it, we have to scale up a design and its power dissipation in order to achieve a certain
noise performance.

Absolute gain error and distortion, on the other hand, are more deterministic and
can be suppressed in multiple ways. As mentioned previously, a classic approach is
to use negative feedback with a very high loop-gain. However, this approach results
in a very large circuit overhead and requires a lot of settling. Another more recent
approach to achieve accurate residue amplification is to combine the amplifiers with
some form of digital calibration. By fixing the errors in digital post-processing, the
specifications on the residue amplifiers can be significantly relaxed. Considering
that device scaling has made digital processing available at an increasingly lower
footprint, this exchange of analog complexity for digital processing generally results
in a lower overall ADC area and power dissipation. As a result, a lot of work
has been published on utilizing digital calibration to fix the linear gain error and
distortion arising from the residue amplifier, and achieving a much improved ADC
figure of merit (FoM).

While digital calibration does shift some of the circuit overhead from the ampli-
fier, it has certain limitations. The digital calibration can be broken into two parts –
error detection and correction. While the error detection logic can be run at a slow
rate, the error correction part of the calibration has to run at the full ADC speed.
For high speed and high resolution correction logic, the area and power consumption
can be significant.

Another major constraint of digital calibration is its finite resolution. The ac-
curacy of digital correction is limited by the backend resolution. For a perfect
calibration of distortion in an ADC stage’s residue signal, a precise estimate of the
residue is required from its backend. And any imperfection in the backend will have
a detrimental impact on the calibration accuracy. Furthermore, a residue amplifier
with a significant amount of gain error and distortion will usually lead to a loss in
the ADC dynamic range, something that cannot be restored through calibration.

1.3. Thesis Objective
As discussed above, while digital calibration is an excellent way of realizing

accurate residue amplifiers, it does suffer from certain limitations. This means that
digitally assisted residue amplifiers can only go so far in improving the residue
amplifier power efficiency, and we need to investigate more ways to further push the
envelope.

If we shift the error correction to the analog domain, while keeping the error
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detection in digital, we draw upon the best of both worlds. By using error estimation
in digital along with a deterministic calibration method with fast convergence, the
digital logic can be duty cycled to render its power consumption negligible. And
more importantly, with the help of analog correction, we fix errors at the source,
achieving a better calibration accuracy and a higher ADC dynamic range. Also,
with analog-domain linearization, we can use much more power efficient amplifier
topologies at much larger input swings which would not be possible solely with
digital post-processing due to their high inherent nonlinearity.

In this thesis, we try to find the optimum design for digitally assisted residue
amplifiers, by adopting a two-pronged approach –

1. Using very simple amplifier structures closely resembling the basic core am-
plifier along with low settling accuracy, with the help of linearization in the
analog domain, and

2. a deterministic calibration architecture which allows us to calibrate linear gain
errors and distortion in background while achieving a fast convergence

1.4. Thesis Organization
The rest of the thesis is organized as follows. Chapter 2 provides an overview of

pipelined ADCs and their main ADC sub-blocks. We also discuss the major sources
of error in these sub-blocks and their impact on the ADC performance, along with
a brief introduction to digital calibration and how it can be used to relax the design
restrictions on these sub-blocks.

In Chapter 3, the settling behavior of discrete-time amplifiers is analyzed in
detail. By looking at how noise and distortion vary in a discrete-time amplifier, we
can identify design strategies to optimize their power consumption for achieving the
best possible dynamic range.

Chapter 4 discusses the split-ADC calibration architecture, and how it can be
used to calibrate gain and non-linearity errors emanating from the residue amplifier.
A prototype split-ADC was implemented and its measurement results are presented
to demonstrate the effectiveness and convergence speed of the calibration algorithm.

In Chapter 5, we discuss the principles of analog correction of amplifier gain
and distortion, and some amplifier topologies based on analog linearization. The
proposed amplifier topology is implemented as part of a custom split-ADC, whose
architecture and circuit details are presented in Chapter 6, along with the ADC
measurement results.
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Finally, Chapter 7 concludes the thesis, summarizes the original contributions
of this dissertation and outlines future scope of work.
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2
Review of Pipelined ADCs

This chapter presents an overview of the pipelined ADC architecture. We will
briefly review the operation of a pipelined ADC and of all its major sub-blocks, and
the effect of their nonidealities on the ADC resolution.

One of the attributes that truly distinguishes pipelined ADCs from other ADC
architectures is residue amplification, and the residue amplifier often occupies a sig-
nificant portion of an ADC’s error and power budget. Over the last two decades, sev-
eral techniques have been proposed to relax the design requirements on the residue
amplifier and simplify their design. We will review some of the prominent error
correction techniques published in the literature in recent years, with a major focus
on digital calibration.

2.1. Pipelined ADC Architecture

In a pipelined ADC, the quantization of the sampled input signal is performed over
a cascade of multiple stages, as shown in Figure 2.1. Each stage consists of a coarse
ADC which digitizes the input signal, Vin,i, based on the ADC references, ±Vref ,
with a certain resolution, Ni. The coarse estimate of the signal, Dout,i, is then
subtracted from the input signal with the help of a sub-DAC and the remaining
portion of the input signal, the residual quantization error, eqi, is passed on to the
next stage for further quantization. This residual quantization error can essentially

9
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Figure 2.1: Pipelined ADC architecture overview

be expressed as –

eqi = Vin,i −Dout,i(
Vref

2Ni
) (2.1)

where Dout,i(Vref/2Ni) is the coarse ADC’s output mapped onto the ADC reference
voltage by the sub-DAC. Once the subsequent stage has sampled and started quan-
tizing this residual signal, the previous stage is free and can be used to convert the
next input signal sample. By operating the stages concurrently, the sampling speed
of the overall ADC can be the same as that of each stage, while the overall ADC
resolution equals the total number of bits resolved by all the stages. This allows
pipelined ADCs to operate at high speeds without incurring limits on resolution or
exponential growth in area, albeit at the expense of additional latency.

As the signal gets quantized through the stages, the number of bits left to be
resolved reduces. However, the magnitude of the residual quantization error passed
on from one stage to the next also decreases. This means that each stage needs to be
designed with the same dynamic range. To relax the resolution required from later
stages, some gain, Ga,i, can be added within each stage to scale up the residual
signal to the full-scale range. The resulting amplifier output, the stage residue,
Vres,i, can be expressed as –

Vres,i = Ga,ieqi = Ga,i(Vin,i −Dout,i(
Vref

2Ni
)) (2.2)
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Figure 2.2: 2-bit Flash-type coarse ADC

Equation (2.2) basically represents the transfer function of the pipeline ADC
stage, and shows how the stage residue voltage that is passed on to the subsequent
stages for further quantization is scaled up to the full-scale input range. Due to this,
the LSB size for the subsequent pipeline ADC backend also increases by the same
gain. This lowers the resolution requirements for the latter stages, allowing them to
be scaled down to optimize the overall ADC power dissipation.

2.1.1. Sub-blocks
Each stage in a pipelined ADC (excluding the backend) consists of three primary
building blocks – coarse ADC, sub-DAC and the residue amplifier. In this subsec-
tion, we will briefly review the operation of these three blocks.

a. Coarse ADC: The coarse ADC (CADC) samples and performs quantization
on the input signal. Since the digitization in a pipelined ADC is spread over
multiple stages, the coarse ADC is normally a low-resolution quantizer. Tradi-
tionally, the coarse ADCs used in the pipelined ADCs have been implemented
using the flash architecture [1]. This is because for low resolution and high-
speed, flash ADCs can be a good choice due to their simplicity. Figure 2.2
shows the transfer characteristic for a flash-type coarse ADC designed for a
2b/stage pipelined ADC.

Recently, SAR ADCs are increasingly being used as coarse ADCs due to their
lower circuit overhead and power dissipation [2, 3]. This is because in advanced
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technology nodes, SAR ADCs have been shown to be fast enough to be used
for pipelining in high-speed ADCs. And since they require less analog cir-
cuitry than flash ADCs, SAR ADCs are generally more power efficient. These
pipelined SAR ADCs have demonstrated excellent figures of merit (FoM) and
show a lot of promise for high-speed medium-resolution applications in finer
technology nodes. However, in the course of this thesis, the flash architecture
was preferred for implementing the CADC due to its lower complexity and
ease of design.

b. Sub-DAC: In order to generate the residue signal for subsequent stages,
the CADC’s output, Dout,i, needs to be subtracted from the stage input sig-
nal. The sub-DAC is primarily used to generate the analog equivalent of the
CADC’s digital output, which can then be subtracted from the input signal.
The most common sub-DAC topology employs a capacitive DAC, which can
also be used to sample and hold the input signal, as shown in Figure 2.3(a).
The cap-DAC is operated in two phases – during the track phase, it tracks
and samples the input signal on the cap-DAC unit capacitors. In the hold
phase, the unit capacitors of the DAC are connected to the positive and neg-
ative reference voltages based on the coarse ADC’s estimate. Through charge
redistribution, the residual quantization error, as shown in Figure 2.3(b), is
generated on the top-plate of the cap-DAC.

The cap-DAC size is instrumental in determining the performance specifica-
tions of all the circuits around it – top- and bottom-plate switches, reference
buffer and the residue amplifier – and the ADC stage itself. Since the cap-
DAC is used for sampling the input signal, its total capacitance is determined
by the kT/C noise limit and the ADC noise budget reserved for it. Apart
from the noise budget, the entire sampling network also has to meet the band-
width and linearity requirements. The top-plate sampling switch experiences
the largest signal swing and is often the most challenging switch to design.
Usually, some form of clock boosting has to be used to meet its linearity re-
quirements. The bottom-plate switches are relatively simpler and are designed
primarily to have low parasitic capacitance. These switches can be simplified
by using reference attenuation. By switching only a part of the sampling ca-
pacitance to the reference voltages, the ADC reference voltages are effectively
attenuated. This allows the use of larger voltages, such as the supply rails, as
the two ADC reference voltages, making it easier to drive the switches.
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(a)

(b)

Figure 2.3: Capacitive sub-DAC architecture along with its output and residue voltage

c. Residue Amplifier: As the signal passes through successive stages, the
residue gets progressively smaller. In order to simplify the dynamic range
requirements for the later stages, pipelined ADCs usually include some form
of inter-stage residue amplification. To maintain the same signal swing for
all the stages, ideally, the residue amplifier gain, Ga,i, should be equal to 2Ni ,
where Ni is the number of bits resolved by that stage’s coarse ADC. The stage
residue w.r.t input signal is shown in Figure 2.4 for a 2-bit pipelined stage,
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CADC o/p 00 01 10 11
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+Vref-Vref Vin

Figure 2.4: Residue amplifier output w.r.t input signal, Vin

with a gain of 4x.

This stage gain is eventually taken into account when the stage output bits
are combined in the digital encoder. The digital inverse of the ADC stage
transfer function in (2.2) can be formulated to calculate the digital equivalent
of the stage input, Din,i, by using the digital encoder gain, Gd,i, of the i-th
ADC stage along with the backend ADC code as –

Din,i =Dout,i +
Dres,i

Gd,i
(2.3)

where Dres,i is the backend ADC code for the i-th stage and is essentially the
digital representation of its output residue voltage calculated in (2.2). If we
ignore the quantization error in Dres,i, then Equations (2.2) and (2.3) can be
combined as -

Din,i =Dout,i +
Ga,i

Gd,i
(Vin,i −Dout,i(

Vref

2Ni
)) (2.4)

As seen from (2.4), by accurately matching the digital gain in the encoder
with the analog gain in the ADC stage, the ADC stage digital outputs can be
combined to produce the ideal digitized input.

2.1.2. Sources of Error
As shown earlier in Figure 2.2, the comparator thresholds in the CADC are placed
to divide the ADC input range into four equal subranges. Based on the subrange the
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Figure 2.5: The effect of comparator offset in a CADC on a pipeline ADC stage with and without
overrange

input signal is present in, the corresponding sub-DAC voltage level is selected. This
sub-DAC output is subtracted from the sampled input and the resulting residue is
amplified by the residue amplifier to generate the residue signal for the next stage.

Since each block serves a different purpose in a pipeline stage, any non-idealities
in these sub-blocks have a distinct impact on the ADC performance. In this sub-
section, we will discuss some of the major sources of errors in these three pipelined
ADC sub-blocks and how they can cause errors in the overall ADC output code.

a. Coarse ADC: Since the generation of the residue relies on the CADC’s es-
timate of the input signal, any inaccuracies in the comparator thresholds will
affect the stage residue signal. The primary source of error in CADC is often
the comparator offset, which shifts the ADC subranges, as illustrated in Fig-
ure 2.5. As this shift in the ADC subrange is not taken into account by the
sub-DAC or the residue amplifier, this can push the output of the residue am-
plifier outside the input range of the next stage, while saturating the amplifier
itself. This can lead to missing codes in the ADC output.

In order to relax the comparator offset requirements, some redundancy can be
added to the subranges of the pipelined stage in the form of overrange. This
can be done by reducing the residue amplifier gain a bit to create some spare
headroom for CADC offset. In the example shown in Figure 2.5, the amplifier
gain for the 2-bit stage is reduced from its ideal value (4x) in order to create
the overrange. A lower gain ensures that, in the presence of any offset in the
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Figure 2.6: Comparison of stage residue signal in 1-bit vs 1.5-bit/stage

CADC, the stage residue will stay within the range of the next pipeline stage.

Another way of creating overrange is by adding extra comparators in the
CADC to reduce the nominal input of the residue amplifier. One of the most
popular architectures imbibing this method is the 1.5-bit/stage pipelined ADC
[4]. In this architecture, an extra comparator is added to a nominally 1-bit
ADC stage, with a residue amplifier gain of 2x. By strategically placing the
comparator thresholds, an overrange of Vref/2 (and a redundancy of 0.5bit) is
created, as shown in Figure 2.6. This allows for the comparators to have an
input-referred offset of up to ±Vref/4 without saturating the next stage.

It should be noted that adding redundancy does not correct the errors arising
due to the comparator offset, but only makes the ADC sufficiently tolerant of
these errors. While the presence of overrange significantly relaxes the com-
parator requirements, it does incur a power penalty. Since the ADC resolution
is a function of the overall gain seen in the pipeline chain, adding redundancy
by reducing stage gain also reduces the ADC resolution. Similarly, increas-
ing the resolution of the CADC without changing the stage gain will have no
effect on the ADC resolution. However, the circuit overhead introduced by
the addition of overrange is significantly smaller compared to the relaxation
achieved in comparator design, making it a widely used technique to optimize
ADC design.

b. Sub-DAC: As the stage residue comprises of the sampled input and the sub-
DAC output, any nonlinearity in the sub-DAC output will directly show up in
the stage residue. This DAC nonlinearity could originate due to, for instance,
mismatch between the unit capacitors in the capacitive-DAC. The effect of
sub-DAC nonlinearity is illustrated in Figure 2.7 which compares the ADC
output transfer curve of an ideal ADC with that of an ADC with a nonlinear
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(a)

(b)

Figure 2.7: ADC output transfer for (a) an ideal ADC and (b) an ADC with nonlinear sub-DAC

sub-DAC. The ADC output curve is obtained by combining the CADC output
of the pipelined ADC stage with the stage residue. In the ideal ADC, as shown
in Figure 2.7(a), the sub-DAC output levels are perfectly linear. As a result,
the ADC subranges align perfectly after encoding the stage residue with the
stage CADC bits. Any nonlinearity in the sub-DAC output levels will shift the
subranges of the stage residues as shown in Figure 2.7(b). This misalignment
amongst the ADC subranges creates abrupt jumps in the ADC output code
as the input signal transitions between the ADC subranges. These jumps
can cause significant harmonic distortion and potentially missing codes and
non-monotonicity in the ADC transfer characteristic.



18 2. Review of Pipelined ADCs

In order to prevent any missing codes or non-monotonicity, the abrupt jumps
caused by these misalignments need to be lower than ± ½ LSB of the ADC.
This requirement can be used to define the maximum error allowed in the
sub-DAC of the i-th stage of a pipeline ADC, δi, as [5] -

∣δi∣ ≤
FS

21+ri (2.5)

where FS is the full-scale range of the ADC and ri is the combined resolution
of i-th stage and the later stages.

c. Residue Amplifier: The residue amplifier scales up the residue of the current
stage to the full-scale range of the next stage’s quantizer. Since it is directly
in the signal path, its non-idealities have a pivotal effect on the quality of
the ADC output. The most significant amplifier non-idealities are offset, gain
error, distortion. The residue amplifier’s offset will have two effects. The ADC
output code will contain the cumulative offset from the residue amplifiers in all
the stages. Since a lot of applications do not place any restrictions on the ADC
offset, the cumulative offset is normally not an issue. The main drawback of
the amplifier offset is that it shifts the stage residue, hence, consuming part
of the stage overrange.

The residue amplifier gain has much more stringent requirements. It has
to match the radix used in the encoder to combine the bits from the ADC
stages. Any deviation in the amplifier gain from that radix value creates
a misalignment amongst the subranges at the CADC transitions, leading to
errors in the ADC output code, as illustrated in Figure 2.8, which shows the
discontinuities in the ADC output transfer function arising from gain error and
amplifier nonlinearity. The specification for the residue amplifier gain error
can again be derived by using the same method as the sub-DAC, resulting in
–

∣σi∣ ≤
1

21+ri+1
(2.6)

where σi is the relative gain error in the i-th stage and ri+1 is the combined
ADC resolution remaining after the i-th stage.
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(a)

(b)

Figure 2.8: Effect of amplifier (a) gain error and (b) nonlinearity on ADC output code

2.2. ADC Error Reduction Techniques
Considering the accuracy requirements on the residue amplifier discussed in the pre-
vious section, using a conventional high-gain high-bandwidth closed-loop amplifier
topology for a high-speed high-resolution pipelined ADC could be very expensive in
terms of area, complexity and power consumption. In this section, we will focus on
alternative, more efficient strategies for reducing the ADC errors due to amplifier
non-idealities.

As the residue amplifier is one of the most power-hungry blocks inside the
pipelined ADC, it has been the subject of extensive research over the last three
decades. Several techniques have been proposed to relax the requirements from
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residue amplifiers. These can broadly be divided into three groups. The first in-
volves the use of analog techniques that allow the amplifier to achieve the required
gain and linearity performance without using multiple high-gain stages. Some of
the examples include gain-boosting [6], correlated double sampling (CDS) [7], cor-
related level shifting (CLS) [8], virtual ground reference buffers (VGRB)[9], etc.
When compared to a conventional high gain high linearity opamp, these techniques
often result in significant power savings and a much simpler amplifier. However,
all these techniques incur certain penalties. Gain-boosting is an extremely effective
technique to increase the DC gain of the amplifier. However, power still needs to
be spent on increasing the amplifier bandwidth to make the most of the higher DC
gain. Both CDS and CLS introduce an additional phase of amplification in order
to sample the error signal from the first amplification (called the estimation) phase.
In the VGRB technique, the reference buffers used to drive the cap-DAC in the
amplification phase are referenced to the virtual ground of the closed-loop amplifier
instead of the system ground. This effectively bootstraps the entire capacitance of
the cap-DAC, removing it from the feedback network of the opamp and theoretically
resulting in a feedback factor of 1. However, this improvement in the feedback factor
is seriously limited by the gain of the reference buffer and the additional parasitics
added by the reference buffers.

In a conventional opamp-based charge amplifier, the charge transfer from the
sampling capacitor to the load capacitor settles exponentially and it concludes when
the opamp’s virtual ground signal reaches zero. Many designs have been published
which have tried replacing these conventional op-amps with alternative circuits.
These circuits, like zero-crossing based circuits (ZCBC) [10–12], ring amplifiers [13],
pulse bucket brigade [14], charge pumps [15], etc, exhibit higher power efficiency
because, instead of exponential settling, they rely on slew-based charging. For in-
stance, in the ZCBC technique, instead of an amplifier, a current source is used to
charge the load capacitor, with a high-precision comparator monitoring the zero-
crossing point. This approach allows the amplification to be essentially open-loop.
ADCs incorporated with these alternative topologies have demonstrated excellent
power efficiency. However, their inherent accuracy is limited and, without the help
of any of the previously mentioned accuracy-enhancing analog techniques or digital
processing, these topologies are only suitable for low- to medium-resolution appli-
cations.

The last group of techniques involves the use of digital calibration. In this ap-
proach, the residue amplifiers are allowed to possess insufficient gain and accuracy,
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Figure 2.9: Digital calibration principle

and the resulting errors are detected and calibrated in digital post-processing. Since
they are no longer required to achieve full gain accuracy, the residue amplifiers can
be designed with simpler and more power-efficient topologies. Although implement-
ing digital calibration entails its own set of complexities, a significant part of the
calibration hardware is often not in the signal path, allowing it to operate at a much
lower rate. As Moore’s law enables cheaper and lower power digital processing, such
digitally-assisted amplifiers have quickly become the most widely adopted solution
for residue amplification. In this section, we will cover some of the basics of digital
calibration of residue amplifier gain and nonlinearity.

2.2.1. Digital Calibration
Digital calibration basically involves the estimation of the error(s) in the residue am-
plifier by analyzing the effect of the corresponding non-ideality on the ADC’s digital
output. By observing certain signatures generated in the ADC output code by the
respective error(s), the magnitude of the amplifier’s corresponding non-idealities can
be estimated. As shown in Figure 2.9, this error estimation is typically carried out on
the ADC output by a digital state machine, and often involves a calibration signal.
And based on the estimated error signal, a correction term is applied to counteract
the corresponding amplifier non-ideality. This is nominally also performed in the
digital backend while encoding the ADC output bits, by adjusting the radix (gain
error) or adding an input-dependent correction term (gain nonlinearity).

The nature of the error estimation process plays an important role in deciding
the speed, complexity and the efficacy of the calibration algorithm. ADC errors can



22 2. Review of Pipelined ADCs

++

x

ADC Encoder

AccumulatorμPRBS

Ga

Gd
-1

Dout Doutcorr
Analog
Input

-

Digital Calibration

ε

Figure 2.10: Correlation-based background calibration technique with PRBS signal

be estimated in two different modes – foreground and background. In the foreground
mode [16–18], the ADC is taken offline by switching its input to a known calibration
test signal, normally during startup. By analyzing its response to that test signal,
the errors can be quickly determined. Since the ADC input is known, the amount
of averaging required to suppress the interference of any other signal on the error
estimation process is very low. Such deterministic methods typically achieve very
fast convergence, while providing good calibration accuracy and low calibration logic
power.

While foreground mode calibration methods can provide quick and accurate esti-
mates of ADC errors, they cannot be used after startup. This limits their suitability
in applications where it is necessary to track and calibrate the ADC errors during
normal operation. For instance, in applications that involve large temperature and
supply variations during the operation of the chip, it might be difficult to ensure
the ADC resolution with just a foreground calibration at startup. For these applica-
tions, it is necessary to continuously monitor the ADC errors in background, while
it is processing the input signal. Some approaches attempt to partially solve this
by using a queue-based approach [19, 20], in which, during the normal operation of
the ADC, some of the samples are reserved for calibration. During these samples,
the ADC is no longer processing the input signal. While this approach helps the
calibration engine to continuously monitor the PVT conditions, it comes at the cost
of ADC throughput.

Using a background calibration algorithm [21–23] makes it possible to continu-
ously track the ADC errors without sacrificing the ADC throughput. However, since
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the ADC is digitizing the normal input signal, it becomes a lot more complicated to
decorrelate and extract the error signal from the ADC output. One of the ways to do
that is by injecting a pseudo-random based binary sequence (PRBS) (+1,-1) as the
calibration signal, as shown in Figure 2.10. This PRBS signal can be injected into
the CADC or the sub-DAC of the pipeline stage, or directly into the input signal.
In the digital backend, the digital equivalent of the PRBS signal is subtracted from
the encoded ADC output. The resulting digital output contains the digitized ADC
input and an error signal that is proportional to the difference between the analog
and the digital radix. The error signal can be extracted by correlating this digital
output with the PRBS signal through multiplication with the PRBS code, and then
averaging the resulting product. This error signal can subsequently be used, with
a certain gain, to adjust the radix in the encoder. To reliably separate the error
signal from the input, a sufficiently random PRBS signal is required along with a
lot of averaging, especially for amplifier nonlinearity calibration (empirically shown
to be 2N samples, where N bits is the desired ADC resolution [22]). Although these
correlation-based approaches do not add any major additional analog hardware,
they require a lot of ADC samples to perform a reasonably accurate calibration.

Some deterministic background calibration approaches have also been published
in the literature [24–28]. These usually employ an auxiliary path such as a slow,
accurate reference ADC which operates in parallel [24–26], as illustrated in Fig-
ure 2.11. The output of the ADC under calibration is compared to the reference
ADC, and the difference between the two outputs provides the error signal. Since the
linearity of the reference ADC limits the accuracy of the main ADC, the reference
ADC is often also calibrated. These approaches, like the foreground methods, can
converge quickly while providing an accurate estimate of the error signal. However,
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they trade off calibration speed with higher power dissipation and area arising from
the additional reference ADC. Some variants of this approach have tried to mitigate
the additional hardware penalty by utilizing the ADCs in both the parallel paths
for digitizing the input signal. Split-ADC technique [27, 28] is one of the primary
examples of this and will be covered in more detail in the upcoming chapters.

2.3. Conclusion
In this chapter, one of the most popular ADC architectures – the pipelined ADC –
has been reviewed. The key building blocks of a pipelined ADC - CADC, sub-DAC
and the residue amplifier - were discussed in detail, along with the effect of their
non-idealities on the ADC performance. Finally, some of the prominent techniques
used to mitigate the effect of these circuit non-idealities were reviewed, with special
emphasis on digital calibration.
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3
Analysis of Residue

Amplifiers

One of the key steps in the digitization of an analog signal is sampling. This
imposition of a time stamp on the input signal makes an ADC an inherently discrete-
time system. As a consequence, all the major ADC sub-blocks, including the residue
amplifiers, operate in a discrete-time environment with their operation synchronized
to a periodic clock.

Discrete-time amplifiers are characterized by the fact that their operation is
divided into different phases. For any given input sample, the amplification typically
starts after a complete reset and the output voltage develops across a memory
element, such as a capacitor. As a result, most of the metrics of a discrete-time
amplifier -gain, SNR and THD- are dynamic and transient in nature.

In the past, residue amplifiers were allowed to settle completely and reach a
steady-state, making their noise and distortion performance analogous to a continuous-
time amplifier. However, as ADC speeds have increased, there has been a concerted
focus on lowering their power consumption by moving to residue amplifiers that only
settle partially. Due to the advent of low-cost digital processing, digital calibration
has become a popular approach, whereby the inaccuracies of the residue amplifiers
are detected and corrected for with the help of digital post-processing of the ADC
output. While digital calibration can reduce the effect of insufficient gain and lin-
earity in the residue amplifier on the ADC output linearity, it can not compensate

27
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Figure 3.1: Operation of a discrete-time amplifier

for the loss of dynamic range. Hence, in order to optimize the power dissipation of
the residue amplifiers, they need to be designed to achieve a certain performance
before digital calibration is used to fill in the gap. However, due to their discrete-
time behavior, the dynamic nature of a residue amplifier’s performance can make it
difficult to identify the optimum point of operation for calibration-assisted residue
amplifiers.Hence, it is important to analyze the discrete-time amplifiers used for
residue amplification in time-domain.

In this chapter, we will develop time-domain expressions for the most important
design metrics of a residue amplifier - gain, noise, and distortion. We will con-
sider the behavior of residue amplifiers in open- and closed-loop configurations, and
identify ways to optimize their power efficiency in the presence of digital calibration.

3.1. Settling Behavior of Discrete-time amplifiers

Residue amplifiers can be implemented either as open- or closed-loop configurations.
Each configuration comes with certain advantages and drawbacks. Due to their
simplicity, we will first analyze the behavior of discrete-time open-loop amplifiers.

Figure 3.1 shows a single-pole open-loop amplifier with an input transconduc-
tance of gm and an output resistance of ro (or admittance of go), yielding an intrinsic
dc gain, Ao, of gmro (or gm/go). As the intrinsic gain of the amplifier can be fairly
large, it is often loaded by an additional load resistor, RL, to achieve the desired
gain. When driving this load resistor, along with a load capacitor of CL, the am-
plifier output voltage response, Vout(t), to a voltage input, Vin(t), will settle with
finite speed towards a steady-state gain of gmRout, where Rout is ro||RL. This out-
put voltage response can be calculated by using the following differential equation
–
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Figure 3.2: Gain error vs amplifier settling accuracy

Ix(t) = gmVin(t) = CL
dVout(t)

dt
+ goutVout(t) (3.1)

where Ix(t) is the output current produced by the input transconductance, gm,
and gout is the output admittance (1/Rout). Since a discrete-time amplifier operates
on a sampled-and-held input, we can consider the input signal to be a step function
of amplitude Vin. Hence, with the help of Laplace transform, equation (3.1) can be
used to calculate Vout(t) as –

Vout(t) = A(1 − e
−t/τ
)Vin, t ≥ 0 (3.2)

where A is the steady-state gain (gmRout) and τ is the time constant (RoutCL)
that defines the settling speed of the amplifier. Equation (3.2) describes a purely
first-order exponential settling, resulting from the single-pole nature of the amplifier.
Considering A to be the desired gain, the amplifier gain error over time can be
derived as –

εg(t) = A −A(1 − e−t/τ)Vin = Ae
−t/τ , t ≥ 0 (3.3)

The gain error is plotted in Figure 3.2 with respect to amplifier settling, which
is expressed as t/τ . It can be seen that the gain error decreases at the rate of
20log10(e) or 8.6dB for every unit τ of settling. This particular rate of decrease
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in the amplifier gain error also indicates first-order settling and can be used to
characterize the settling response of an amplifier.

From (3.3), we can conclude that the gain error for a discrete-time amplifier is
a function of time. This means that the amplifier makes a smaller gain error if it
is allowed a longer amplification time. This transient behavior can also be seen in
the amplifier’s noise and linearity performance, and its power dissipation. Hence,
in order to properly understand the design trade-offs, we will analyze the open-
loop amplifier’s noise and linearity performance w.r.t the amplifier settling in the
following sub-sections.

3.1.1. Noise
To calculate the noise power of the discrete-time amplifier shown in Figure 3.1, we
need to consider the noise power spectral density from all the noise sources in the
amplifier. To simplify the analysis, let us assume that the only noise sources are the
input devices and the load resistor. Ignoring the contribution of flicker noise, the
output-referred noise current power spectral density can be expressed as –

i2o,n(t) = kT (gm +
1
RL
) (3.4)

Using the Langevin form of the stochastic differential equation for the amplifier
in Figure 3.1, the output-referred noise power can be calculated as shown in [1] –

v2
o,n(t) =

kT

CL
(1 +A) (1 − e−2t/τ) +

kT

CL
e
−2t/τ (3.5)

Since the load capacitor is assumed to undergo a complete reset before the am-
plification begins, this results in the capacitor sampling a noise power of kT /CL at
t=0. Based on the output noise power and the signal gain derived previously, the
amplifier SNR can be expressed as –

SNR(t) = V
2
out(t)

v2
o,n(t)

=
{A (1 − e−t/τ)}2

kT
CL
(1 +A) (1 − e−2t/τ) + kT

CL
e−2t/τ (3.6)

Figure 3.3 shows the output-referred SNR versus amplifier settling. It can be
seen that the amplifier is able to achieve more than 90% of its final SNR in the first
three time-constants of settling.
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Figure 3.3: Settling behavior of SNR of an open-loop discrete-time amplifier

3.1.2. Distortion
Along with noise and gain error, amplifier distortion is amongst the most signifi-
cant sources of error in residue amplification. Any nonlinear mechanism inside the
amplifier could generate distortion components which will corrupt the linearity of
the amplifier output. Since nonlinearity in the residue signal results in unwanted
spurs in the ADC’s digital output, any amplifier distortion will have a detrimental
impact on the ADC’s resolution. This makes it one of the most important design
constraints for the amplifier.

Just like gain error and noise, amplifier distortion also shows a transient behavior
in discrete-time amplifiers. Although we only care about the amplifier’s linearity at
the moment its output is sampled, it is important to know how the distortion com-
ponents within the amplifier vary with time in order to optimize the amplifier power
efficiency. In this sub-section, we will analyze the settling behavior of the distortion
components arising from the input transconductance and the output impedance of
an open-loop amplifier.

A non-linear single-stage amplifier modeled with input and output distortion
sources is shown in Figure 3.4. For ease of calculation, the analysis is performed
with admittances instead of impedances, and we ignore the effect of RL. The input
transconductance is modeled with second- and third-order distortion coefficients, gi2
and gi3, respectively. Hence, the distortion components arising at the output due to
the nonlinear gm can be calculated by replacing the gm in (3.1) with the nonlinear
gm characteristic (detailed derivation presented in Appendix A). As a result, the
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Figure 3.4: Amplifier distortion model

second-order input distortion component can be expressed as –

V
(2)
out,in(t) =

gi2
go
(1 − e−t/τ)V 2

in, t ≥ 0 (3.7)

Similarly, the third-order distortion component can be calculated as –

V
(3)
out,in(t) =

gi3
go
(1 − e−t/τ)V 3

in, t ≥ 0 (3.8)

Apart from the input transconductance, a voltage-dependent output impedance
is also a major source of amplifier distortion. Depending on the voltage headroom
available to the transistors, a relatively large signal swing at the output may end
up modulating the amplifier output impedance, usually compressing the overall
amplifier gain.

Since the output distortion depends on the magnitude of output voltage itself,
its settling behavior is different from the input distortion. We can calculate it by
again assuming the output impedance to have second- and third-order non-linearity
as shown in Figure 3.4. If the amplifier output admittance can be written as –

gout = go + go2Vout(t) + go3V
2
out(t) (3.9)

then using a similar analysis as for the input distortion (presented in Appendix A),
the second- and third-order output distortion components can be calculated as –

V
(2)
out,out(t) =

go2g
2
m

g3
o

{1 − 2( t
τ
) e

−t/τ
− e

−2t/τ
}V 2

in, t ≥ 0 (3.10)
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Figure 3.5: Settling behavior of amplifier distortion components

Figure 3.6: Settling behavior of harmonic distortion originating from the amplifier input transcon-
ductance and output impedance

V
(3)
out,out(t) =

go3g
3
m

g4
o

{(1 − e−t/τ) + 3
2
e
−t/τ (1 − e−2t/τ)

+3e−t/τ (1 − e−t/τ) − 3( t
τ
) e

−t/τ
}V 3

in, t ≥ 0
(3.11)

Figure 3.5 shows the settling behavior of the 2nd-order distortion components
arising from input and output nonlinear mechanisms with a magnitude (normalized
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Figure 3.7: Amplifier in negative feedback with input, virtual ground and output signals

to the fundamental component) of approximately 0.1%. It can be seen that the input
distortion component settles in the same way as the fundamental output signal,
while the output distortion component settles a bit slower. This is also illustrated
in Figure 3.6 where the two distortion components are plotted after being normalized
with the fundamental output signal.

3.2. Discrete-time Amplifiers with Negative Feed-
back

As discussed in the previous section, the gain of an open-loop amplifier is directly
dependent on the input transconductance and the output impedance of the amplifier.
This makes the amplifier gain highly sensitive to the amplifier’s bias point and its
environment, and any kind of PVT variation could have a significant effect on the
amplifier gain. Although this sensitivity towards PVT variations could be mitigated
by applying design techniques such as a constant-gm bias, their effectiveness is
limited, precluding their use in high-resolution applications.

To make the gain more independent of PVT variations, amplifiers are often used
in a negative-feedback configuration, which involves feeding the amplifier output
back to its input through a feedback network, as shown in Figure 3.7. For amplifiers
with high inherent gain, the output signal is driven in order to completely nullify
any signal at the input nodes, creating a virtual ground at its input nodes. As a
result, the overall closed-loop gain is completely determined by the feedback factor,
β, which is a ratio of passive components, thus, reducing its sensitivity towards
process variation, temperature drift, and other environmental changes.

For an amplifier employed in negative-feedback using a passive feedback network
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with a gain of β, as shown in Figure 3.7, the overall output voltage Vout(t) can be
calculated by using the following series of equations –

Vvg(t) = Vin(t) − βVout(t)

Ix(t) = gmVvg(t) = CL
dVout(t)

dt
+ goVout(t) (3.12)

where Vvg(t) is the voltage signal at the virtual ground inputs of the amplifier,
Ix(t) is the output current produced by the input transconductance, gm and go is
the open-loop output transconductance of the amplifier, resulting in an open-loop
gain, Ao, of gm/go. If the input signal is again considered to be a step function
of amplitude Vin, then, with the help of Laplace transform, (3.12) can be used to
calculate Vout(t) as –

Vout(t) =
Ao

1 +Aoβ
(1 − e−t/τf )Vin, t ≥ 0 (3.13)

where τf is the loop time-constant and can be expressed as –

τf =
τ

1 +Aoβ
(3.14)

For an extremely large loop gain (Aoβ ≫ 1), the amplifier closed-loop gain
settles to simply 1/β, making it independent of the amplifier’s input gm and output
impedance. It is also evident from (3.14) that the closed-loop time-constant gets
reduced by the loop-gain, thus increasing the 3-dB bandwidth of the amplifier. Apart
from the output voltage, the virtual ground signal, Vvg(t), is also an important
indicator of settling in a closed-loop amplifier. By combining equations (3.12) and
(3.13), Vvg(t) can be expressed as –

Vvg(t) = Vin − βVout(t) =
1 +Aoβe−t/τf

1 +Aoβ
Vin, t ≥ 0 (3.15)

From (3.15)), it can be seen that the virtual ground signal decays with time at
the rate of 8.6dB per τ of settling, before settling to a residual value of Vin/(1+Aoβ).
Just like in the open-loop case, this rate of decay is an indicator of a purely first-order
exponential settling, resulting from the single-pole nature of the amplifier.

Monitoring the virtual ground signal provides key insights into how the amplifier
behaves in a negative-feedback loop. As evident in (3.15)), the amplifier effectively
tries to suppress any signal present at the virtual ground nodes, and while the limit
of suppression is determined by the loop gain, the rate of suppression is defined by
the closed-loop time constant.
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Figure 3.8: Settling behavior of gain error in closed-loop amplifier

3.2.1. Gain Error
Considering the desired gain of the closed-loop amplifier shown in Figure 3.7 to be
1/β, the gain error over time can be calculated using (3.15) as -

Gain error, εg(t) =
1
β
−

Ao
1 +Aoβ

(1 − e−t/τf )

=
1 +Aoβe−t/τf

1 +Aoβ
1
β
, t ≥ 0 (3.16)

The gain error expression above consists of a static and a dynamic part. The
static part represents the residual steady-state gain error due to the limited loop-
gain. The dynamic part of the gain error describes the initial part of the amplifica-
tion when the amplifier is still settling at a rate of 8.6dB/τf , as shown in Figure 3.8.

Using (3.16), and (2.2) from chapter 2 that describes the resolution required in
the ADC stage, the loop gain and bandwidth requirements for a closed-loop residue
amplifier of an ADC stage can be expressed as –

Relative gain error = 1 +Aoβe−t/τf
1 +Aoβ

≤
1

21+ri+1
(3.17)

where ri+1 is the combined ADC resolution remaining after the i-th stage. Hence,
for a fully settled amplifier, the minimum required DC loop gain can be calculated
as –

1
1 +Aoβ

≤
1

21+ri+1
(3.18)
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or,
Ao ≥

21+ri+1

β
(3.19)

To put that into perspective, for the first stage of a 12-bit pipelined ADC with
1-bit per stage architecture, the residue amplifier (with a gain of 2x) needs to achieve
a relative accuracy of at least 1/212. In order to accomplish this without any cali-
bration, the amplifier needs to possess an open-loop DC gain of more than 8192 or
78dB.

Along with sufficient DC gain, the amplifier also needs to possess a certain
bandwidth in order to achieve the gain with the required accuracy within the spec-
ified amplification period. This bandwidth requirement can also be calculated from
(3.17), by assuming the op-amp to have sufficiently high DC gain (Aoβ ≫ 1). In
that case, for an amplification period of ts, (3.17) can be simplified to –

e
−ts/τf ≤

1
21+ri+1

(3.20)

or, ts ≥ (1 + ri+1)τf ln2 (3.21)

Assuming ts to be half of the ADC clock period, the 3-dB bandwidth of the
closed-loop amplifier can be written as –

f3dB ≥
(1 + ri+1)fsln2

π
(3.22)

or,
fu ≥

(1 + ri+1)fsln2
πβ

(3.23)

where fs is the ADC sampling frequency and fu is the unity-gain frequency of the
op-amp and is expressed as βf3dB. Based on the above expression, it can be seen
that if the 12-bit pipelined ADC in the previous design example was to be operated
at a speed of 200MS/s, then the amplifier in the first stage will need a unity-gain
bandwidth of nearly 1GHz to completely settle to the desired gain with the required
accuracy.

3.2.2. Noise
In order to analyze the noise performance of the closed-loop amplifier, we consider an
inverting amplifier with a capacitive feedback network, as shown in Figure 3.9, with
all the capacitors being completely reset before the beginning of the amplification
period. When an input step of Vin is applied at t = 0, it propagates through the
capacitive network and generates spikes at the virtual ground input and the amplifier
output nodes. These voltage spikes can be expressed as –
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Vin

CS

CF

CL

Vout
Vvg

-CS

CF
Vin

Figure 3.9: Closed-loop charge amplifier

Vvg(t = 0+) = Vin
CS(CL +CF )

CSCF +CSCL +CFCL

Vout(t = 0+) = Vin
CSCF

CSCF +CSCL +CFCL
(3.24)

After the initial kick, the amplifier begins to drive the output in order to reduce the
virtual ground signal to zero through negative feedback. As the amplifier output is
settling, the transient closed-loop gain of the inverting amplifier can be expressed
by taking a ratio of the amplifier output with the input step. Assuming the DC
loop gain to be sufficiently large, the overall closed-loop gain, Acl(t), can be derived
as –

Acl(t) =
CSCF

CSCF +CSCL +CFCL
e
−t/τf −

CS
CF
(1 − e−t/τf )

=
−CS
CF
(1 − (CL +CF )(CS +CF )

CSCF +CSCL +CFCL
e
−t/τf) (3.25)

where τf is the time constant of the closed-loop amplifier. The first part in the
equation represents the steady-state gain, -CS/CF , and the second half represents
the gain error due to limited settling in the amplifier. Neglecting any other sources
of noise in the amplifier, the noise current density from the input transistor is given
by 4kTgm, with gm being the input transconductance. If the noise bandwidth is
limited only by CL, then the output-referred noise power at time t can be calculated
using the analysis in [2] –

v2
o,n(t) =

kT

CL

Ao
1 +Aoβ

(1 − e−2t/τf ) +
kT

CL
e
−2t/τf (3.26)
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Figure 3.10: Settling behavior of SNR in closed-loop amplifier

where Ao is the open-loop gain of the amplifier, and β is the feedback factor, given
by CF /(CS +CF ). Just like in the case of an open-loop amplifier, the second term
in (3.26) results from the noise power of load capacitor voltage at t = 0, which, if
assumed to be perfectly reset, is given by kT /CL. Considering Aoβ ≫ 1, we obtain
the following expression -

v2
o,n(t) ≈

kT

CL

1
β
(1 − (1 − β)e−2t/τf )

≈
kT (CS +CF )

CFCL
(1 − CS

CS +CF
e
−2t/τf ) (3.27)

The output signal power is proportional to the square of closed-loop gain. There-
fore, using (3.25) and (3.27), the overall SNR at the output of the amplifier at any
moment in time, t, can be expressed as –

SNR(t) = v2
o(t)

v2
o,n(t)

=
{CS
CF
(1 − (CL+CF )(CS+CF )

CSCF+CSCL+CFCL e
−t/τf )}

2

kT (CS+CF )
CFCL

(1 − CS
CS+CF e

−2t/τf )
(3.28)

Figure 3.10 shows the settling behavior of SNR versus the amplifier settling, as
described by (3.28), for a closed-loop amplifier with a gain of 2x (CS = 2CF = 2CL).
As the amplifier output always crosses zero in its buildup from the initial feedforward
kick to its final value, the output power initially reduces to zero before increasing
exponentially. On the other hand, the noise power at the output sees a relatively
small change during the amplifier settling. As a result, after the initial dip, the
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SNR builds up roughly the same way as the output signal power and the amplifier
achieves nearly 90% of its steady-state SNR in the first three time-constants.

3.2.3. Distortion
It was shown earlier that the application of feedback desensitized the overall am-
plifier gain to the amplifier’s intrinsic gain by a factor of 1 +Aoβ. This means that
any input-dependent variation in the closed-loop gain due to nonlinear mechanisms
in the amplifier also gets suppressed by the loop-gain [3, 4]. This suppression of
amplifier distortion is one of the key advantages of negative feedback, and has made
it one of the mainstays of amplifier design techniques for high-precision applications.

This mitigating effect of negative feedback on harmonic distortion has been doc-
umented extensively in the literature [3–6]. However, most of these approaches
evaluate the distortion in frequency-domain. The frequency-domain approach essen-
tially studies the amplifier in its steady-state, neglecting the way it behaves during
the initial settling phase. For designing and optimizing discrete-time amplifiers for
high-speed applications, however, it is important to understand how the effect of
negative feedback evolves during the amplifier settling.

In this sub-section, we will extend the analysis of distortion components pre-
viously presented for open-loop amplifiers to study how negative-feedback affects
the distortion components in discrete-time amplifiers. Along with mathematical ex-
pressions (with a detailed analysis in Appendix A), an intuitive description of the
settling behavior of distortion components is presented below.

A. Intuitive Explanation
The transient behavior of a feedback amplifier’s distortion components can
be understood by considering the response of a negative-feedback system to a
short voltage pulse. It is well established that any spurious signal in a negative-
feedback loop gets suppressed by the overall loop gain [3]. However, the rate
of suppression, as calculated previously, is determined by the 3-dB bandwidth
or the time constant of the feedback loop. Once the pulse disappears, the
amplifier’s response to the pulse also starts to fade. However, this process is
not infinitely fast, and, for a single-pole amplifier, occurs at the rate of 8.6dB
per τf .

The above scenario can be extended to analyze the amplifier distortion by
breaking down the signal responsible for generating the distortion into a series
of pulses, as illustrated in Figure 3.11 , and considering the response of the dis-
tortion mechanism and the negative-feedback loop to this series of pulses. This
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(a)

(b)

Figure 3.11: Amplifier (a) virtual ground signal and (b) output signal decomposed into individual
pulses

process is basically like time-domain convolution, and the overall distortion at
a certain moment in time will be the sum of all the distortion components
triggered by these individual pulses while being suppressed by the feedback
loop.

In the case of distortion originating from the input transconductance, the dis-
tortion mechanism is triggered by the virtual ground signal. A pulse at the
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(a)

(b)

Figure 3.12: Second-order distortion generated in the amplifier by the (a) virtual ground signal
and (b) output signal pulses

virtual ground node will generate a distortion voltage, which appears at the
output at a finite speed due to the output pole. Once the input pulse disap-
pears, the corresponding distortion voltage at the output also starts decaying
at the rate defined by the loop time constant. While this distortion component
is fading, the distortion component resulting from the next input pulse starts
appearing at the output. As shown in Figure 3.12a, every individual input
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pulse in the series of pulses will generate a distortion component that builds
up and decays at the rate defined by the loop bandwidth.

Since negative-feedback essentially works towards eliminating the virtual ground
signal, the magnitude of the input pulses decreases at the same rate. Hence,
the magnitude of the distortion components generated by these pulses goes
down by a factor of two in dBs in case of second-order distortion, and a factor
of three for third-order distortion. However, as seen from Figure 3.12a, the
overall sum of all distortion components at any moment is dominated initially
by the first pulse and, as the amplifier approaches steady state, by the most
recent pulse. The point of transition can be considered as the settling point
for the input distortion.

The other significant non-ideal element limiting the amplifier linearity is the
output impedance. The distortion arising from the nonlinear output impedance
of the amplifier can be treated in a similar way as input distortion, as shown
in Figure 3.12b. The output signal can be decomposed into a series of pulses,
with each pulse creating a distortion component. At the beginning of the am-
plification period, the output voltage is close to zero and hence, and so are the
corresponding distortion components. However, as the output voltage starts
building up, the magnitude of the output distortion pulses also increases based
on the loop time-constant and the order of distortion. These output distortion
components keep increasing in magnitude before settling in a similar fashion
as the amplifier output voltage. As evident from Figure 3.12b, the overall sum
of all these distortion components at any instant in time is dominated by the
most recent pulse.

B. Mathematical Analysis
A nonlinear negative-feedback amplifier can be analyzed by using the nonlinear
amplifier model shown in Figure 3.4 in the closed-loop configuration illustrated
in Figure 3.7. Starting with the nonlinear input transconductance, (3.12) can
be rewritten to reflect the gm nonlinearity in the following way -

Vvg(t) = Vi(t) − βVout(t)

Ix(t) = gmVvg(t) + gi2V
2
vg(t) + gi3V

3
vg(t) (3.29)

Ix(t) = CL
dVout(t)

dt
+ goVout(t)

It should be noted from (3.29) that there is no memory element present in
the relationship between Ix(t) and Vvg(t). That is because the only memory
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present in the circuit is associated with the load capacitance. By solving (3.29)
with the help of some simplifications (Appendix A), the second-order input
distortion component, V (2)out,in(t), can be calculated as –

V
(2)
out,in(t) =

gi2
go(1 +Aoβ)3

V 2
in((1 − e

−t/τf )

+(Aoβ)
2e
−t/τf (1 − e−t/τf ) + 2Aoβe

−t/τf (
t

τf
))

(3.30)

This represents the transient behavior of the second-order distortion compo-
nent from the nonlinear input gm in response to a step input at t = 0. After the
initial settling, the distortion component settles towards a steady-state value
of gi2
(go(1+Aoβ))3 , which is the same as that derived in [4]. The third-order input

distortion component, V (3)out,in(t), can be similarly be expressed as –

V
(3)
out,in(t) =

gi3
go(1 +Aoβ)4

V 3
in((1 − e

−t/τf ) + 3(Aoβ)2e
−t/τf (1 − e−t/τf )

+
(Aoβ)

3

2
e
−t/τf (1 − e−2t/τf ) + 3Aoβe

−t/τf (
t

τf
))

(3.31)

It can be seen from (3.31) that the third-order distortion component, V (3)out,in(t),
also shows a similar settling behavior as V (2)out,in(t), with both components be-
ing suppressed by the loop at the rate of 8.6dB/τf as posited before.

The effect of a non-linear output impedance can be modeled by including
the second- and third-order distortion coefficients, go2 and go3, respectively
in equation (3.12). The relationship between Ix(t) and Vout(t) can then be
rewritten as -

Ix(t) = goVout(t) + go2V
2
out(t) + go3V

3
out(t) +CL

Vout(t)

dt
(3.32)

The solution for (3.32) can be simplified in a similar way as the input distortion
(Appendix A), resulting in the following expression for the second-order output
distortion component -

V
(2)
out,out(t) =

go2

go

A2
o

(1 +Aoβ)3
V 2
in((1 − e

−t/τf ) + e−t/τf (1 − e−t/τf )

−2e−t/τf ( t
τf
))

(3.33)

The third-order distortion component in the output voltage,V (3)out,out(t), can
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Figure 3.13: Settling behavior of harmonic distortion in closed-loop amplifiers

similarly be calculated as –

V
(3)
out,out(t) =

go3

go

A3
o

(1 +Aoβ)4
V 3
in((1 − e

−t/τf ) + 3e−t/τf (1 − e−t/τf )

−
1
2
e
−t/τf (1 − e−2t/τf ) − 3e−t/τf ( t

τf
))

(3.34)

It can be seen from (3.33) and (3.34) that the two distortion components,
V
(2)
out,out(t) and V

(3)
out,out(t), follow the settling behavior of the output voltage.

Figure 3.13 compares the settling behavior of second-order input and output
distortion components after being normalized with the fundamental output
signal. The amplifier distortion coefficients are chosen such that the steady-
state values of the input and output distortion components are equal. While
the distortion originating from the output settles fairly quickly towards its
final value, the input distortion requires a lot more settling to reach its final
value. This is primarily due to the negative-feedback suppressing the signal at
the virtual-ground nodes, which lowers the amount of distortion originating
from the amplifier input nonlinearity.

3.3. Power Efficiency
In the analyses in the previous sections, we studied the different metrics for a
discrete-time amplifier, both in open- and closed-loop configuration, and how they
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vary during the amplification period. Conventional design practices would dictate
that all the amplifier metrics - gain, SNR and distortion - should be allowed to settle
to their final values before the end of the amplification time. Many of these metrics,
as indicated in the previous sections, settle exponentially with time, which means
that the improvement in amplifier resolution saturates for higher rates of amplifier
settling. The power dissipation, on the other hand, in a typical class-A amplifier
that burns a fixed amount of current during the entire amplification period, increases
linearly with amplifier settling.

In order to design energy-efficient pipelined A/D converters, it is important to
optimize the way power is spent in the residue amplifiers. In this section, we will
investigate how to trade amplifier power dissipation efficiently to achieve the desired
resolution. Considering that digital calibration provides us the tools to relax some
of the accuracy requirements from a residue amplifier, by examining the settling
behavior of the amplifier characteristics analyzed in the previous sections, we will
try to determine the optimum amount of amplifier settling in residue amplifiers. We
will consider two design cases, in which the amplifier has to achieve (a) a fixed SNR
and (b) a fixed SNR and gain.

3.3.1. SNR-limited case
For studying power efficiency, we choose to consider class-A amplifiers for two rea-
sons, namely because they are one of the most commonly used amplifier topologies
and their power consumption is simpler to analyze. In class-A amplifiers, the current
consumption remains the same during the entire amplification period. Hence, for a
fixed amplification time ts, the nominal power dissipation is directly proportional
to the amount of settling allowed for the amplifier.

Since noise is an inherently non-deterministic error source, it imposes a funda-
mental limit on amplifier accuracy that can not be improved via calibration. Hence,
in our analysis, we will look at how the amplifier power dissipation varies for differ-
ent values of settling accuracy while achieving a fixed SNR. Apart from the initial
signal feedthrough, SNR settles almost identically in open- and closed-loop ampli-
fiers. As seen in both Figs. 3.3 and 3.10, when the settling is reduced, the SNR
drops due to the loss of signal. If we consider only the SNR to be fixed by design
specifications, this loss in SNR needs to be compensated by reducing the noise by
sizing up the entire amplifier and capacitive network. Using the inverse square-law
relationship between noise and power consumption as defined by Schreier FoM [7]
for noise-limited cases, the resulting power dissipation, Pcomp(ts/τf), compensated
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Figure 3.14: Power consumption versus settling for noise-limited amplifier

for a certain amount of settling can be expressed as –

Pcomp(ts/τf) = Pnom(ts/τf)(
SNRfinal

SNR(ts)
)

2

(3.35)

where Pnom is the nominal power of a class-A amplifier designed to achieve the
specified SNR after complete settling (assumed to be 10τ setting in this analysis).
This compensated power shoots up exponentially for low values of settling, as shown
in Figure 3.14, due to very low amplifier gain. For higher rates of settling, the SNR
saturates while the power dissipation continues to rise. Between these two extremes,
there exists an optimum value of settling close to 2τ , where the power consumption
is minimal. Around this value of settling, the loss in SNR is acceptable (as seen in
Figure 3.10) , making it more power-efficient to stop the amplifier from settling any
further.

The other error sources limiting the amplifier resolution – gain error and dis-
tortion – benefit from amplifier settling in a different manner. While gain error
reduces with amplifier settling in both open- and closed-loop amplifiers, only the
input distortion in closed-loop amplifiers shows any improvement due to higher set-
tling accuracy. In addition, for both of these error sources, the rate of settling
is much slower than that for SNR. As noise is the only non-deterministic process
limiting the amplifier resolution, power should only be spent towards achieving the
desired SNR. Hence, to improve the amplifier’s power efficiency, gain and distortion
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Figure 3.15: Amplifier gain compensated for different amounts of amplifier settling

calibration must be used to relax the settling requirements for achieving the desired
gain accuracy to the optimum settling point identified in Figure 3.14.

3.3.2. SNR and Gain error-limited case
In the analysis shown in the previous sub-section, to maintain a constant SNR, the
loss of signal gain is compensated purely by burning more power. We could also add
another constraint in the analysis by also keeping the signal gain achieved at the end
of the amplification period constant even with lower amplifier settling, as illustrated
in Figure 3.15. This can be realized by increasing the amplifier’ steady-state gain
by using a smaller feedback factor in closed-loop amplifiers or using a larger load
resistor in open-loop amplifiers.

As the settling starts to approach zero, the amplifier behavior approaches that of
an integrator. As illustrated in Figure 3.16, as opposed to an exponentially settling
amplifier, in an integrating amplifier, the gain increases linearly with time. For an
ideal integration, the integrating amplifier needs to possess infinite DC gain and an
infinitesimally small bandwidth (i.e. τ →∞). While the intrinsic gain requirement
is hypothetically infinite, the integrating amplifier trades it off with power consump-
tion. The power efficiency of an integrating amplifier can be quantitatively analyzed
by comparing the gm required to achieve the same gain and SNR. The gain of an
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Figure 3.16: Settling vs integrating amplifier

integrating amplifier, Aint, can be expressed as –

Aint =
gm,int

Cint
Ta (3.36)

where gm,int and Cint are the integrating amplifier’s transconductance and load
capacitance, respectively, and Ta is the amplification time.

For the same amplification period, the gain of a conventional settling amplifier,
Aset, shown in Figure 3.16(a), can be expressed as –

Aset = gm,setRset (1 − e
−Ta/RsetCset) (3.37)

with gm,set, Rset and Cset being the settling amplifier’s transconductance, output
impedance, and load capacitance, respectively. If a settling of Nτ is assumed for
this amplifier, then (3.37) can be rewritten as –

Aset = gm,setRset (1 − e−N) (3.38)

Comparing the two amplifiers for the same achieved gain, (3.36) and (3.38) can
be equated, resulting in a transconductance ratio of –

gm,int

gm,set
=
CintRset

Ta
(1 − e−N) = 1

N

Cint
Cset
(1 − e−N) (3.39)

The ratio of Cint and Cset can be found by comparing the input-referred (single-
ended) noise powers in these two cases as calculated in the previous section and [8],
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Figure 3.17: Normalized power dissipation of settling amplifier vs settling accuracy

respectively –
v2
n,int =

4kT
gm,int

1
2Ta

=
2kT

AintCint

v2
n,set =

kT

AsetCset
(

1 − e−2N

1 − e−N
)

(3.40)

where 1/2Ta is the noise bandwidth of the integrating amplifier. Since the two
amplifiers are required to achieve the same SNR, the ratio of the required load
capacitors in the two amplifiers can be derived by equating the expressions in (3.40),
resulting in -

Cint
Cset

= 2( 1 − e−N

1 − e−2N ) (3.41)

Using (3.39) and (3.41), the ratio between the two gm’s can be expressed as –

gm,int

gm,set
=
N

2
(1 − e−2N)

(1 − e−N)2
(3.42)

Based on the gm ratio in (3.42), the power consumption of a settling amplifier
normalized to an integrating amplifier is shown in Figure 3.17 for different values of
amplifier settling. Although the power dissipation of an integrator is always lower
than that of a settling amplifier, this advantage is relatively low for settling < 2τ .
However, for higher values of settling, the settling amplifier consumes N/2 times
the power of an integrating amplifier for the same gain and SNR.
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3.4. Conclusion
One of the distinct characteristics of residue amplifiers is their discrete-time oper-
ation. In this chapter, the transient behavior of discrete-time amplifiers and their
most important design metrics – gain, noise, and distortion- were studied in depth.
Time-domain expressions were developed for amplifiers in both open- and closed-
loop configuration to describe their settling behavior in detail. In order to maximize
the amplifier power efficiency, optimum settling points for two cases of residue am-
plifiers were identified based on the settling behavior of their SNR. As for gain error
and distortion, digital calibration was postulated as a power-efficient alternative for
easing the burden of achieving the full gain accuracy from the residue amplifiers and
allowing them to operate at their optimum settling point.
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4
Split-ADC Calibration1

In the previous chapter, the trade-off between an amplifier’s settling accuracy and
linearity was discussed. It was shown that the amplifier power efficiency can be
significantly improved by employing incomplete settling in residue amplifiers along
with digital calibration. By correcting gain and distortion errors through digital
calibration, amplifier settling can be optimized to achieve the lowest possible power
dissipation for a given SNR.

For pipelined ADCs with low-resolution front-ends, such as 1.5b/stage, it is ben-
eficial to apply digital calibration to the first few stages. However, background
calibration for distortion in multiple stages is nontrivial and most of the proposed
techniques are either foreground [1], skip-and-fill [2], or queue-based [3, 4], and
involve taking the ADC offline for a certain period of time. A few background
techniques have also been published [5–9], but all of them are statistical in nature.
In [5], pseudo-random calibration sequences are injected through the stage-DACs,
while [6–8] rely on random selection between multiple residue-modes. [9] also uses a
pseudo-random sequence to apply a digitally dithered reference step to the MDAC.
When operating in continuous background mode, statistical approaches require a
large number of cycles to estimate the effect of ADC non-idealities on the calibration
signal with sufficient accuracy. This is primarily because the calibration signal is
1This chapter is derived from publication: R. Sehgal, F. van der Goes and K. Bult, "A 12-b 53-
mW 195MS/s pipeline ADC with 82dB SFDR using split-ADC calibration" IEEE J. Solid-State
Circuits, vol. 50, no. 7, pp. 1592−1603, Jul. 2015.
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Figure 4.1: Split-ADC calibration principle

usually a low amplitude signal riding on a large uncorrelated signal. As a result,
averaging over a substantially large number of samples is required to obtain suffi-
cient accuracy, hence, driving up the calibration times for high-resolution ADCs.
Most applications cannot tolerate long calibration cycles, and considering that this
must be done with automatic test equipment (ATE) during production testing, a
calibration time ranging in the hundreds of milliseconds is prohibitively expensive.

This chapter describes a fully deterministic continuous background calibration
technique for residue amplifier distortion correction. Based on the split-ADC tech-
nique [10, 11], the calibration is shown to converge rapidly in less than 70,000 cycles.
Its efficacy is demonstrated with the help of a prototype pipelined ADC with split-
ADC calibration.

4.1. Split-ADC Calibration Principle

In the split-ADC calibration architecture [10, 11], shown in Figure 4.1, the ADC
is split into two identical halves, with each half-ADC digitizing the same input signal.
By introducing a small offset (which could be a pseudo random (PR)-sequence [10]
or a DC signal [11]) between them, the two half-ADCs are forced to go through
different conversion trajectories. The two ADC outputs can be averaged to get the
overall digital output. And by taking the difference, the input signal is effectively
cancelled and the resulting digitized offset can be used to detect any deterministic
ADC non-idealities. Since the offset was separated from the input signal without the
need for any lengthy decorrelation procedure, the split-ADC calibration converges
much faster than other full background calibration methods. Rather than using a
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Figure 4.2: Split-ADC with (a) Gain Error and (b) Distortion

PR-sequence [10], a DC offset is used in this work for its ease of generation and
effectiveness for nonlinearity calibration.

Since the analog portion is split into two halves, the noise power in each half-
ADC increases by a factor of two. However, upon averaging the digital outputs of
these ADCs, the uncorrelated noise is halved again. Hence, with respect to noise
and analog power, the split-ADC technique has a negligible circuit overhead.

4.1.1. Gain Error
Figure 4.2 shows the output transfer characteristic of a 1.5b/stg pipeline ADC with a
gain error. This architecture consists of three ADC sub-ranges that are aligned when
the gain of the inter-stage residue amplifier equals the digital gain (2x). However,
in the presence of gain error, the slope of the output curve deviates from its ideal
value, resulting in a misalignment of these sub-ranges. As highlighted in previous
chapters, this leads to discontinuities in the ADC output every time it transitions
from one sub-range to another.
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The magnitude of the discontinuities between subranges in the ADC transfer
function can be calculated by using (2.2) and (2.3). Considering the effect of gain
error in the first stage of a 1.5-bit/stg ADC, the ADC stage transfer function can
be written as –

Vres,1 = Ga,1 (Vin −Dout,1 (
Vref

2
)) (4.1)

The effect of gain error on the ADC output can be analyzed by examining the
reconstructed ADC input. By combining the stage residue with the stage digital
output, the reconstructed ADC input, Vin,dig, can be expressed as –

Vin,dig =Dout,1 (
Vref

2
) +

Vres,1

Gd,1
=Dout,1 (

Vref

2
) +

Ga,1

Gd,1
(Vin −Dout,1 (

Vref

2
)) (4.2)

To analyze the discontinuity between two ADC subranges, we need to consider an
input that lies between those two subranges. For instance, in a 1.5bit/stg architec-
ture, for an input voltage of Vref /4, the ADC output occurs right between the 2nd

and 3rd subrange. Due to the proximity of this input to the CADC thresholds, the
CADC may generate two different digital outputs, resulting in completely opposite
stage residue voltages. However, when the digital bits are combined in the encoder,
the two trajectories should still result in the same overall ADC code. This can be
verified by calculating the reconstructed ADC input for these two trajectories –

For CADC = 11, Dout,1 = 1

Vin,dig11 =
Vref

2
+
Ga,1

Gd,1
(
Vref

4
− (

Vref

2
)) =

Vref

2
−
Ga,1

Gd,1
(
Vref

4
) (4.3)

For CADC = 10, Dout,1 = 0

Vin,dig11 = 0 +
Ga,1

Gd,1
(
Vref

4
− 0(

Vref

2
)) =

Ga,1

Gd,1
(
Vref

4
) (4.4)

As seen from above equations, for an ideal analog stage gain, these two trajec-
tories lead to an identical reconstructed ADC input. However, the presence of any
gain error will show up as difference between the ADC codes obtained from these
two trajectories, resulting in discontinuities in the ADC transfer function. This
discontinuity can be calculated as –

Vin,dig11 − Vin,dig10 =
Vref

2
−
Ga,1

Gd,1
(
Vref

4
) −

Ga,1

Gd,1
(
Vref

4
) =

Vref

2
(1 −

Ga,1

Gd,1
) (4.5)
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As seen from the above equation, this discontinuity is directly proportional to
the gain error and can be eliminated by accurately matching the analog and digital
gains.

In the split-ADC technique, this discontinuity is captured by introducing an
offset between the signal paths of two identical ADCs and observing the difference
between the two split-ADC outputs when they transition between subranges. For
a differential offset, 2Voff , the reconstructed ADC inputs for the two split-ADCs A
and B can be expressed as –

Vin,digA =Dout,1A (
Vref

2
) +

Ga,1

Gd,1
(Vin + Voff −Dout,1A (

Vref

2
)) (4.6a)

Vin,digB =Dout,1B (
Vref

2
) +

Ga,1

Gd,1
(Vin − Voff −Dout,1B (

Vref

2
)) (4.6b)

To capture the subrange transition, we consider two input voltages, VinX and
VinY , that ensure that the output of split-ADC B is in its 2nd and 3rd subranges,
respectively, while split-ADC A operates in the third subrange for both inputs due
to the offset. The reconstructed input arising from these two cases can be expressed
as –

For Vin = VinX , Dout,1A = 1 and Dout,1B = 0

VinX,digA =
Vref

2
+
Ga,1

Gd,1
(VinX + Voff − 1(

Vref

2
)) (4.7a)

VinX,digB =
Ga,1

Gd,1
(VinX − Voff) (4.7b)

For Vin = VinY , Dout,1A = 1 and Dout,1B = 1

VinY,digA =
Vref

2
+
Ga,1

Gd,1
(VinY + Voff − 1(

Vref

2
)) (4.8a)

VinY,digB =
Vref

2
+
Ga,1

Gd,1
(VinY − Voff − 1(

Vref

2
)) (4.8b)

Since the two split-ADCs transition between sub-ranges at different inputs due
to the added offset, the discontinuities in their ADC transfer function appear at
different inputs. This creates discontinuities or “steps” in the difference between
the two split-ADC outputs, as illustrated in Figure 4.2(a), which can be calculated
by observing the difference between the two split-ADCs -

∆ = (VinY,digA − VinY,digB) − (VinX,digA − VinX,digB) =
Vref

2
(1 −

Ga,1

Gd,1
) (4.9)
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It can be seen from (4.9) that the step, ∆, in the split-ADC difference is di-
rectly proportional to the gain error while being completely independent of the
input signal. This signal-independent measure of the gain error is obtained without
any lengthy decorrelation and, hence, allows the split-ADC calibration to converge
relatively quickly while operating in full background mode.

The operation in (4.9) divides the difference signal between the two split-ADCs
into different bins using the CADC values of ADC A and B from the stage under
calibration. The bin values can then be averaged to reduce the impact of noise, and
the resulting delta between these bin averages relates to the gain error estimate,
which is used to update the digital gains. Eventually, the calibration loop is driven to
achieve a difference signal that is a perfectly straight line without any discontinuities.

4.1.2. Distortion
The distortion in a class-A amplifier is almost always compressive in nature and
leads to gain compression for larger input signals. Ignoring the fifth- and higher-
order harmonics, the output voltage of a differential residue amplifier for an input
signal Vin,RA, can be expressed as –

Vres = GaVin,RA −G3V
3
in,RA (4.10)

where Ga and G3 are the linear gain and third-order distortion coefficients of the
amplifier, respectively. By again considering the differential offset, 2Voff , introduced
between the two split-ADCs, the stage residues for ADCs A and B can be written
as –

VresA = Ga (Vin,RA + Voff) −G3 (Vin,RA + Voff)
3 (4.11a)

VresB = Ga (Vin,RA − Voff) −G3 (Vin,RA − Voff)
3 (4.11b)

If the backend is accurate enough, then the two backend codes, DbA and DbB , can
be used as estimates for the stage 1 residues. Hence, the difference of the backend
codes from the two ADCs results in –

DbA −DbB = 2 (GaVoff +G3V
3
off + 3G3VoffV

2
in,RA) (4.12)

The difference between the two backend codes in (4.12) consists of a constant and
a quadratic term that is proportional to the third-order distortion coefficient, as seen
in Figure 4.2(b). The curvature of this quadratic component can be used to estimate
the distortion present in the residue amplifier. The magnitude of this curvature can
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Figure 4.3: Effect of distortion correction on difference signal

be measured by dividing the difference signal into smaller bins with the help of the
CADC bits from the following stage. By taking the difference between different bin
averages, an error signal is generated which is proportional to the curvature of the
difference signal. The error signal drives a parameter p3 which is used to generate
a look-up table (LUT) of the corrected residue signals –

DbA,corr =DbA + p3D
3
bA

DbB,corr =DbB + p3D
3
bB

(4.13)

While the cubic correction term is an approximation compared to the actual
inverse as calculated in [6], it is a lot simpler to implement and shows comparable
accuracy for weak nonlinearities. The corrected residue signals are then scaled by
the stage gains and added to the bits from stage 1 to get the overall digital output.
By controlling p3, the calibration loop eventually drives the difference signal towards
a straight line as shown in Figure 4.3.

One of the factors affecting the curvature of the difference signal in (4.12) is
the offset between the split-ADCs. A larger offset makes the calibration loop more
sensitive to the third-order distortion and hence resulting in faster convergence. In
this work, an offset equivalent to 5.5% of the ADC full-scale was used, occupying
0.5dB of the ADC dynamic range. To efficiently utilize the headroom, the calibration
offset can be reduced once convergence is reached.

The correction terms in (4.13) are based on the assumption that the backend code
accurately represents the stage 1 residue. However, in this work, the offset was added
between the two residues in every stage of the ADC. The presence of any random
offsets added by the MDACs in the backend limits the accuracy of the distortion
calibration. This limitation is experienced by any calibration approach that corrects
distortion using digital post-processing. Both gain and distortion calibration loops
are extended to multiple stages. As both of these loops rely on a relatively accurate
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Figure 4.4: Gain mismatch in split-ADC calibration

backend, the calibration is first applied to the backend stages. While the bin sizes
reduce for the latter stages, the number of bins goes up proportionally. Thus the
calibration speed remains roughly the same for each stage in the pipeline chain.

4.1.3. Mismatch between Split-ADCs
Due to random mismatch, the two half-ADCs will have different input-referred off-
sets. This makes the overall offset between the ADCs different from what is added
through the ADC references. However, for gain calibration, the exact value of the
offset between the digital outputs is not important, as the error signal is generated
by taking the difference of the bin averages. As a result, the random offset between
the two half-ADCs doesn’t have any impact on the gain calibration.

The spread in the capacitive DACs and residue amplifiers also creates a gain
mismatch between the two split-ADCs. Consequently, the input signal is not entirely
cancelled by subtracting the split-ADC outputs, leading to a residual slope in the
difference signal. This slope is equal to the cumulative gain mismatch of all the
stages in the ADCs. The non-zero slope makes the difference signal input-dependent
to a certain extent, making it difficult to calculate reliable bin averages. Hence, the
overall gain of ADC A needs to be scaled in order to make the two output transfer
curves parallel to each other. This scaling coefficient, α, can be calculated from the
ratio of the slopes of the two fine ADC outputs [12].

While α calculates the cumulative mismatch, the gain mismatch for each stage
needs to be estimated separately for an effective multi-stage gain calibration. This
is done by treating the two discontinuities in the difference signal separately. As
seen in Figure 4.4, ∆a is created by ADC A transition, while ∆b is created by ADC
B. ∆a and ∆b are averaged separately to estimate the gain errors in each individual
stage in ADC A and B, respectively.
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Figure 4.5: Non-orthogonalities between distortion calibration loops of stages 1 and 2

The mismatch between the third-order distortion coefficients of the two split-
ADCs leads to a fraction of the signal and the third-order distortion component
leaking into the difference signal. The former contributes towards the slope of the
difference signal and hence, is treated as a part of the gain mismatch and taken into
account by α. The presence of the residual third-order component in the difference
signal, on the other hand, alters its quadratic nature and as a result, interferes with
the estimation of the third-order distortion. However, due to its relatively small
magnitude, this residual third-order component does not have a significant effect on
the distortion estimation.

4.1.4. Calibration Non-orthogonalities
Due to the multi-stage gain and distortion calibration loops running in parallel,
certain non-orthogonalities were observed between these loops. There were mainly
two kinds of interactions affecting the calibration: between gain and distortion
calibration and distortion calibration of different stages:

a. As seen in Figure 4.2, the nonlinear gain compression created by distortion
produces similar jumps in the difference signal as a linear gain error. Hence, for
a given stage, the distortion calibration is run before the gain error calibration
loop. But a gain estimate is also required to calculate the stage residue and
for accurate compensation of the backend offset. This issue is resolved by
sequentially running the two calibration loops iteratively in the background.

b. Any given ADC output sample includes the distortion introduced by all the
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stages and all of this distortion contributes towards the curvature of the dif-
ference signal. A correction loop for any stage will, thus, attempt to correct
for the nonlinearity of the other stages as well. This issue can be resolved
by running the stage 2 calibration loop followed by stage 1 loop iteratively in
the background, as illustrated in Figure 4.5. In this work, two iterations were
found to be sufficient for the correction coefficients to converge for both the
stages.

4.2. Prototype Split-ADC Implementation

In order to test the efficacy of the split-ADC calibration technique, a prototype
pipelined split-ADC was built as a test vehicle. The goal was to see how much we
could push the settling accuracy of residue amplifiers and still attain good linearity
with the help of calibration. For this, we made the residue amplifier bias highly
programmable with a large range.

4.2.1. ADC Architecture
Figure 4.6 shows the complete ADC architecture. There are nine 1.5b stages, chosen
for their simplicity and a 3-bit fine ADC (FADC). Two extra bits were resolved in
the FADC to suppress quantization noise and improve calibration accuracy. ADC
stages 2 and 3 were scaled by a factor of two to save power. To split the ADC into
two identical halves, the amplifiers and the capacitance in each half-ADC were sized
down by a factor of two. The amplifiers share the same bias and symmetry was
maintained between the two half-ADCs to minimize mismatch. The CADCs and
other digital blocks, being close to minimum size, were not scaled. Although this
led to an increase in digital complexity, the overall area and power overhead was
relatively small.

Gain calibration is used for stages 1-6, while the nonlinearity calibration is ap-
plied only to the first two stages. An offset was introduced differentially in the two
half-ADCs via the externally generated ADC reference voltages. This method was
preferred over the use of extra residue modes [11] in order to have greater flexibility.

Figure 4.7 shows the pipeline front-end stage architecture. The front-end was
designed without a dedicated sample-and-hold amplifier (SHA) and the input net-
works for stage 1 MDAC and CADC were matched to reduce aperture errors. The
sampling network and timing scheme that were used are similar to those proposed
in [13], with a shortened sampling phase for both MDAC and CADC in stage 1 and
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Figure 4.6: Prototype pipelined ADC architecture with split-ADC calibration

Figure 4.7: SHA-less front-end stage

CADCs in stages 2-9. A flip-around topology was used for the MDACs to achieve a
higher feedback factor, with a total sampling capacitance of 4.4pF in the front-end
for each split-ADC.
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Figure 4.8: Opamp topology

4.2.2. Op-amp
A key challenge of this work was the design of a residue amplifier suitable for testing
the efficacy of gain and distortion calibration. The objective was to design the ADC
with sufficiently accurate residue amplifiers (with high DC gain and settling) as a
starting point and then tune the settling accuracy of the residue amplifiers to reduce
their power consumption, while using calibration to correct for the resulting errors.
This required an op-amp with a high DC gain and a wide range of programmability
in its bandwidth.

A single-stage current mirror op-amp with cascodes, shown in Figure 4.8, was
used as a residue amplifier because it provides a slightly higher DC gain than a
folded-cascode topology for the same output swing. The amplifier’s loop-gain was
further boosted with the help of telescopic op-amps with level shifters at the input,
achieving an overall DC gain of 65dB.

The current mirror ratio was set to unity to avoid excess noise and distortion
from the current sources. Due to the low supply voltage (1V), the overdrive voltages
of the current sources were optimized to achieve maximum output swing rather than
minimum noise. A highly programmable master bias reference was used to vary the
amplifier bias point to sweep its bandwidth over a wide range to observe the effect
of limited settling on ADC performance in detail.
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Figure 4.9: Comparator

4.2.3. Comparator
The comparator used in the CADCs of the pipeline stages is shown in Figure 4.9. It
is based on the dynamic switched-cap comparator [14], where the input is amplified
by the differential pair, M1/2, and then inserted into the latch. This design was
modified by adding two switches, M10 and M11, driven by a slightly delayed latch
enable signal, LH_d, at the bottom of the latch. The delay allows the differential
input to propagate through the differential pair and reach the latch. As it begins to
regenerate the amplified differential input, the switches connect the bottom nodes
of the latch to ground, giving it maximum headroom. This reduces the comparator
time constant by 20%, improving the bit error rate significantly. The delay in LH_d
should be sufficiently long to minimize the effect on the offset and was set at 50ps
in this work.

As the speed requirements are relaxed for the 5b FADC, the switches were re-
moved to simplify the latch. Since no over-range is implemented in the FADC, the
comparator offset directly affects the ADC INL. Hence, differential pairs with resis-
tive loads were used as preamplifiers with a gain of 6x to reduce the input-referred
latch offset. Auto-zeroing was applied by storing the preamplifier offset at the input
to further limit the overall comparator offset [15].
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Figure 4.10: Chip micrograph

4.2.4. Analog Input Interface
The input signals and the reference voltages being sampled by the ADC are driven
directly from external pins. Due to this, the sampling glitch coming from the sam-
pling network couples with the bond-wire inductance, creating ringing at their reso-
nant frequency. This can significantly degrade both the input and reference signals.
To avoid this ringing, on-chip low-pass RC networks with large MOS-caps of the
order of 1nF were connected to all the references. However, for the input signals,
to preserve bandwidth, a shunt cap identical to the first stage sampling cap was
employed. An on-chip series metal resistor was also used to damp out the ringing.
This, along with differential signaling, reduced the amount of spurious content on
the input signals [16].

4.3. Measurement Results

The ADC was implemented in 40nm 1V digital CMOS process and occupied an
area of roughly 0.81mm2, including the bias, clock tree, output digital interface,
and input test interface. This excludes the on-chip supply and reference decoupling
caps. A die micrograph is shown in Figure 4.10. The digital outputs of each split-
ADC were subsampled by the output digital interface before being taken off-chip.
The output bits were then imported into MATLAB where the calibration sequence
was performed. Measurements were carried out on three die samples and the overall



4.3. Measurement Results 67

Figure 4.11: SFDR and SNR vs analog power sweep (fs = 195MHz, fin = 96MHz)

Figure 4.12: SFDR and SNR vs clock frequency sweep (Analog Power = 35mW, fin = 1MHz)

performance was found to be fairly consistent over all samples.

The ADC was initially tested at a low clock frequency with a high current bias
setting to ensure complete settling in the residue amplifiers. Then the settling
accuracy was decreased by (a) lowering the bias currents (and hence, the ADC
power consumption) and (b) raising the clock frequency, as seen in Figures 4.11
and 4.12. Starting with a settling accuracy of roughly 65dB (limited by DC loop-
gain) in all stages, which is equivalent to 7.5τ , the settling was reduced to roughly
2τ ( 30%) in the first two stages and 3.5τ ( 50%) in the remaining stages. While
the amplifier power consumption was effectively lowered by 60%, the overall SNR
dropped by only 1dB. Hence, the residue amplifiers in all the stages were pushed
close to the optimal settling point shown in Figure 3.6, while maintaining roughly
the same SNDR using calibration.

The variation in the digital gain estimates and distortion correction coefficient
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(a) (b)

Figure 4.13: (a) Stage 1 gain estimates and (b) distortion coefficient vs clock frequency (Analog
Power = 35mW, fin = 1MHz)

for stage 1 in the two half-ADCs is shown in Figure 4.13 (along with the first-
order theoretical predictions), and also points towards the amount of reduction in
the amplifier settling accuracy versus clock frequency. Considering the amplifier to
be close to settling to its full accuracy at low clock frequency (fs=32.5MHz), the
settling at fs=195MHz can be estimated to be roughly 2.3τ . As p3 can be used
as a measure of distortion in stage 1, Figure 4.13 implies an exponential increase
in distortion as the settling accuracy is reduced, as predicted in Figure 3.6. The
deviation observed at high clock frequencies can be explained by the increasingly
significant effect of higher-order harmonics (≥5th) and the non-overlap time between
the track and amplification phases.

Figure 4.14 and 4.15 show the 4096-point FFT and INL of the ADC before and
after calibration at fs = 195MS/s (subsampled by a ratio of 192) and an input
signal frequency of 96MHz. The ADC shows an overall worst-case SNR (calculated
by removing first 251 harmonics from the spectrum) of 66dB, an SFDR of 82dB
and a maximum INL of 1.4 LSB at 195MS/s. All the results are presented for a
sinusoidal input with an amplitude of 85% of the ADC full-scale, 1Vppd, to include
a margin for the offset added in the half-ADCs.

With the help of gain and nonlinearity calibration, the amplifier power consump-
tion was reduced from 64mW to 22.4mW. This includes the power dissipated in the
preamplifiers used in the fine ADCs, which is estimated to be roughly 6mW. The
bias consumed 12.6mW, a significant portion of which is attributed to the local bias
within every stage and scales linearly with the amplifier power. The power drawn
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(a)

(b)

Figure 4.14: FFT of 192x sub-sampled output (a) before and (b) after calibration (Analog Power
= 35mW, fs = 195MHz, fin = 96MHz)

by the clock tree and other miscellaneous digital blocks was 18mW. The clock tree
forms a major part of the power consumption as it was optimized for operation up
to 500MHz. As the comparators, encoders and other digital blocks were not scaled
down, splitting the ADC created an estimated overhead of roughly 4mW. The en-
tire ADC consumed 53mW, exhibiting a Schreier FoM, a more accurate measure
for noise-limited ADCs [17], of 157.5dB. Table 4.1 summarizes and compares the
performance of the ADC with other state-of-art pipeline ADCs utilizing closed-loop
class-A amplifiers with distortion calibration. The power consumption of on-chip
reference buffers and calibration logic has been excluded from all the ADCs to pro-



70 4. Split-ADC Calibration

(a) (b)

Figure 4.15: ADC INL (a) before and (b) after calibration (Analog Power = 35mW, fs = 195MHz)

(a) (b)

Figure 4.16: Split-ADC difference signal (a) before and (b) after calibration (Analog Power =
35mW, fs = 195MHz)

vide a fair comparison. It should be noted that this ADC was designed with residue
amplifiers with a high DC gain in order to achieve good performance even without
calibration. Hence, to fully benefit from the split-ADC amplifier gain and distor-
tion calibration, a simpler op-amp topology with a lower loop-gain or an open-loop
amplifier can be chosen to design the residue amplifiers to optimize the ADC power
efficiency.
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[2] [3] [5] [7] [8] [9]
This
work

Technology 90nm 0.25µm 90nm 90nm 0.18µm 0.18µm 40nm

Cal.
Method

Skip-
and-
fill

Queue-
based

Background
RNG cal
signal

Dual
mode

Dual
mode

Adaptive
analog
cancella-
tion

Split-
ADC

Supply
(V)

1.2 2.5 1.2/1 1.2 1.8 1.6 1

ADC FS
(Vppd)

1.2 1 1.5 1.6 2 2 1

Fs (MHz) 200 80 100 100 20 60 195
SNDR
(dB)

59.4 72.6 69.8 70 60 73.3 64.8

SFDR
(dB)

N/A 84.5 85 80 76 84 82

Power
(mW)

186 340 113 200 2.9 58 53

Schreier
FoM (dB)

146.7 153.2 156.2 154 154.4 160.4 157.4

No. of cal
cycles

2×108 N/A 2 × 109 N/A 105 3.2 × 104∗ 7×104

Table 4.1: Performance Comparison
*Power-on calibration with DC input

4.3.1. Calibration Performance
The calibration algorithm starts with a split-ADC difference signal as seen in Figure
4.16 and drives it towards a straight line by adjusting the digital gains and the
nonlinearity LUTs. Each iteration of gain and nonlinearity calibration converges in
roughly 104 samples, with Figure 4.17 showing the stage 1 coefficients settling during
the first iteration. The overall ADC calibration, including the gain calibration for
the first six stages, reached convergence within roughly 70,000 samples.

Since the calibration converges in less than 0.35ms (for fs = 195MS/s), the error
estimation can be run at a much lower frequency, making its power consumption
negligible. The nonlinearity LUTs consist of adders that are truncated to 6-bit
precision words to reduce complexity. Due to the high-resolution multipliers running
at the ADC sampling rate, gain correction is estimated to consume the majority of
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(a) (b)

Figure 4.17: Settling of (a) gain error and (b) distortion coefficients for stage 1

the power associated with the calibration logic. The total power dissipation of the
multipliers for all six stages running at 195MHz in 40nm CMOS was estimated to
be 0.92mW. Hence, the correction logic is estimated to consume less than 2mW and
not make a significant impact on the overall ADC power consumption.

4.4. Conclusion
In discrete-time closed-loop class-A amplifiers, a settling accuracy between 2-3τ was
shown in chapter 3 to achieve the best trade-off between SNR and power efficiency.
In this chapter, a 12-bit pipelined ADC with split-ADC calibration architecture was
presented, which enables the residue amplifiers to operate close to their optimum
settling point. The split-ADC architecture was used to implement multi-stage gain
and distortion calibration, and was shown to achieve fast convergence while dealing
with non-orthogonalities between different calibration loops. Fabricated in 40nm 1V
digital CMOS, the prototype ADC demonstrated an ENOB of 10.5b up to 195MS/s
with a power dissipation of 53mW. While working continuously in background, the
split-ADC calibration improved the ADC SFDR by 37dB within 70,000 samples.
With the help of calibration, the power dissipation in the residue amplifiers was
slashed by 60%, efficiently trading-off analog power for digital-post processing.
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5
Residue Amplifier with

Analog Error Correction

In previous chapters, the motivation for designing residue amplifiers with low circuit
overhead and reduced settling accuracy was established. However, despite achieving
a better power efficiency, the usefulness of such designs is limited by their low gain
accuracy and linearity. An effective approach to utilize residue amplifiers with low
accuracy has been to combine them with digital calibration which, as demonstrated
in Chapter 4, can be used to compensate for the ADC errors resulting from ampli-
fier gain and distortion errors, leading to a significant reduction in residue amplifier
power consumption. Due to the rising ubiquity of digital processing, most calibra-
tion approaches for residue amplifier non-idealities, including the one presented in
Chapter 4, perform both error detection and correction in the digital domain through
post-processing [1–3]. In this chapter, an alternative analog-domain approach for
correcting amplifier gain and distortion errors is presented. This allows the amplifier
non-idealities to be corrected at their source, thus achieving a much better amplifier
performance without employing excessive circuit complexity or overhead.

75
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Figure 5.1: ADC calibration with analog error correction

5.1. Analog Error Correction

Figure 5.1 shows the principle of ADC calibration using error correction in the
analog-domain. Analog error correction typically involves deploying a tunable ele-
ment in the circuit under calibration that can be used to correct its non-idealities.
Analog correction has been used for offset calibration in comparators [4], curvature-
compensation in bandgap references [5] and to correct the timing skew between
time-interleaved ADC lanes [6]. There are several advantages of performing error
correction in the analog domain. Firstly, although digital correction can correct
deterministic errors, as discussed in Chapter 4, it cannot compensate for the lost
dynamic range in the ADC output code. For instance, any reduction in amplifier
gain will result in a lower ADC full-scale, which will reduce ADC SNR despite gain
error calibration in post-processing. With the help of analog correction, however,
the errors can be fixed directly at the source, restoring the ADC full-scale swing
and resulting in a better ADC SNDR.

Secondly, any digital error correction that relies on the ADC backend code, such
as distortion correction, is fundamentally limited by the accuracy of the backend. So,
although the effect of noise in the ADC backend on amplifier distortion detection can
be reduced through averaging, the error correction will be limited by the inaccuracies
in the ADC backend code due to noise and distortion sources in the backend. Analog
error correction, on the other hand, does not suffer from this limitation.

Finally, in many cases, it is much simpler to counteract analog non-idealities by
using analog mechanisms rather than by using digital post-processing. For certain
error sources, it is relatively simple to generate and apply a compensating error
source in the analog-domain. For instance, to calibrate the offset of a comparator,
it is much easier to create an opposite imbalance inside the comparator that is con-
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Figure 5.2: Amplifier gain error correction using incomplete settling

trolled by a calibration loop. Similarly, for amplifier distortion, it is fairly simple and
area-efficient to generate a distortion of the opposite phase in the analog-domain.
Hence, when compared to gain and distortion correction in the digital domain which
require dedicated digital logic running at the full ADC clock speed to process and
correct ADC errors, analog error correction methods can offer significantly more
power and area efficient solutions. As the focus of this thesis is on residue ampli-
fiers, in the next few sections, we will present ways of correcting amplifier gain and
distortion errors in the analog-domain.

5.2. Gain Error Correction

Traditionally, amplifiers with a very high open-loop gain and settling accuracy are
needed to achieve the desired gain accuracy in the first few stages of a high-resolution
pipelined ADC. Since this can be very costly in terms of area and power dissipation,
gain error calibration has become a popular and widely used approach. Depending
on the amplifier topology, several approaches can be applied to correct the gain in the
analog domain. One approach, suitable for both open- and closed-loop amplifiers,
corrects the gain error by leveraging incomplete amplifier settling [7, 8], as shown
in Figure 5.2. By using an amplifier with incomplete settling, its gain at the end of
a fixed amplification time can be easily controlled by tuning the bias current. The
range and resolution of the gain error correction depend on the programmability
of the bias current and the amount of amplifier settling. The lower the amplifier
settling, the more sensitive the amplifier gain will be to the bias current. This
tunability is maximized in the case of integrating amplifiers, as the gain becomes,
to first order, directly proportional to the bias current.
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Figure 5.3: Effect of clock jitter in settling vs integrating amplifier

While the simplicity of this incomplete settling approach makes it very attractive
for gain error correction, it also suffers from certain drawbacks. Incomplete settling
compromises the amplifier settling accuracy, which makes the amplifier gain less
well-defined. For closed-loop amplifiers, less settling can result in higher distortion,
as discussed in Chapter 3. Low amplifier settling also makes the amplifier gain more
susceptible to clock jitter. For an exponentially settling amplifier, the amplifier
output approaches its final value well before the sampling point, as shown in Figure
5.3, making the sampled output voltage insensitive to any jitter in the sampling
clock. At the other extreme is the case of an integrating amplifier, whose output
never settles. As discussed in Chapter 3, the integrating amplifier’s gain increases
linearly with time, causing any uncertainty in the sampling moment to directly
appear as noise on the output voltage sampled by the succeeding stage. Since
clock jitter has a multiplicative effect on an integrating amplifier’s output voltage,
the resulting noise is directly proportional to the slope of the output and can be
expressed as –

Output jitter-induced noise voltage, σv = Vin
gm
CL

σt (5.1)

where σt is the RMS jitter in the sampling clock. Ignoring any other non-idealities,
the SNR at the integrating amplifier’s output resulting purely from clock jitter can
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be calculated as –

SNRjitter =
(AintVin)

2

(Vin
gm
CL
σt)

2 = (
Ta
σt
)

2
(5.2)

It can be inferred from (5.2) that as the amplification period decreases, the jitter-
induced noise will become more significant. This implies that for higher ADC clock
speeds, it can be beneficial to use interleaving to minimize the impact of clock jitter
on the residue amplifier SNR.

Another drawback of amplifiers with incomplete settling is that their gain is no
longer strictly a ratio of passive devices, and can vary significantly over the entire
PVT range. While background calibration can help control the gain, the amplifier
should also be paired with an on-chip constant gm biasing circuit to reduce the
gain variation and, hence, relax the required gain correction range and increase
robustness over a wide range of PVT conditions.

In order to maintain the benefits of negative feedback and complete settling, the
amplifier gain error can also be corrected by adjusting the feedback factor with the
help of a capacitive array [9]. This allows the use of op-amps with low DC gain.
Although the attenuating effect of negative-feedback on distortion varies when the
feedback factor is adjusted to fix the gain, the overall effect was shown to be minor.
The main drawback of this scheme is the additional area required to implement the
capacitive array to tune the amplifier’s closed-loop gain, which could be significant
even for medium-resolution gain correction. This limits their application to low-
and medium-resolution ADCs.

5.3. Distortion Correction
As demonstrated in Chapter 4, distortion correction in the digital domain can be
performed by adding a cubic term that is equal and opposite to the third-order
distortion detected in the residue amplifier. The motivation for performing this
correction in the analog domain is based on the fact that it is more power-efficient
to generate this compensating cubic term in the analog domain.

The idea of using two opposing distortion mechanisms as a linearization tech-
nique has been employed for cancelling the HD3 component in several types of
amplifiers, ranging from RF low noise amplifiers (LNAs) [10, 11], programmable
gain amplifiers (PGAs) [12], transconductors for gm-C filters [13] and ADC residue
amplifiers [14, 15]. These techniques can broadly be classified into two categories,
shown in Figure 5.4, based on how the secondary distortion component is generated
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Figure 5.4: Analog-domain cancellation of amplifier distortion through (a) summation with an
externally generated secondary distortion, or (b) multiplication with an internally generated sec-
ondary distortion

and used to cancel the primary intrinsic amplifier distortion. The first category
[10, 13] is based on a summation of the amplifier output containing the primary
amplifier distortion with an externally generated secondary distortion of the oppo-
site phase. Both [10] and [13] use a feedforward approach, where an auxiliary path,
consisting of a cubing circuit with a certain coefficient, is used to generate a term
that is equal to the HD3 in the main signal path. By subtracting the outputs of
the two paths, the HD3 component in the overall amplifier output can be cancelled.
Since the competing distortion term is generated by a separate auxiliary path, it
can be made easily tunable without disturbing the main path. This feature makes
feedforward linearization an excellent candidate for working together with digital
calibration. However, in most cases, the auxillary path also generates a linear term
that reduces the gain of the primary amplifier (26% gain reduction reported in [13]),
while adding excess noise, resulting in significant degradation in the amplifier SNR.

The techniques in the other category utilize a secondary intrinsic distortion mech-
anism within the amplifier to cancel the primary distortion term. Since both the
primary and secondary distortion mechanisms arise from the same amplifying cir-
cuit, it often results in a multiplication of these two distortion components. By
making their influence on the amplifier gain equal and opposite, the amplifier gain
can be linearized. An important advantage of this approach is that because there
is no dedicated parallel path to generate the secondary distortion, the effect on the
amplifier SNR is minimal. Several options for actuating this secondary distortion
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mechanism have been identified in the literature. In [11, 16], an IM2 term generated
by a squaring circuit is injected into the tail current of an input differential pair to
cancel the HD3 term. [12] and [14] use amplifier stages with opposite distortion
profiles in parallel and series, respectively, to generate an overall linear gain, while
[15] utilizes the rate of change in the output common-mode of a dynamic amplifier
to counterbalance the compressing HD3 in the amplifier output voltage. All these
approaches promise good power efficiency. However, since the competing secondary
distortion profile is now arising from within the amplifier itself, it can be difficult to
implement it with a well-defined tuning knob, making it challenging to control the
secondary distortion mechanism with a calibration loop. This is evident in all the
designs mentioned above, where none of the approaches attempt to tune the com-
peting distortion mechanism, resulting in only a moderately successful cancellation
of the amplifier distortion (<10b SFDR).

For application in high-resolution ADCs, the holy grail of analog distortion cor-
rection is an approach that offers good tunability and control of the competing
distortion mechanism without adding any excess noise and power dissipation. In
the following sub-sections, we will introduce an amplifier topology that exhibits the
potential for both these qualities.

5.3.1. Linearization Principle1

In Chapter 3, we studied the effect of negative feedback on a discrete-time amplifier’s
distortion components in the time-domain. In order to simplify the mathematical
analysis, the effect of second-order distortion coefficient on the third-order distortion
component was neglected. This effect can be calculated by analyzing the distortion
of the negative-feedback amplifier shown in Figure 5.5 in steady-state. Its open-loop
gain, AOL, for an input voltage, Va, can be expressed as –

AOL = a1 + a2Va + a3V
2
a (5.3)

where a1, a2 and a3 are the first-, second- and third-order coefficients, respectively.
When this amplifier is used in negative feedback with a feedback factor, f , its overall
closed-loop gain, ACL, can similarly be expressed as -

ACL = b1 + b2Vin + b3V
2
in (5.4)

1This sub-section is partially derived from publication: Md. Akter, R. Sehgal and K. Bult, ”A
resistive degeneration technique for linearizing open-loop amplifiers” IEEE Trans. Circuits and
Systems II, vol. 67, no. 11, pp. 2322−2326, Nov. 2020.
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Figure 5.5: Closed-loop amplifier model with distortion

where b1, b2 and b3 are the coefficients defining the dependence of ACL on the input
voltage, Vin. Using (5.3) and (5.4), the overall third-order distortion component of
the closed-loop amplifier can be calculated as shown in [17]–

b3 =
a3 (1 + a1f) − 2fa2

2

(1 + a1f)
5 (5.5)

It can be seen that the third-order distortion coefficient for the closed-loop ampli-
fier consists of two components. The first component originates from the open-loop
third-order coefficient a3 while the second term is a result of the second-order interac-
tion around the feedback loop. This second term is only generated as a consequence
of feedback and the presence of second-order distortion, and is always compress-
ing in nature. Based on (5.5), the overall third-order distortion can be completely
cancelled if the following condition is achieved –

a3 =
2fa2

2
(1 + a1f)

(5.6)

It should be noted that to achieve this cancellation we need the third-order
coefficient, a3, to have the same polarity as a2

2. In other words, the third-order
coefficient needs to be expanding.

An example of this linearization principle is presented in [18] which analyses a
common-emitter amplifier with emitter degeneration, as shown in Figure 5.6. A
BJT has an exponential I-V transfer characteristic, and for a certain base-emitter
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Figure 5.6: Linearization technique for HD3 cancellation through emitter degeneration

voltage, vbe, its collector current can be expressed as –

iC = ICSe
vbe/VT (5.7)

where ICS is the collector saturation current and VT is the thermal voltage and is
equal to kT /q. Due to this exponential nature, the output collector current will
contain both even- and odd-order components, all expanding in nature.

The degeneration resistor, Rdeg, provides local negative feedback for the BJT
common-emitter amplifier and controls the collector current by keeping vbe in check,
with a loop-gain of gmRdeg. While emitter degeneration is commonly used with a
large loop-gain in order to make the gm mostly dependent on 1/Rdeg, it is possible
to cancel the HD3 component by picking a specific value of Rdeg based on (5.6). By
using the Taylor series expansion of (5.7) (a2 = a1/2;a3 = a1/6;a1f = gmRdeg) , the
condition in (5.6) can be rewritten as –

gmRdeg =
1
2
or, Rdeg =

1
2gm

(5.8)

Considering that the gm of a BJT is equal to ic/VT , the voltage drop across the
degeneration resistor, VRdeg, can be calculated as –

VRdeg = RdegIC = VT /2 (5.9)

The HD3 cancellation condition given by (5.9) can also be realized using MOS-
FETs in a common-source amplifier with source degeneration provided that the
input MOS transistor is operating in deep weak-inversion. The MOS transistor gm
in weak inversion can be expressed as –

gm =
ID
nVT

(5.10)
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Figure 5.7: Amplifier linearization using common-mode degeneration resistance

where ID is the drain bias current and n is the weak-inversion slope factor. Using
the above expression, the condition for HD3 cancellation can then be calculated as
–

Rdeg =
1

2ngm
; and VRdeg = VT /2 (5.11)

Considering the above equation, the optimum gm degeneration factor (1 + gmRdeg)
for HD3 cancellation is 1 + 1/2n. n is a technology-dependent parameter and is
approximately 1.4, resulting in a gm degeneration of nearly 35%.

5.3.2. Proposed Linearized Amplifier2

The previously discussed linearization principle can be extended to design a dif-
ferential amplifier with third-order distortion cancellation, as shown in Figure 5.7,
where the local negative feedback is now provided by a tail degeneration resistor,
Rdeg. An intuitive way of looking at this amplifier is by considering its operation
across two extreme conditions, namely (1) Rdeg = 0 and (2) Rdeg →∞.

2This sub-section is partially derived from publication: R. Sehgal, F. van der Goes and K. Bult,
”A 13-mW 64-dB SNDR 280MS/s pipelined ADC using linearized integrating amplifiers” IEEE
Journal of Solid-State Circuits, vol. 53, no. 7, pp. 1878−1888, Jul. 2018.
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Figure 5.8: Transconductance of the proposed amplifier with CMD linearization compared with a
conventional differential common-source amplifier and a differential pair

The first case represents a differential common source amplifier. If the input
transistors are biased in deep weak inversion (WI), a zero source resistance means
that there is no restriction on the total current being drawn by the two transistors.
As a result, due to the exponential nature of the input transistors, this amplifier
displays an expanding V − I characteristic. In the second case, the infinite tail
resistance exhibited by an ideal tail current source would restrict any change in total
current. Due to the limitation on the total current, the amplifier would shift to a
compressing V − I characteristic. The linearization principle relies on the idea that
between these two opposing distortion paradigms, an intermediate tail resistance
can be identified for which the amplifier would exhibit an optimally linear input
transconductance.

The value of this optimum tail resistance can be determined by analytically com-
paring this circuit with the one in Figure 5.6. Considering that the tail resistance
only sees the sum of the two differential currents, it essentially acts as common-
mode degeneration (CMD). This means that, effectively, only the even-order terms
in the amplifier output current are degenerated. Hence, just like the example shown
in Figure 5.6, the second-order term will again generate the compressing third-order
distortion component through negative feedback, which can be used to cancel the
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(a) (b)

Figure 5.9: Amplifier nonlinearities versus their normalized sweep parameters for (a)50mVppd and
(b)200mVppd input signals.

primary expanding third-order component. Although, due to the common-mode
nature of the degeneration, neither the expanding or compressing third-order com-
ponents will be suppressed by the loop-gain, the cancellation of the two components
will again occur at the conditions defined in (5.4) and (5.9). This is illustrated in
Figure 5.8, where the gm of the amplifier with a CMD resistor of Rdeg = 1/2ngm
is compared to the gm of a differential CS amplifier and a differential pair with an
ideal tail current. By applying the CMD technique, the gm variation across a differ-
ential input signal range of 125mV reduces from nearly 50% to less than 1%. This
residual gm variation can be attributed to the presence of higher-order distortion
components.

A major advantage of using CMD is that it only degenerates the even-order
terms. Due to this, the first-order gm of the amplifier remains largely unaffected.
This is also seen in Figure 5.7 where the small-signal gm’s of all three amplifiers are
identical. Hence, using the CMD technique avoids the 35% reduction in the input
gm at the HD3 cancellation point.

Figure 5.9 shows the third- and fifth-order harmonic distortion components of a
differential CS amplifier, with and without CMD, for two different input swings, as
the Rdeg is swept over a range of ±5% from its optimal value. It can be seen that the
CMD linearization technique helps in suppressing the amplifier HD3 by more than
30dB across the entire range of Rdeg for both 50mVppd and 200mVppd input swing.
It should be noted that for 50mVppd input swing, HD5 is very small and the overall
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Figure 5.10: Measurement setup for verification of the CMD linearization principle

distortion is largely dominated by HD3. However, for larger output swings, HD5
starts to dominate the overall distortion performance of the CMD-based amplifier.
In later sections, we will explore how the CMD technique can also be utilized for
also cancelling HD5.

5.3.3. Verification
As an initial step towards the verification of the CMD linearization principle, the
proposed amplifier was implemented on a stripboard using discrete BJTs and re-
sistors, as shown in Figure 5.10. An audio analyzer, APx555, was used to assess
the frequency spectrum of the amplifier output, along with an input amplitude of
50mVppd and an amplifier gain of 6x. Instead of adjusting the degeneration resis-
tor, Rdeg, the bias voltage Vb was tuned to drive the amplifier towards the HD3
cancellation point. The bias voltage was chosen as the sweep parameter because
of the much finer tunability of the voltage source used for generating the bias volt-
age. The measured output spectra at the optimal linearity for 50mVppd input are
shown in Figure 5.11. With the help of the CMD technique, the amplifier is able to
achieve an excellent third-order harmonic distortion of 95dB. Apart from the several
non-harmonic spurs in the output spectrum resulting from the rudimentary nature
of the test setup, the amplifier output THD is dominated by the HD2 component
that arises due to the mismatch between the discrete BJTs. In the next section, a
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Figure 5.11: Amplifier output spectrum for optimal CMD resistance

(a) (b)

Figure 5.12: (a) Amplifier harmonic distortion vs bias current sweep (for 50mVpp-diff) and (b)
Amplifier harmonic tones vs input voltage swing

modification to the proposed linearization technique will be presented that can be
used to reduce the even-order distortion components.

The sensitivity of the CMD linearization technique is indicated in Figure 5.12,
which shows the effect of variation in the amplifier biasing point and the input
voltage swing on the measured distortion components of the CMD amplifier. As
shown in Figure 5.12 (a), the amplifier exhibits a wide linear range and maintains
better than –75dB HD3 even when the base current is varied by ±5% from the
optimum value. Figure 5.12 (b) shows the linearity performance of the CMD ampli-
fier over input amplitude sweep, with the HD3 cancellation optimized at an input
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swing of 50mVppd. Over an input amplitude range of 25-70mVppd, the amplifier
exhibits better than –80dB HD3 without any re-calibration. These measurements,
while performed over a basic amplifier setup on a stripboard with discrete compo-
nents, demonstrate the validity of the linearization principle and its potential for
implementation in integrated circuits.

5.4. MOS Implementation
As discussed in the previous subsections, since the linearization principle is based
on an exponential V-I characteristic, it can be implemented in amplifiers consisting
of MOS transistors biased in weak inversion. In this section, an all-MOS imple-
mentation of the amplifier, including the tunable tail degeneration resistor will be
presented.

In order to achieve a stable HD3 cancellation, we need to achieve the condition
described in (5.11) over a wide range of PVT conditions. In addition to that, Rdeg
needs to take into account any device mismatch and device & wiring parasitics, such
as, the source series resistance, which can easily shift the cancellation point. Hence,
while the cancellation will always improve the amplifier linearity, to ensure the
amplifier operates at the optimum HD3 cancellation point, we need to supplement
it with tunability and a calibration loop. In this section, we will discuss the details
of the amplifier implementation and the several linearization parameters that were
added to tune its secondary distortion mechanism.

5.4.1. Linearization Parameters
As emphasized in the previous sections, for the amplifier to operate close to the
optimum distortion cancellation point, the tail degeneration resistance needs to be
adjustable by a calibration loop. Considering an implementation using polysilicon
resistors, a programmable resistive array with even a moderate resolution can be
very costly in terms of area. However, it can be easily implemented by a MOS
transistor in the linear region, as seen in Figure 5.13 When biased in the strong-
inversion triode region, the MOS drain-source resistance can be expressed as –

Rout =
1

W
L
µnCox (VGS − VTH − VDS

2 )
(5.12)

Since the voltage swing at the tail node is relatively low, the MOS resistor can
operate with sufficient linearity to effectively degenerate the CS amplifier. And by
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Figure 5.13: CMD amplifier with MOS as degeneration resistor

tuning the bias voltage of the tail NMOS, the linearity of the overall amplifier can
be tuned with much finer steps.

So far, the focus has been on using a specific degeneration resistance value to
cancel the HD3. The overall THD of the amplifier after linearization can be assessed
by considering the most significant odd-order distortion components. As shown in
Figure 5.9, for larger input swings (≥200mVppd), HD5 starts limiting the overall
amplifier linearity after HD3 cancellation to <75dB. For applications requiring even
higher linearity, it would be interesting to explore degeneration schemes that can
be used for cancelling both HD3 and HD5, allowing the amplifier to achieve higher
linearity (>75dB) without limiting its voltage swing.

Considering again a differentially driven input pair, with a differential input of
Vid, consisting of MOS transistors biased in deep weak inversion, its differential
output current can be perfectly linearized by ensuring that the sum of the currents
in the two input transistors is equal to (Appendix B) –

Itail = gmVid coth( Vid
2nVT

) (5.13)

where gm is the desired differential transconductance of the input pair and Itail is
the total current flowing through the input pair. Equation (5.13) can be further
simplified with the help of Taylor series expansion –

Itail = gmnVT (1 +
1
3
(
Vid

2nVT
)

2
−

1
45
(
Vid

2nVT
)

4
+⋯) (5.14)



5.4. MOS Implementation 91

0,48

0,5

0,52

0,54

0,56

0,58

0,6

-0,1 -0,08 -0,06 -0,04 -0,02 0 0,02 0,04 0,06 0,08 0,1

⍺

Differential Input Voltage (V)

Optimum Degeneration Impedance, Zdeg = 𝜶 𝟏
𝒏𝒈𝒎

Zdeg = 𝟏
𝟐𝒏𝒈𝒎
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The common-mode degeneration impedance required to ensure the condition in
(5.13) can be derived to be (Appendix B) –

Zdeg =
1

2ngm
(
cosh(x) − sinh(x)/x
cosh(x) − x/sinh(x)

) (5.15)

where x is equal to Vid/2nVT . The degeneration resistance calculated in (5.15)
has a certain dependence on the input signal, Vid. The variation of this optimum
degeneration resistance over Vid is plotted in Figure 5.14. If only the third-order
term is considered, using the Taylor series expansions for hyperbolic functions, the
above expression can be simplified to the same value as calculated in equation (5.11),
1/2ngm.

Although it would be very difficult to realize the exact impedance function de-
scribed in (5.15), the ideal value for Itail in (5.14) can be approximated by two
transistors biased in weak-inversion and connected in parallel, while being driven by
the differential input Vid, as shown in Figure 5.15. The value of the tail current can
be tuned by changing its bias voltage and, since the input signal is coupled to the tail
transistors through a coupling capacitor, the extent to which the input signal mod-
ulates this degeneration current (or the effective tail resistance) can be adjusted by
using a tunable attenuation capacitor to ground. By using a programmable capaci-
tive array, the drive strength of the input signal towards the tail degeneration can
be tuned. By selecting the right attenuation capacitor value, the tail degeneration
characteristic can be optimized.

These two knobs, tail bias voltage and attenuation capacitor, establish how
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Figure 5.16: Simulated amplifier THD versus linearization parameters
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Figure 5.17: Amplifier output error before and after linearization

closely the tail current characteristic approximates the ideal function, hence having
a significant effect on the linearity of the amplifier. This is reflected in Figure 5.16,
which shows the simulated THD (considering the first five harmonics) of a 250MHz
switched-cap amplifier using the proposed CMD amplifier, with an input swing of
300mVppd and a gain of 4x, as these two parameters are swept. It can be seen that
over the entire search space of combinations of these two parameters, a unique set
can be found for which the amplifier distortion exhibits a minimum, where the THD
is < -90dB.

Considering that these two parameters will be tuned by a calibration loop, the
uniqueness of this combination of parameters should make it easier for the calibra-
tion to locate this optimum linearity point. Figure 5.17 shows the deviation of the
amplifier output from its ideal value. For an input swing of 300mVppd, the error
reduces from nearly -40dB to -55dB by sweeping only Catt and nearly -90dB after
linearization with both Catt and Vgtail.

5.4.2. Even-order Distortion
While these two tuning parameters are very effective against odd-order distortion,
they only adjust the circuit symmetrically. Due to the high inherent distortion
of the WI input pair, any offset or gm mismatch in the amplifier will create a
significant even-order distortion. This is also reflected in the measurement results
shown in Figure 5.11. In order to avoid the even-order distortion from limiting the
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Figure 5.18: HD2 vs Tail degeneration offset parameter

overall amplifier linearity, the mismatch can be compensated for by adding an extra
tunable offset, Vos, in the tail current source, as seen in Figure 5.15, with the help
of an additional programmable current source in the bias diode of one of the tail
transistors. This offset provides a knob to counteract the imbalance arising from
the mismatch of the input transistors. Figure 5.18 shows the effect of the tail offset
on the HD2 of the proposed amplifier with a 2% mismatch in its input devices. It
should be noted that this tunable tail current offset does not cancel the inherent
offset of the amplifier, but merely corrects the even-order distortion by counteracting
the imbalance within the amplifier.

5.5. Design Considerations

In the previous sections, an amplifier linearization principle using a tunable input-
driven common-mode degeneration resistance was presented. Although the proposed
amplifier was able to achieve excellent linearity without excessive circuit overhead,
other practical factors could potentially affect its performance or power-efficiency.
In this section, we will discuss some of these pertinent design aspects of the proposed
amplifier topology.
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5.5.1. Higher-order Effects
In Figure 5.12 (b), it is shown that as the input swing increases, the linearization
starts becoming relatively less effective. This is because several higher-order effects
become more consequential for larger input swings. The most significant higher-
order mechanism that affects the MOS implementation of the CMD amplifier is the
degree of channel inversion. For large input signals, one of the input transistors
starts approaching moderate inversion. As a result, the V − I characteristic of that
input transistor is no longer strictly exponential and hence its distortion coefficients
begin to significantly deviate from those calculated using the Taylor series expansion.
Due to this, the conditions described in (5.11), (5.13) and (5.15) no longer hold.
This particular dependency of the linearization on the input swing can be relaxed
by biasing the input transistors in deep weak inversion so that they remain firmly
in weak inversion across the entire input range.

Other significant factors that could limit the HD3 cancellation include the in-
fluence of the body effect on the threshold voltage and the weak-inversion slope
factor, and the distortion arising from the nonlinear transistor output impedance.
The weak-inversion slope factor, n, is a function of the depletion layer width, which
is affected by the gate-bulk voltage and short-channel effects like DIBL, etc. This
results in n, and hence the HD3 cancellation point, varying with gate and drain
voltages. The impact of output impedance distortion also limits the overall linear-
ity that can be achieved from the amplifier and becomes more prominent as the
desired residue amplifier gain is increased. The effect of the output swing on the
input transistor’s output impedance can be somewhat reduced by adding cascode
devices.

5.5.2. Noise
Compared to a differential common-source amplifier, the proposed amplifier has two
additional circuit elements that could affect the amplifier SNR –

a. Tail degeneration resistors

b. Coupling and attenuation capacitors

The noise originating from the tail degeneration is comparable to the noise intro-
duced by the tail current source of a differential pair, and will have a multiplicative
effect on the overall amplifier differential output noise. In case of small input sig-
nals, due to the common-mode nature of the tail degeneration, its noise current will
split equally between the positive and negative branches, hence causing no effect
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on the differential output noise. However, for large input swings, one of the input
transistors will be almost completely shut off, and the majority of the tail noise
current will flow through the other input transistor. As a result, the full noise of
the tail degeneration resistor will show up in the overall differential output noise.

The second component in the proposed amplifier that affects its noise perfor-
mance is the set of capacitors, as shown in Fig. 5.19, used for setting the drive
strength of the signal towards the tail degeneration. Firstly, due to the presence of
Catt, the input signal voltage at the gate of the input transistor will be attenuated
by a ratio of Cs/(Cs +Cb∣∣Catt), where Cb is the coupling capacitance and Cs is the
input sampling capacitance. As this signal loss will degrade the amplifier SNR, it
is, hence, important to keep Cb and Catt small as compared to Cs.

Secondly, since the gates of the input and tail transistors are all reset to bias
voltages before amplification, these capacitors experience a sampling moment at the
end of the reset phase. Hence, as the amplifier is released from the reset phase, the
bias voltages stored on these three capacitors will also be corrupted by the thermal
noise power defined by kT /C. This is an approximation since the noise bandwidth
of the network around each capacitor is not only defined by the respective capacitor,
but also by the other two capacitors.

During the amplification phase, these three capacitors are connected together.
As a result, the total thermal noise power at the gate of the input transistor can
be roughly expressed as kT /(Cs + Cb∣∣Catt). Consequently, the amplifier SNR gets
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Figure 5.20: HD3 vs temperature for different bias schemes

lowered by
√
Cs/(Cs +Cb∣∣Catt), which again mandates the use of small Cb and Catt

capacitors.

5.5.3. Temperature Dependence
As seen from (11), the condition for HD3 cancellation is a function of tempera-
ture. This results in the HD3 varying strongly with temperature, especially when
biased with a constant-current biasing scheme. There are multiple ways to alleviate
this temperature dependence of the HD3 cancellation. One of them is by using a
constant-gm biasing scheme [19]. With the help of a constant-gm biasing circuit,
the input transistor can be biased at a gm that is only determined by a resistor. If
the temperature coefficient of the resistor in the biasing circuit can be matched to
that used in the linearized amplifier, then the sensitivity of the linearization tech-
nique towards temperature variations can be significantly reduced. This is reflected
in Fig. 5.20, which compares the variation in HD3 over temperature for the two
different biasing schemes for the proposed amplifier with a poly resistor as CMD
degeneration.

Another way to make the HD3 cancellation more stable over a wide temperature
range is to use a background calibration loop. This calibration loop needs to have
a good resolution and should be able to converge in a relatively short amount of
time. Fast convergence ensures that the calibration loop can accurately track any
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degradation in the HD3 due to micro-variations in temperature and adjust the tail
degeneration accordingly.

5.5.4. Common-mode Rejection
As the input-driven tail degeneration transistors are effectively acting as an impedance
with a relatively low magnitude, they do not offer much common-mode rejection.
Since, for common-mode signals, the input gm does get degenerated by the tail
resistance, the common-mode rejection ratio (CMRR) will be equal to the degener-
ation ratio, 1 + gmRdeg. As the Rdeg around the HD3 cancellation point is equal to
1/2ngm, the CMRR will be roughly 1.35 or 2.6dB. Although better than a differ-
ential common-source amplifier, a CMRR of 2.6dB will not be sufficient to ensure
robustness against CM signals. As a result, other techniques will have to be em-
ployed to improve the CM rejection of the proposed amplifier topology, which will
be discussed in Chapter 6.

5.6. Power Efficiency

Table 5.1 presents a qualitative comparison of the proposed amplifier with other
recent residue amplifier topologies from literature. Both closed-loop [7, 20–22] and
open-loop Gm-R residue based amplifiers [1, 23] rely on RC-based exponential set-
tling, which improves the gain accuracy but at the cost of power dissipation.

The other topologies – zero-crossing based (ZCB) [24–26], ring amplifiers [27, 28]
and dynamic amplifiers [29–31] – drive the output load with slew-based charging
which maximizes their power efficiency. Zero-crossing based amplifiers typically
consist of a current-source output-stage driving the load capacitor and a compara-
tor that monitors the virtual ground nodes of the amplifier. Ring amplification is
another interesting idea that features a (minimum) three-stage amplifier in negative-
feedback. In contrast to the “classic” feedback approach, the ring amplifier does not
employ any compensation, and exploits the resulting instability to achieve a fast
operation. In order to ensure that the amplifier achieves the desired gain, a “dead-
zone” is created in the third-stage, which switches OFF the transistors in this stage
once the output voltage reaches its desired value and stops the ring amplifier from
oscillating. Since both ZCB and ring amplifiers are used in negative-feedback, they
have reported good linearity and gain accuracy while achieving much better power
efficiency than the exponentially settling amplifiers. However, both these approaches
require extra circuitry to drive the “core” amplifier. The ZCB approach relies on an
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Settling
Achievable
Linearity

Power Overhead

Closed-loop ampli-
fier [7,20-22]

Exponential High

High. High DC loop gain
and feedback network re-
quired to achieve accurate
closed-loop gain. Inverter-
based amplifier [7,21-22]
simplify overhead with
help of calibration

Open-loop Gm-R
amplifier [1,23]

Exponential
Low, needs
calibration

Medium. Requires moder-
ate DC gain

Zero-Crossing
Based [24-26]

Slew-based

Moderate,
requires
offset-
compensation

Medium. Requires an ac-
curate comparator

Ring Amplifier [27-
28]

Slew-based High

Requires 2 stages of in-
verters to drive the output
stage and dead-zone con-
trol circuitry

Dynamic Amplifier
[29-31]

Slew-based

Low. [29-31]
resolve large
number of
bits before
amplification

Negligible

Proposed Integrat-
ing Amplifier

Slew-based
High after
linearization

Low. 1dB SNR drop due
to input loss from driving
tail current

Table 5.1: Comparison of recently published amplifier topologies

accurate comparator to achieve the desired gain, while the ring amplifier requires at
least three gain-stages along with circuitry to control the dead-zone of the output
stage. This circuit overhead essentially limits the power efficiency of these amplifier
topologies.

Dynamic amplifiers [29–31] are inverter-based open-loop amplifiers which, due to
their simplicity and slew-based settling, exhibit excellent power efficiency. However,
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due to the lack of negative-feedback, their gain accuracy and distortion suffers. As a
consequence, their applications have been mostly limited to pipelined-SAR ADCs,
which resolve a large number of bits before residue amplification, hence relaxing
their accuracy requirements.

The proposed linearization technique allows a simple differential common-source
amplifier topology to achieve a linear gain for a wide input-range without relying
on settling accuracy and negative feedback. As the amplifier is used in an open-
loop configuration, it does not require a high DC gain, thus entailing a low circuit
overhead. And, as the addition of tail degeneration has a very minor impact on
the effective transconductance and noise, and consumes a very small voltage head-
room (< VT /2), the increase in power overhead is minimal. Since the linearization
technique requires the transistors to be biased in the deep weak-inversion region,
the amplifier power efficiency further benefits from an excellent gm/Id ratio. Al-
though the transit frequency, ft, lowers as the transistor is pushed deeper into the
weak-inversion region, the transistor speeds are still sufficiently high in advanced
technology nodes. All these factors help the proposed amplifier topology to po-
tentially have one of the highest power efficiencies amongst contemporary residue
amplifier topologies suitable for high-speed operation.

5.7. Conclusion

As fully digital error correction can entail significant complexity and power for high-
speed and high-resolution ADCs, a more efficient calibration loop can be built by
performing the error correction in the analog domain. This chapter presented some
analog domain methods for the correction of residue amplifier gain and distortion.
Open-loop integrating amplifiers were considered as an amplifier topology with a
simple analog gain-error correction mechanism. Due to their extremely low set-
tling, the gain of the integrating amplifier is almost linearly proportional to the bias
current. This makes the tuning of their gain very straightforward.

For amplifier distortion correction, a new topology was proposed that is based on
the cancellation of the expanding third-order distortion component in the input gm
of the amplifier with a compressing distortion component generated due to resistive
degeneration. By picking a specific degeneration resistance value, the third-order
distortion in the input gm of the amplifier can perfectly linearized. The degener-
ation’s impact on the amplifier input transconductance can be almost completely
negated by using the degeneration in a common-mode fashion, while still improving
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the gm variation from 50% in a differential pair to <1%. The linearization principle
was further verified through measurements on a strip-board amplifier version built
with discrete BJT components that showed an HD3 of -95dB for an input swing of
50mVppd.

The distortion cancellation was extended to 2nd and 5th order distortion com-
ponents by using a pair of input-driven weak inversion MOS transistors as the
common-mode tail degeneration. By tuning the bias voltage and the attenuation of
the input signal driving the degeneration network, the proposed amplifier topology
was able to achieve a THD of <-90dB for an input swing of 300mVppd and a gain
of 4x. By improving the amplifier THD by >40dB without adding excessive circuit
or power overhead, the proposed CMD linearization principle promises to be a very
power-efficient method for analog distortion correction that is suitable for residue
amplifiers when combined with a digital calibration loop.
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6
A Split-ADC with a

Linearized Integrating
Amplifier1

In the previous chapter, an integrating residue amplifier with an analog lin-
earization scheme was presented. This chapter discusses the prototype pipelined
ADC that was built around the proposed amplifier to test the efficacy of the lin-
earization principle. In order to achieve a stable performance over a wide PVT
range, the linearization scheme needs to be driven by an error detection loop. This
calibration loop should preferably be able to run in full background mode with fast
convergence without introducing significant overhead in the ADC. In Chapter 4,
the split-ADC calibration approach was discussed in detail and, owing to its deter-
ministic nature, was demonstrated to be one of the fastest background calibration
techniques reported in literature. For the prototype ADC, a modified split-ADC
calibration architecture is presented which reduces the mismatch between the two
half-ADCs. The proposed split-ADC architecture is used to detect gain error and
harmonic distortion arising from the residue amplifiers and accordingly tune the
1This chapter is derived from publication: R. Sehgal, F. van der Goes and K. Bult, "A 13-mW
64-dB SNDR 280MS/s pipelined ADC using linearized integrating amplifiers" IEEE J. Solid-State
Circuits, vol. 53, no. 7, pp. 1878−1888, Jul. 2018.
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Figure 6.1: Prototype ADC architecture

corresponding knobs. Finally, circuit details of a silicon implementation of the pro-
totype ADC are presented and the improvements achieved in the ADC linearity due
to the linearization scheme are verified with the help of measurement results.

6.1. ADC Architecture

In order to test the efficiency of the proposed integrating amplifier, it was incorpo-
rated in a two-lane 12-bit 280MS/s SHA-less pipelined ADC. As shown in Figure
6.1, the pipelined ADC consists of five 2-bit stages followed by a 4-bit fine ADC.
Two additional bits were resolved in the fine ADC to reduce the impact of quantiza-
tion noise to 14-bit level and improve the calibration accuracy. A resolution of 3-bit
per stage was chosen with 1-bit overrange, as a compromise between ADC power
efficiency and ease of design. Stages 2-5 are scaled by a factor of two with respect
to stage 1 to save power. The residue amplifier gain and nonlinearity errors are
detected in the digital domain with the help of the split-ADC calibration technique,
while the correction of these errors is performed in the analog domain by tuning
the bias and linearization parameters, respectively, of the stage residue amplifier.
All the pipeline stages are calibrated for amplifier gain and nonlinearity errors. The
residue amplifiers in the first two stages utilize all three linearization parameters
(for cancelling HD3, HD5 and HD2). Due to lower accuracy requirements, stages
3-5 are implemented with only the tail bias (HD3) and offset (HD2) parameters
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Figure 6.2: Detection of gain and distortion errors through Split-ADC technique

without the coupling cap between input and tail nodes.

6.1.1. Calibration Architecture
As discussed in Chapter 4, the split-ADC technique [1–3] involves splitting an ADC
into two identical halves. These two half-ADCs digitize the same input sample but
are forced to take different trajectories by injecting an offset between the references
of the two half-ADCs. The outputs of the two half-ADCs can be averaged to obtain
the overall offset-free digital output, while their difference can be used to detect any
non-idealities in the half-ADCs. Each of the non-idealities – gain error, even-order,
and odd-order distortion – have a unique effect on the difference signal, as seen
in Figure 6.2, and that effect can be measured to estimate the magnitude of the
respective non-ideality present in the residue amplifier.

Once the digitized outputs are generated, they are imported into MATLAB
where the difference signal is generated and processed. Similar to the calibration
algorithm presented in chapter 4, this difference signal is driven towards a straight
line by tuning the ADC stage gains and linearization parameters. The gain errors
are corrected in two steps - coarse manual adjustments of the on-chip programmable
bias and off-chip automatic fine-tuning of the digital gain in MATLAB. In a future
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Figure 6.3: ADC stage calibration flowchart

prototype, the coarse tuning of the on-chip bias can be substituted by an on-chip
constant gm-biasing circuit or a bias loop consisting of a replica amplifier, which
makes the amplifier gain more immune to PVT variations. The fine adjustment of
digital gain can also be replaced completely by a programmable amplifier bias with
higher resolution.

Figure 6.3 illustrates the calibration procedure followed for stages 1-2. To test
the efficacy of the linearization parameters, the nonlinearity calibration algorithm
was designed with two different flows that swept (a) all three parameters - capaci-
tive attenuation, Catt, tail bias, Vgtail, and tail offset, Vos, or (b) only Catt and Vos.
While the former provides the desired control over the tail degeneration, the latter
case was used as an additional test-mode. By sweeping all three parameters, the
tail transistors can be tuned sufficiently to better approximate the optimum tail de-
generation characteristic, leading to a much better linearization, as discussed in the
previous chapter. Since both Catt and Vgtail affect the odd-order distortion, they are
adjusted in separate iterations. The non-orthogonalities between nonlinearity and
gain calibration are resolved by running them over multiple iterations as discussed
in Chapter 4.
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Figure 6.4: (a) Conventional Split-ADC versus the (b) “Split-over-time”-ADC concept

The artifacts in the difference signal shown in Figure 6.2 correspond to the
difference of two completely identical half-ADCs. However, in reality, there will
always be a certain mismatch between these two ADCs. Since this design utilizes
open-loop residue amplifiers, this mismatch will be even more pronounced. There
are several techniques that deal with the gain mismatch between the two half-ADCs
[1, 2] with relatively low additional complexity. However, the mismatch between
the distortion components in the residue amplifiers of the two half-ADCs introduces
much more significant issues in the ADC calibration. For instance, the mismatch
between the 3rd-order distortions in the two half-ADCs also results in an even-order
distortion, which also produces a linear slope in the difference signal. Hence, this
mismatch in the half-ADCs would directly interfere with the detection of even-
order distortion coming from the amplifier. This makes it imperative to minimize
the mismatch between the two half-ADCs.

6.1.2. "Split-over-time"-ADC
The mismatch between the two half-ADCs can be minimized by using the same ADC
for two consecutive conversions of the same input sample. The offset between the
two half-ADCs can now be added over two separate clock phases. This “split-over-
time”-ADC architecture is conceptually shown in Figure 6.4 and is similar to the
perturbation-based calibration method presented in [4]. As compared to the con-
ventional split-ADC approach, where the ADC is split physically into two separate
half-ADCs, the “split-over-time” architecture performs the ADC split temporally.
The main advantage of this approach is that it allows the two half-ADC operations
to share the same residue amplifier, helping in minimizing the mismatch in the
gain and distortion errors between the two half-ADCs. And while the “split-over-
time” approach lowers the effective ADC sampling speed, it offsets that through
area savings by sharing the major ADC sub-blocks. Hence, when compared to the
conventional split-ADC technique, the “split-over-time” method achieves roughly



110 6. A Split-ADC with a Linearized Integrating Amplifier

Figure 6.5: Split-ADC MDAC architecture with 2x interleaving

the same sampling speed, for a fixed ADC area and SNR.
Although it is possible to use entirely the same ADC to convert the input sample

again after adding the calibration offset, there are certain challenges in sharing some
of the ADC sub-blocks. As discussed in more detail later, charge sharing between the
sampling capacitance and comparator/amplifier parasitics will create a significant
gain mismatch between the two half-ADCs. Hence, in this design, while the residue
amplifier is shared between the two half-ADCs, the rest of the ADC hardware –
coarse ADCs (CADCs), capacitive DACs (CDACs) and digital logic – is physically
split into two.

Figure 6.5 shows the 2x-time interleaved MDAC based on the “split-over-time”-
ADC architecture. The capacitive networks belonging to the two half-ADCs, A and
B, both connect to the same residue amplifier. As discussed in more detail in the
next section, in order to better optimize ADC power and area, the residue amplifier
is also shared by the ADC stages in the two lanes, 1 and 2. Since the gain/distortion
mismatch between the half-ADCs is normally dominated by the device mismatch
within the amplifier, by using the same residue amplifier, the gain and nonlinearity
mismatch between the two half-ADCs is eliminated to a large extent. And, although
the mismatch in the capacitive DACs will still create variations in the gain, they are
expected to be small due to the much better inherent matching of metal capacitors.
And by sharing the residue amplifier across the two ADC lanes, the calibration loop
is also simplified by reducing the number of linearization parameters being driven
by the calibration backend.
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Figure 6.6: ADC timing scheme

6.2. ADC Implementation
In this section, the design specifics of the “split-over-time” pipelined ADC are dis-
cussed. An overview of the ADC timing and noise budget is presented followed by
implementation details of some of the prominent ADC sub-blocks.

6.2.1. Timing
The ADC timing scheme used to implement the offset addition over time is shown
in Figure 6.6. In the “split-over-time” concept shown in Figure 6.4(b), the overall
ADC is operated on a three-phase clock in which the residue amplifier is used for
amplification in the latter two phases while being idle during the track phase. In
order to avoid such idle periods for the residue amplifier, the ADC sampling speed is



112 6. A Split-ADC with a Linearized Integrating Amplifier

doubled by using two time-interleaved lanes, 1 and 2, with a single residue amplifier
shared between them. This also allows the ADC to be implemented with an even-
phase (four-phase) clocking scheme instead of an odd-phase (three-phase) scheme,
as shown in Figure 6.6. A reset pulse is used between the amplification periods for
half-ADCs A and B to reduce the inter-symbol interference (ISI) between the two
half-ADCs. Two interleaved sampling networks are used for each half-ADC stage
while the CADCs, operating at twice the speed, are also shared between the two
lanes. Sharing the CADCs and, more importantly, the residue amplifiers between
the ADC lanes helps in significantly reducing the interleaving errors.

While the stage 1 sampling networks for half-ADCs A & B sample together, in
order to share the residue amplifier, the residue of half-ADC B has to wait for one
clock cycle. To ensure that this does not have any effect on the residue voltage, the
bottom-plate switch of the sampling network was designed to have sufficiently low
leakage. This asymmetrical clocking is necessary only in stage 1, as that extra clock
cycle delay creates the required latency between split-ADCs A & B residues for the
backend stages.

With the help of interleaving and the proposed timing scheme, the prototype
ADC can operate at the same overall sampling frequency as the conventional split-
ADC shown in chapter 4. Although using additional ADC lanes for interleaving
often leads to an increase in area, the proposed timing scheme somewhat mitigates
the area penalty by enabling the CADCs and the residue amplifiers to be shared
between the two lanes. The four-phase timing scheme also allows the use of an
entire clock-cycle for CADCs to make a decision. This significantly relaxes the
speed requirements from the comparators. And as the proposed ADC timing scheme
utilizes the residue amplifier in all four phases, it can maximize the amplifier power
efficiency without shutting down the amplifier, avoiding the undesired transients in
bias and common-mode voltages observed in dynamic amplifiers [5–7].

6.2.2. Noise Budget
The ADC was designed to achieve an SNR of 11.5b for a full-scale input swing
of 1.2Vppd. This translates into an input-referred differential rms noise voltage of
120µV. Since the quantization noise is at 14b level, the overall input-referred noise
is dominated by the thermal noise of the ADC sub-blocks.

Figure 6.7 describes shows the main noise sources of a pipeline ADC stage based
on the proposed integrating amplifier. In this case, the input sampling bandwidth
is assumed to be determined by the sampling switch and the stage MDAC sam-
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Figure 6.7: Noise analysis of the pipelined ADC stage

pling capacitance, CS . The input-referred noise power of the pipeline stage can
accordingly be calculated as -

V 2
n,stage =

kT

CS
+ V 2

n,amp + V
2
n,sw + V

2
n,ref (6.1)

where Vn,amp is the input-referred amplifier noise voltage, Vn,sw is the noise voltage
arising from the interleaving switch at the input of the residue amplifier and Vn,ref
is the noise contribution of the ADC reference also referred to the amplifier input.
As the noise bandwidth of both Vn,amp and Vn,sw is determined by the amplifier
noise bandwidth, assuming the amplifier to be an ideal integrator, the contribution
from these two noise sources can be calculated as –

V 2
n,amp + V

2
n.sw = (

kT

gm
+ 4kTRsw)

1
2Tint

(6.2)

where Tint is the amplification (or integration) period, gm is the input transconduc-
tance of the integrating amplifier and Rsw is the on-resistance of the interleaving
switch. Considering that the gain of the integrating amplifier is a direct function of
the integration period, it can be expressed as –

A =
gm
CL

Tint (6.3)

where CL is the load capacitance of the integrating amplifier. By using (6.2) and
(6.3), the noise can be expressed as –

V 2
n,amp + V

2
n.sw =

2kT
ACL

(1 + gmRsw) (6.4)

It should be noted that the CL in (6.4) does not include the sampling capacitance
of the CADCs of that stage. If the residue amplifier has an inter-stage gain of 4x,
then (6.4) can be rewritten as –

V 2
n,amp + V

2
n.sw =

kT

2CL
(1 + gmRsw) (6.5)
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Figure 6.8: ADC noise budget

MDAC Sampling Cap Residue Amplifier Load Cap
Stage 1 1.5pF 700fF
Stage 2 510fF 320fF
Stage 3-5 140fF 320fF

Table 6.1: ADC stage sampling/load capacitances

Based on (6.1) and (6.5), the noise contribution from the sampling capacitance
and the residue amplifier to the total ADC noise budget can be apportioned in every
stage. The capacitance values used in each stage are listed in Table 6.1. It should
be noted that in a pipelined ADC stage, the sampling capacitance of the MDAC
effectively determines the SNR in the signal chain. Hence, the load capacitor, CL,
for a particular stage in (6.5) only includes the sampling capacitance of the MDAC
and not that of the CADC in the subsequent stage. As the residue amplifier has to
drive both the MDAC and CADC sampling capacitance, this leads to an overhead
in power dissipation in pipelined ADC architectures that utilize flash-type CADCs.

Since the tracking switches at the output of the residue amplifier, shown in
Figure 6.5, are effectively in series with a high-impedance current source, their noise
contribution to the amplifier output noise is negligible. The noise of the tracking
switches at the output of the residue amplifier is filtered by the amplifier noise
bandwidth and attenuated by the amplifier gain. Hence, their contribution to the
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stage noise budget is not very significant. The noise power on the load capacitor,
CL, is also affected by the initial condition imposed on it during the reset phase.
Once sampled on the capacitor, this reset noise power will decay at an exponential
rate depending on the time constant, τo, at that node and can be expressed as
(kT /CL)e

−2t/τo [8].
The distribution of the noise budget over the five ADC stages and the fine-

ADC is illustrated in Figure 6.8. Since every pipelined stage introduces a gain of
4x, the noise contribution from the later stages diminishes and becomes relatively
insignificant. Hence, the noise from the first stage residue amplifier along with the
input driver/sampling network is allocated the majority of the noise budget, with
the second and the third stages contributing most of the remaining noise power.

6.2.3. ADC Sub-blocks
Residue Amplifier
Based on the proposed linearization technique, a complementary integration-based
CMD amplifier was implemented with the differential input being applied to both
NMOS and PMOS transistors, as shown in Figure 6.9. The sampling capacitance for
PMOS and NMOS sides have been split in order to set their input common-modes
independently. Cascode devices are used to boost the output impedance of the
amplifier. The effect of the parasitic gate-drain capacitances of the input transistors
on the charge stored on the input cap is cancelled with the help of cross-coupled
neutrodyning caps [9] (not shown in the figure). While the tail degeneration bias,
Vgtail, and the input attenuation cap, Catt, are implemented on both sides, the tail
degeneration offset, Vos, is implemented only in the NMOS tail degeneration, as this
is enough to correct for the entire amplifier imbalance.

Although the proposed amplifier has a tail degeneration, it does not provide a
reliable common-mode (CM) control. Hence, two push-pull current sources, tied to
the output and driven by a switched-cap CM feedback loop [10], as shown in Figure
6.10, are used to regulate the output CM level. These current sources are one-fourth
the size of the input pair to limit their impact on total amplifier noise and power,
and the cap, Ccm, is 7% of the total load cap for the first stage residue amplifier
and 12% for the residue amplifiers in the remaining stages. The switches operating
during the φ1 phase in Figure 6.10 are sized carefully to reduce their loading on
the amplifier output nodes and are switched during the reset phase to minimize the
impact of non-linear charge-injection from the switches on the amplifier linearity.

Due to the susceptibility of the integration-based amplifier to memory effects,
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all the capacitors and differential nodes inside the amplifier need to be reset using
switches. This is performed during a reset pulse to purge all previous signal content
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before the amplification phase begins. This reset is also used to establish the bias
for all the differential pair and tail degeneration inputs. This allows the use of
differential sampling [11] to mitigate the propagation of common-mode variations
between stages.

Since the residue amplifiers are used in an open-loop configuration, there is
no charge redistribution between the sampling and load capacitors. Hence, once
the input signal has been sampled by the stage 1 sampling capacitor, that charge
remains on that capacitor until it is reset. This means that, theoretically, the same
sampling capacitor can be used again for the amplification phase of the other half-
ADC, resulting in significant area savings. However, due to charge sharing between
the sampling capacitor and the input parasitic capacitor of the amplifier, the input
signal for the latter half-ADC will always experience an additional attenuation. This
creates a deterministic gain mismatch between the half-ADCs that was ascertained
through simulations to be as high as up to 5%. Hence, separate sampling capacitors
were used for the two half-ADCs.

Calibration DACs
In order to tune the tail degeneration bias and input attenuation, programmable
current DACs and capacitive DACs were built-in along with each residue amplifier.
Both the DACs are implemented with 7b resolution to have sufficient tuning resolu-
tion in the tail degeneration. A segmentation ratio of 4b thermometer + 3b binary
was used to optimize the calibration logic without introducing excessive DNL in the
DACs. The residue amplifiers in the first two stages utilize all three linearization
parameters. Due to lower accuracy requirements, stages 3-5 are implemented with
only the tail bias and offset parameters without the coupling cap between input and
tail nodes. The coupling capacitance is only used in the first two stages and is 150fF
and 70fF, respectively.

Capacitive DAC
The capacitive DAC network used in the first-stage MDAC is shown in Figure 6.11.
The sampling paths for the PMOS- and NMOS-side of the amplifier are entirely
separated to allow independent biasing points. As the ADC was designed for a
1.2Vppd swing with a common-mode of 0.5V (or half-supply), ideally, 0.8V and 0.2V
are required as ADC references. However, in order to reduce the switch sizes, the
MDACs and the CADCs are designed with 1V and ground as ADC reference voltages
with reference attenuation capacitors used to reduce the effective reference voltage
to 0.6V. These are part of the sampling capacitance, but unlike the 3b cap-DAC,
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Figure 6.11: Stage 1 capacitive DAC

they are switched based on a static code. Typically, the attenuation capacitance
is switched to the common-mode voltage by splitting it into two equal halves and
connecting them to symmetrically to the positive and negative rails. To introduce
the calibration offset required for split-ADC calibration, the reference attenuation
capacitors are implemented as 4b thermometer cap-DACs, along with programmable
connections to the two references. This offset cap-DAC is only included in the first
pipeline stage as it is sufficient to introduce the calibration offset in only the first
stage of the ADC.

Due to its high output impedance, the open-loop integrating amplifier has an
inherently low bandwidth. This relaxes the bandwidth requirements of the sampling
networks of pipeline stages 2-5 and the fine ADC. Hence, their sampling switches
are no longer required to be low-ohmic and can be scaled down accordingly. This
simplifies the switching and clock distribution in the sampling networks. As for the
switch linearity requirements, they are most stringent in the first ADC stage and
subsequently reduce by 2 bits after every stage. Hence, clock bootstrapping was
only used in the first stage, while simple transmission gates were utilized for the
remaining stages.
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Clock Generator
As shown in Figure 6.6, the MDAC operates in a four-phase timing scheme, with
the same stage residue amplifier being used in each of the four amplification phases,
which correspond to the two half-ADCs across two lanes. Due to the integrating na-
ture of the residue amplifier, any mismatch between these four phases will result in a
gain mismatch either between the two half-ADCs or between the ADC lanes result-
ing in interleaving tones. Hence, a low mismatch clocking scheme was implemented
to minimize the variations amongst the four clock phases. As illustrated in Figure
6.12, all the master clocks, running at four times the frequency of a single half-ADC,
are generated from a reference clock signal with the help of programmable digital
logic. Then, using a synchronized 2-bit counter output, these master clock signals
are demultiplexed into 4 separate groups of clock phases. By keeping the majority
of the clock generation logic common amongst the four clock paths, the 3σ Monte
Carlo spread between the four amplification and track clock phases was limited to
less than 0.8ps (< 0.05% of the clock period).

Coarse ADC
In the timing scheme illustrated in Figure 6.6, there is a latency of one extra clock
cycle between the track phase and residue amplification. As a result, an entire clock
cycle can be earmarked for the CADCs to make a decision. This eases the speed
requirements of the comparators, allowing for their design to be optimized for low
power. A simple strong-arm latch connected to the input through a differential
pair, similar to the design shown in Chapter 4, was utilized in this ADC. As the
speed requirements are relaxed, the extra NMOS switch, used previously to increase
the latch speed, is not included to simplify the comparator design and lower their
input-referred offset and power consumption.
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Figure 6.13: Chip micrograph

Fine ADC

A 4-bit flash architecture was used as the fine ADC (FADC). Instead of a resistive
ladder, capacitive interpolation was used by splitting each comparator’s sampling
capacitance between the ADC references in a specific ratio to generate the references
for the comparator array. Since there is no overrange present in the FADC, the
comparator offset needs to be low to reduce its impact on the ADC DNL. This
was accomplished by using autozeroed preamplifiers with input offset storage [12]
to reduce the 3σ comparator offset from 42mV to 13mV.

6.3. Measurement Results

The prototype 12-bit ADC was implemented in 28nm 1V CMOS process and occu-
pied an overall area of 0.22mm2 as shown in Figure 6.13. This includes the bias,
clock tree, output digital interface, and an input digital test interface. The on-chip
circuits for amplifier linearization parameters occupy around 2% of the total area.
The reference voltages use off-chip decoupling caps and are provided to the ADC
through separate pads. The ADC digital outputs are subsampled by the output
digital interface and then imported into MATLAB for error detection. Based on
the detected error signal, the calibration loop sets the configuration bits for the
respective analog correction parameter using the input digital test interface. By
running the calibration iteratively as described in Chapter 4, the overall ADC cali-
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Power Consumption
Clock Generation 6mW
ADC References 2mW
Bias Generation 1mW

Residue Amplifiers 0.4mW
Misc. 3.6mW
Total 13mW

Table 6.2: ADC power consumption

bration reaches convergence in less than 100K samples while running completely in
the background.

The distribution of ADC power dissipation is shown in Table 6.2. Sampling at
280MS/s, the ADC dissipates an overall power of 13mW from a 1V supply. Out of
this, 6mW is attributed to clocking circuits, 1mW for the reference bias generation
and 2mW for the reference voltages. 4mW is drawn from the analog supply, which
includes the stage amplifiers and their local bias, comparators, decoders, and other
digital logic. Simulations indicate that the majority of that power is spent on logic,
as the amplifiers are extremely low power and consume less than 0.4mW in total.

Since the amplifier nonlinearity in the prototype ADC is corrected in the analog
domain, the error correction part of the calibration consumes negligible power. And
due to the fast convergence speed of the split-ADC calibration, the error detection
can be run at a lower clock speed to minimize its impact on the overall ADC power
consumption.

Figure 6.14 shows the ADC output spectrum (after subsampling by a ratio of
129) before and after calibration for an input frequency close to 137.5MHz and an
input swing of 1.1Vppd (92% of ADC full scale). The remaining 8% headroom is
reserved for the addition of calibration offset, implying an SNR reduction of 0.75dB.
However, since the convergence speed of the split-ADC calibration is, to some extent,
proportional to the size of the offset voltage, this calibration offset can be optimized
and reduced once the calibration has converged.

As the first two pipeline stages were implemented with both Vgtail and Catt

parameters, the nonlinearity calibration was performed in two steps to see the effec-
tiveness of the two linearization parameters. After gain and nonlinearity calibration
with Catt and Vos in the first two stages, the SNDR improved by more than 25dB.
However, the overall ADC resolution is still limited by distortion, with an SFDR
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Figure 6.14: ADC spectrum before and after calibration

of 68dB. By using all three linearization parameters – Vgtail, Catt and Vos - all
the harmonics are suppressed to about -80dB level, with HD2, 3 and 5 being the
dominant tones. The two ADC lanes show good matching and the only significant
interleaving tone appears to be due to lane gain mismatch. This could potentially
be due to a mismatch between the sampling capacitance of the two lanes. With
the help of calibration, the ADC shows an overall 77dB SFDR and 64dB SNDR.
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Figure 6.15: ADC SNDR and SFDR versus input signal frequency sweep

A similar performance is achieved by the ADC over four different die samples after
calibration.

One of the non-idealities limiting the ADC linearity is the cap-DAC mismatch.
Since the capacitive matching is normally much better than the amplifier distortion,
the effect of the cap-DAC mismatch is visible only after calibration. Although the
cap-DAC mismatch can also be calibrated using split-ADC calibration as shown in
[13], this was not done in this work.

Figure 6.16: ADC INL and DNL after calibration
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Technology 55nm 65nm 130nm 65nm 28nm
Amplifier
Topology

ZC-
Based

Pulsed
Bucket
Brigade

Time-
based
charge
pump

Ring am-
plifier

Integrating
CMD am-
plifier

Supply(V) 1.1 1 1.3 1.2/0.75 1
ADC FS
(Vppd)

2 - 2.4 - 1.2

FS (MHz) 200 200 70 100 280
SNDR (dB)
@Nyquist

63.2 57.6 62.6 56.6 64

SFDR(dB)
@Nyquist

76 82* 81* 64.7 77

Power (mW) 30.7 11.5 6.38 2.5 13
Schreier FoM
(dB)

158.3 157 161.5 159.6 164.3

Walden FoM
(fJ/conv)

130 92.8 61.3 44.5 35.8

Table 6.3: ADC performance comparison
*at low input signal frequency

The ADC was tested at multiple input signal frequencies to check the effective-
ness of amplifier linearization and exhibited a fairly stable performance of >10.3b
ENOB over the entire frequency range as shown in Figure 6.15. The ADC static
performance is represented in the INL and DNL plots shown in Figure 6.16. At
12 bit level, the ADC exhibits a worst-case INL of +1/-1.2 LSBs and a DNL of
+0.38/-0.43 LSBs.

Table 6.3 summarizes the performance of the prototype ADC. As evident from
[14], the ADC power efficiency strongly depends on the chosen architecture. As the
focus of this work is on amplifier performance and not on ADC performance per se,
in order to conduct a fair evaluation of the proposed amplifier’s performance, the
prototype ADC is compared with other pipelined ADCs with similar architecture,
sampling speed and resolution.

The prototype achieves a Walden FoM of 35.8fJ/conv and a Schreier FoM of
164.3dB, the latter being a much more relevant measure for noise-limited ADCs.
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As seen in Table 6.3, when compared to recent state-of-the-art pipelined ADCs
with other power-efficient residue amplifier topologies [15–18], this work shows an
improvement of at least 3dB in Schreier FoM, indicating a power efficiency advantage
of at least 2x w.r.t to the other ADCs.

Although the above comparison of amplifier power efficiency is complicated by
differences in technology, supply voltage and speed, one of the focal points of this
prototype ADC was to verify the effectiveness of the proposed linearization tech-
nique. In that regard, when compared to other ADC designs with integration-based
residue amplifiers [5–7], this work shows a similar or better SFDR for a much higher
input signal swing and frequency with the help of the proposed linearization scheme.

6.4. Conclusion
This chapter discussed a prototype pipelined ADC employing an integration-based
residue amplifier with the linearization technique proposed in Chapter 5. The am-
plifier gain error and non-linearity were detected in the background through the
split-ADC calibration technique. In order to reduce the mismatch between the two
half-ADCs, a modified split-ADC calibration architecture was implemented. By dig-
itizing the input sample twice over two separate clock cycles, the calibration offset
can be introduced over time and the same ADC hardware can be utilized for the two
half-ADC operations. This “split-over-time” ADC allowed the residue amplifiers in
the prototype ADC to be shared between the two half-ADCs. To further improve
the power efficiency of the residue amplifiers, they are shared between two time-
interleaved ADC lanes. Fabricated in 28-nm 1-V digital CMOS, the ADC achieved
an ENOB of 10.34 bit at 280 MS/s with a power consumption of 13 mW, display-
ing an overall Schreier FoM of 164.3dB. The linearization scheme, along with the
split-ADC calibration scheme operating in the background, enables the prototype
ADC to achieve >77dB SFDR while displaying an improvement of at least 3dB in
Schreier FoM over other comparable state-of-the-art pipeline ADC designs.
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7
Conclusions

Residue amplification plays a key role in determining the energy efficiency, area
and performance of high-speed pipelined ADCs. At its core, a residue amplifier
simply consists of four transistors that transfer a differential input voltage to a
capacitive load with the desired gain. However, in order to ensure gain accuracy over
PVT, the core amplifier has to be augmented with extra circuitry to achieve high
settling accuracy, at the expense of area and power dissipation. In this dissertation,
techniques to improve the power efficiency of residue amplifiers were investigated.
The main objective of this research was to devise a high-resolution residue amplifier
topology that relies on minimum circuit overhead and settling accuracy. This final
chapter reviews the key ideas that were explored and implemented to achieve this
objective, followed by some proposals for future exploration.

7.1. Main Findings
The main contributions of this doctoral work are outlined as follows -

• The analysis of harmonic distortion in amplifiers has been so far limited to
frequency-domain modeling under steady-state conditions. In Chapter 3, a
mathematical analysis was developed to understand and describe the tran-
sient settling behavior of thermal noise and harmonic distortion in discrete-
time amplifiers. By assessing the effect of incomplete settling accuracy on the

129
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amplifier SNR and THD, an optimum settling point for a digitally-assisted
residue amplifier was calculated.

• The split-ADC architecture [1, 2] has been previously demonstrated as a deter-
ministic method for calibrating residue amplifier gain errors with fast conver-
gence while operating completely in background. In Chapter 4, the split-ADC
technique was extended to the calibration of harmonic distortion in residue
amplifiers. With the help of the split-ADC technique, the amplifier gain and
distortion errors of a prototype ADC were calibrated over multiple ADC stages
through digital post-processing, resulting in an overall ADC SFDR of 82dB.
The calibration allowed the power dissipation of the residue amplifiers to be
reduced by 60% without any impact on the ADC resolution.

• To address the complexity and accuracy limitations of digital distortion cor-
rection, a new analog linearization scheme is proposed in Chapter 5. It ex-
ploits the fact that MOSFETs biased in weak inversion have an exponential
V -I characteristic. It was shown that the distortion due to the expanding
characteristic of the input transconductance of a differential common-source
amplifier can be cancelled by using the compressive effect of resistive degen-
eration. By implementing the degeneration in a common-mode fashion, this
distortion cancellation can be achieved without reducing the input transcon-
ductance. A simple stripboard implementation of a common-emitter amplifier
with a common-mode degeneration (CMD) resistor was used to verify the
linearization principle and exhibited an HD3 < -95dB for a 50mVppd input
swing.

• Based on the CMD linearization principle, a new amplifier topology is pro-
posed in Chapter 5 that allows the cancellation of HD2, HD3 and HD5. By
using input-driven transistors for common-mode degeneration, the input range
of a differential CS amplifier was extended to 300mVppd for a THD of <-90dB.
The degeneration network was implemented with tunable knobs that could be
used to control the cancellation of the three harmonic distortion components.

• The conventional split-ADC architecture relies on splitting an ADC into two
physical halves. In Chapter 6, a new split-ADC architecture is described that
helps reduce the mismatch between the two half-ADCs. The “split-over-time”
ADC architecture splits the ADC in time-domain by utilizing the same ADC to
convert an input sample twice while introducing the calibration offset between
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Figure 7.1: Schreier FoM versus ADC sampling frequency for state-of-the-art high-speed high
resolution pipelined ADCs (ENOB > 9b and fs > 100MS/s)

the two split-ADCs sequentially. This allows the two half-ADCs to share the
residue amplifier, resulting in a significantly lower mismatch between the half-
ADCs and mitigating the orthogonality between the calibration of even- and
odd-order distortion components.

During the course of this research, two prototype split-ADCs were designed and
measured to verify the ideas outlined above. The first split-ADC [3, 4] utilized a con-
ventional opamp with high DC gain in negative feedback for residue amplification,
along with a highly programmable bias to tune its settling accuracy. Fabricated
in 40nm 1V digital CMOS, the ADC achieved an ENOB of 10.5b at a sampling
frequency of 195MS/s, exhibiting a Schreier FoM of 157.4dB. The split-ADC cal-
ibration enabled the residue amplifiers to operate close to their optimum settling
points shown to be between 2-3τ for closed-loop amplifiers in Chapter 3) while
reaching convergence in only 70K samples, making it one of the fastest background
distortion calibration techniques reported in literature.

With a suitable candidate for distortion calibration identified, a second prototype
ADC [5, 6] was built around the proposed open-loop CMD amplifier that promised a
high linearity with an extremely low circuit overhead and settling accuracy (<0.5τ).
Implemented with the “split-over-time” ADC architecture, the ADC was fabricated
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in 28nm 1V CMOS, and demonstrated an ENOB of 10.34b at 280MS/s, displaying
a Schreier FoM of 164.3dB. Compared to the previous prototype ADC with closed-
loop residue amplifiers, the “split-over-time” ADC with open-loop CMD amplifier
improved the Schreier FoM by 3.5x after adjusting for the impact of technology
scaling [7]. Figure 7.1 shows a comparison of [5] with other state-of-the-art high-
speed high-resolution pipelined ADCs with similar architecture (flash-type CADC)
and speed & resolution (ENOB > 9b and fs > 100MS/s). An envelope with a
slope of -10dB/decade is included to capture the effect of sampling frequency on
the Schreier FoM. It can be seen that the prototype ADC achieves one of the best
FoMs amongst state-of-the-art designs1 further highlighting the power efficiency of
the proposed CMD amplifier.

The duration of this doctoral work presents an interesting opportunity to assess
its significance and its adoption by the wider scientific community. Although the
principle of analog linearization is widely used in broadband RF applications, it
was, till a few years ago, rarely used in ADCs. Prior to the publication of [5]
in 2017, the prevalent solution for distortion correction in residue amplifiers was
through digital correction, with only 3 publications reporting analog linearization
techniques. Since then, however, 7 amplifier designs [8–14] have been published in
the last three years alone that feature some form of analog linearization, including
capacitive degeneration [8] which relies on the same principle while using a capacitor
as the degeneration impedance. This spurt in publications, along with the number
of citations received by [5, 6] in a relatively short span of time (24 citations in 3
years) points to a growing interest in linearized open-loop dynamic amplifiers.

7.2. Future Scope of Work

Due to limited design time, the residue amplifier presented in Chapter 6 was designed
with a programmable constant-current bias. This resulted in a rather large gain
variation (nearly ±25%) over the entire PVT range. As the residue amplifier in
the first ADC stage needed to have an accuracy of less than 0.1%, an entirely
analog domain gain correction would have necessitated a 10-bit calibration DAC.
To simplify the design, a combination of digital and analog correction was used for
correcting the amplifier gain error. The calibration DACs were designed to cover the
entire gain correction range and were used for coarse correction, while the digital

1It should be noted that the four designs with a better FoM than [5] were all designed in 16nm
CMOS, which is a FinFet process and cannot be easily compared with planar technologies.
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stage gain in the encoder was finetuned to attain the desired gain accuracy. This
two-step calibration can be simplified by reducing the gain variation range with the
help of a constant-gm or a replica-bias loop. This will relax the specifications for
the calibration DACs, which can subsequently be designed with sufficient resolution
to allow a completely analog-domain gain correction.

The key advantage of the “split-over time” architecture is that it allows sharing
of sub-blocks between the two half-ADCs. One of the sub-blocks that was not
shared in this work was the input sampling network. This was because the charge
sharing between the input sampling cap and the residue amplifier input parasitics
would cause additional attenuation in the residue voltage of the “latter” half-ADC,
resulting in a significant gain mismatch between the two half-ADCs. However, some
interesting advantages vis-á-vis noise arise by sharing the input sampling network.
While the total area of the sampling network would remain roughly the same as
the noise on the sampling cap would be correlated between the two half-ADCs and
would not get suppressed through the averaging, the noise will be cancelled in the
difference signal. As the input sampling noise is often one of the dominant noise
sources in an ADC, the cancellation of this noise in the difference signal can allow
a significantly faster convergence of the calibration loop.

As mentioned before, the analog-domain linearization approach used for the
CMD amplifier has also been implemented by utilizing capacitive degeneration, al-
beit in a pseudo-differential way [8]. Using essentially the same principle, capac-
itive degeneration was shown to cancel all the odd-order harmonics in the input
transconductance and achieve excellent linearity (THD < -100dB). However, due
to the pseudo-differential nature of the capacitive degeneration, the input transcon-
ductance also gets degenerated, and decreases by 33% at the optimum linearization
point. This drawback can be avoided by also implementing capacitive degeneration
in a common-mode fashion.

In a complementary CMOS amplifier, both PMOS and NMOS sides will have
a degeneration capacitor. The two capacitors can be combined, resulting in an
amplifier operating purely from the charge on the degeneration capacitor during
the amplification phase. This floating amplifier with a capacitor acting as a supply
has been shown in [15] where it has been used as the preamplifier of a comparator.
The attractive quality of this floating amplifier is its implicit common-mode control.
This eliminates the power and noise overhead of adding a dedicated common-mode
feedback loop and significantly improves the power efficiency of the residue amplifier.
A variant of this topology suitable for residue amplification is shown in Figure 7.2.
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The amplifier bias voltages are mapped on to the floating amplifier transistors via
the supply capacitor, Csup, which also acts as the common-mode degeneration. By
biasing the amplifier in weak inversion region, its input transconductance can be
linearized by tweaking the size of either the supply capacitor or the bias current,
Ibias. The HD3 cancellation achieved by this amplifier is shown in Figure 7.3,
which plots the effect of sweeping the supply capacitor, Csup, on the amplifier HD3.
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The floating amplifier achieves the same HD3 as the CMD amplifier presented in
Chapter 5 (nearly -100dB) under similar design conditions (input swing = 50mVppd,
gain = 4x).
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A
Appendix

In this Appendix, the mathematical analysis of distortion components in discrete-
time amplifiers is presented.

A.1. Open-loop Amplifier Distortion Analysis
Considering the model for a nonlinear amplifier, shown in Figure A.1, used in an
open-loop configuration. The first-order output voltage response of the amplifier
can be expressed as –

Ix(t) = gmVin(t) = CL
dVout(t)

dt
+ goutVout(t) (A.1)

If the input gm is assumed to have second- and third-order distortion, for a given
input signal, Vin(t), its output current can be expressed as –

Ix(t) = gmVin(t) + g2V
2
in(t) + g3V

3
in(t) (A.2)

where gi2 and gi3 are the second- and third-order distortion coefficients, respectively.
In order to calculate the 2nd order output-referred distortion component, we begin
with the assumption of gi2 ≠ 0 and gi3 = 0. Rewriting equation (A.1) to include the
second-order distortion coefficient –

gmVin(t) + gi2V
2
in(t) = CL

dVout(t)

dt
+ goutVout(t) (A.3)
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Figure A.1: Amplifier distortion model

Equation (A.3) can be simplified by transforming it to Laplace domain and
rearranging the terms and bringing it back in time-domain, resulting in –

Vout(t) = A (1 − e
−t/τ)Vin +

gi2
gout

e
−t/τ

τ
⊗ V 2

in(t) t ≥ 0 (A.4)

Hence, the second-order distortion component can be written as –

V
(2)
out,in(t) =

gi2
gout
(1 − e−t/τ)V 2

in t ≥ 0 (A.5)

Similarly, the third-order distortion component can be calculated as –

V
(3)
out,in(t) =

gi3
gout
(1 − e−t/τ)V 3

in t ≥ 0 (A.6)

Apart from the input distortion, the amplifier linearity is also often limited by
the nonlinear output impedance. The behavior of this distortion depends entirely
on the output voltage and can be calculated by assuming the output impedance
to have second- and third-order non-linearity. For ease of calculation, the analy-
sis is performed with admittances instead of impedances. If the amplifier output
admittance can be written as –

gout = go + go2Vout(t) + go3V
2
out(t) (A.7)

then the output current can be expressed as –

Ix(t) = gmVin(t) = CL
dVout(t)

dt
+ goVout(t) + go2V

2
out(t) + go3V

3
out(t) (A.8)

Solving the above equation for Vout(t) is extremely complex due to its recursive
nature. Hence, in order to simplify the analysis, we assume the distortion to be
weak, which means we can approximate the distortion components by considering
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them to be generated purely by the linear part of the output voltage. This results
in -

Ix(t) = gmVin(t) = CL
dVout(t)

dt
+ goVout(t) + go2V

2
out_lin(t) + go3V

3
out_lin(t) (A.9)

where Vout_lin(t) is the output voltage if go2 and go3 are zero, and is described
by equation (3.2). Considering only the second-order term, we can use the same
method as before to express it as –

V
(2)
out,out(t) =

go2

go

e
−t/τ

τ
⊗ (

gm
go
(1 − e−t/τ))

2
t ≥ 0 (A.10)

which results in –

V
(2)
out,out(t) =

go2g
2
m

g3
o

(1 − 2( t
τ
) e

−t/τ
− e

−2t/τ
) t ≥ 0 (A.11)

Similarly, the third-order distortion component can be calculated as –

V
(3)
out,out(t) =

go3

go

e
−t/τ

τ
⊗ (

gm
go
(1 − e−t/τ))

3
t ≥ 0 (A.12)

=
go3g

3
m

g4
o

((1 − e−t/τ) − e
−t/τ

2
(1 − e−2t/τ) (A.13)

+3e−t/τ (1 − e−t/τ) − 3e−t/τ ( t
τ
)) t ≥ 0

A.2. Closed-loop Amplifier Distortion Analysis

Input Distortion
A negative-feedback amplifier with a nonlinear input transconductance is modeled
using a block diagram as shown in Figure A.2. The input gm is assumed to have
second- and third-order distortion, and for a given virtual ground signal, Vvg(t), its
output current can be expressed as –

Ix(t) = gmVvg(t) + gi2V
2
vg(t) + gi3V

3
vg(t) (A.14)

where gi2 and gi3 are the second- and third-order distortion coefficients, respectively.
Based on (A.14), the output voltage of the amplifier, Vout(t), can be calculated
through the following series of equations –

Vvg(t) = Vin(t) − βVout(t)

Ix(t) = gmVvg(t) + gi2V
2
vg(t) + gi3V

3
vg(t) (A.15)

Ix(t) = CL
dVout(t)

dt
+ goVout(t)
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Figure A.2: Negative-feedback amplifier model with nonlinear input transconductance

It should be noted that, as seen from (A.14), there is no memory element present in
the relationship between Ix(t) and Vvg(t). That is because the only memory present
in the circuit is associated with the load capacitance, which is taken into account in
(A.2).

Due to its recursive nature, solving (A.2) in order to calculate Vout(t) requires
very complex mathematical calculations. Hence, in order to simplify the analysis,
we use the same simplifications to the model in Figure A.2 as used in the previous
analysis. We assume that the transconductance is weakly nonlinear, i.e. gm ≫ gi2gi3.
This entails that while Vvg(t) does include the distortion components, they are
relatively small. So their effect can be ignored by assuming that the input distortion
is generated only by the linear part of Vvg(t). By taking this simplification into
account, (A.14) can be rewritten as –

Ix(t) = gmVvg(t) + gi2V
2
vg_lin(t) + gi3V

3
vg_lin(t) (A.16)

where Vvg_lin(t) is the virtual ground signal generated for the same amplifier with no
distortion (i.e. gi2 = gi3 = 0) and is the same as the expression in (3.15). Equations
(A.2) and (A.16) can be combined as -

gmVvg(t) + gi2V
2
vg_lin(t) + gi3V

3
vg_lin(t) = CL

dVout(t)

dt
+ goVout(t) (A.17)

We first focus on the second-order distortion component by assuming gi2 ≠ 0 and
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gi3 = 0. This results in –

gmVvg(t) + gi2V
2
vg_lin(t) = CL

dVout(t)

dt
+ goVout(t) (A.18)

or, gmVin(t) + gi2V
2
vg_lin(t) = CL

dVout(t)

dt
+ (go + gmβ)Vout(t) (A.19)

Hence, again assuming Vin(t) to be a step function with an amplitude of Vin, Vout(t)
can be calculated by using the Laplace transform to rearrange (A.19) and converting
it back to the transient domain –

Vout(t) =
Ao

1 +Aoβ
(1 − e−t/τf )Vin +

gi2
go (1 +Aoβ)

V 2
vg_lin(t)⊗

e
−t/τf

τf
, t ≥ 0 (A.20)

where Ao(= gm/go) defines the open-loop gain of the amplifier and τf is the closed-
loop time constant and is equal to τ/ (1 +Aoβ). The first term in (A.20) is the
linear part of the amplifier output signal and is equal to the expression in (3.2),
while the second term represents the component of the output voltage arising due
to the second-order distortion in the input transconductance, and will be referred
to as V (2)out,in(t) –

V
(2)
out,in(t) =

gi2
go (1 +Aoβ)

V 2
vg_lin(t)⊗

e
−t/τf

τf
t ≥ 0 (A.21)

where V 2
vg_lin(t) is given by –

V 2
vg_lin(t) = (

1 +Aoβe−t/τf
1 +Aoβ

Vin)

2

(A.22)

= (1 + (Aoβ)2 e
−2t/τf + 2Aoβe

−t/τf )
V 2
in

(1 +Aoβ)2
, t ≥ 0 (A.23)

By taking the convolution of V 2
vg_lin(t) with the rest of the expression in (A.21),

V
(2)
out,in(t) can be calculated as –

V
(2)
out,in(t) =

gi2

go (1 +Aoβ)3
V 2
in((1 − e

−t/τf ) + (Aoβ)
2
e
−t/τf (1 − e−t/τf )

+2Aoβe
−t/τf (

t

τf
)) (A.24)

This represents the transient behavior of the second-order distortion component
from the nonlinear input gm in response to a step input at t = 0. After the initial
settling, the distortion component settles towards a steady-state value of gi2/go

(1+Aoβ)3V
2
in



144 A. Appendix

Figure A.3: Negative-feedback amplifier model with nonlinear output admittance

, which is the same as that derived in [1]. The third-order distortion component,
V
(3)
out,in(t), can be similarly be expressed as –

V
(3)
out,in(t) =

gi3
go (1 +Aoβ)

V 3
vg_lin(t)⊗

e
−t/τf

τf
t ≥ 0 (A.25)

which can be solved as -

V
(3)
out,in(t) =

gi3

go (1 +Aoβ)4
V 3
in((1 − e

−t/τf ) + 3 (Aoβ)2 e
−t/τf (1 − e−t/τf )

+
1
2
(Aoβ)

3
e
−t/τf (1 − e−2t/τf ) + 3Aoβe

−t/τf (
t

τf
)) (A.26)

It can be seen from (A.26) that the third-order distortion component, V (3)out,in(t),
also shows a similar settling behavior as V (2)out,in(t), with both components being
suppressed by the loop at the rate of 8.6dB/τ as posited in Chapter 3.

Output Distortion
Apart from the input distortion, the amplifier linearity is also often limited by the
nonlinear output impedance. The closed-loop amplifier with output distortion is
modeled in Figure A.3, where go2 and go3 are the second- and third-order distortion
coefficients of the output admittance. The block diagram can be expressed through
the following equations –

Vvg(t) = Vin(t) − βVout(t)

Ix(t) = gmVvg(t) (A.27)

Ix(t) = CL
dVout(t)

dt
+ goVout(t) + go2V

2
out(t) + go3V

3
out(t)
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The solution for (A.27) can be simplified in a similar way as that for the input
distortion, by assuming that only the linear part of Vout(t) creates the distortion.
This would lead to –

Ix(t) = CL
dVout(t)

dt
+ goVout(t) + go2V

2
out_lin(t) + go3V

3
out_lin(t) (A.28)

where Vout_lin(t) represents the output voltage for go2 = go3 = 0, and yields the
same expression as (3.13) –

Vout_lin(t) =
Ao

1 +Aoβ
(1 − e−t/τf )Vin t ≥ 0 (A.29)

To calculate the second-order distortion, we follow a similar process as used for
calculating the input distortion by assuming go2 ≠ 0 and go3 = 0. By combining
(A.27)-(A.29), we can describe the output voltage as –

gmVvg(t) = CL
dVout(t)

dt
+ goVout(t) + go2V

2
out_lin(t) (A.30)

or, gmVin(t) = CL
dVout(t)

dt
+ (go + gmβ)Vout(t) + go2V

2
out_lin(t) (A.31)

By again assuming a step input, (A.31) can be simplified by converting it to
Laplace domain, rearranging and then bringing it back in the transient domain,
resulting in –

Vout(t) =
Ao

1 +Aoβ
(1 − e−t/τf )Vin +

go2

go (1 +Aoβ)
V 2
out_lin(t)⊗

e
−t/τf

τf
, t ≥ 0 (A.32)

The first term again represents the linear part of the output voltage. To derive
the second-order distortion component, V (2)out,out, we consider the second term in
(A.32) –

V
(2)
out,out(t) =

go2

go (1 +Aoβ)
V 2
out_lin(t)⊗

e
−t/τf

τf
, t ≥ 0 (A.33)

where V (2)out_lin(t) is given by -

V
(2)
out_lin(t) = (

Ao
1 +Aoβ

(1 − e−t/τf ))Vin)2 (A.34)

= (
Ao

1 +Aoβ
)

2
(1 + e−2t/τf − 2e−t/τf )V 2

in t ≥ 0 (A.35)

By taking the convolution of V 2
out_lin(t) with the rest of the equation in (A.33),

V
(2)
out,out(t) can be calculated as –

V
(2)
out,out(t) =

(go2/go)A
2
o

(1 +Aoβ)3
V 2
in ((1 − e

−t/τf ) + e−t/τf (1 − e−t/τf ) − 2e−t/τf ( t
τf
)) (A.36)
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The third-order distortion component in the output voltage, V (3)out,out(t), can
similarly be calculated by solving for –

V
(3)
out,out(t) =

(go3/go)

(1 +Aoβ)
V 3
out_lin(t)⊗

e
−t/τf

τf
, t ≥ 0 (A.37)

=
(go3/go)A

3
o

(1 +Aoβ)4
V 3
in((1 − e

−t/τf ) + 3e−t/τf (1 − e−t/τf )

−
1
2
e
−t/τf (1 − e−2t/τf ) − 3e−t/τf ( t

τf
)) (A.38)

It can be seen from (A.36) and (A.38) that the two distortion components,
V
(2)
out,out(t) and V

(3)
out,out(t), follow the settling behavior of the output voltage. The

settling plots for both input and output distortion components are shown visually
in 3.
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B
Appendix

In chapter 5, the linearization principle based on utilizing common-mode degenera-
tion was presented. In this Appendix, the mathematical derivation for the optimum
common-mode degeneration impedance required for linearization is presented.

Considering a differential common-source MOS amplifier with a common-mode
degeneration impedance. For a MOS transistor biased in weak-inversion (with its
bulk tied to ground), its drain current, ID, can be expressed as –

ID = ISe
(VGb−VthnVT

)
e
( −VSbVT

) (B.1)

where VGb and VSb are the bias voltages at the gate and source terminals of the
transistor, respectively. If a differential voltage, Vid, is applied across the MOS
transistor gate terminals, then the differential and total tail current can be expressed
as –

Idiff = ISe
(VGb−VthnVT

)
e
( −VSb+VSVT

)
(e

Vid
2nVT − e

−Vid
2nVT )

= 2IDe
−VS
VT sinh( Vid

2nVT
) (B.2)

Itail = ISe
(VGb−VthnVT

)
e
( −VSb+VSVT

)
(e

Vid
2nVT + e

−Vid
2nVT )

= 2IDe
−VS
VT cosh( Vid

2nVT
) (B.3)
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where VS is the swing at the tail terminal of the amplifier for a differential input Vid.
If the amplifier has a perfectly linear input transconductance, gm, over the entire
differential input range, then its differential current can also be expressed as -

Idiff = gmVid (B.4)

Using equations (B.2), (B.3) and (B.4), we can derive the following expression
for Itail –

Itail
Idiff

= coth( Vid
2nVT

) (B.5)

or, Itail = gmVid coth(
Vid

2nVT
) (B.6)

Itail is the optimum total current (or tail current) flowing through the two input
transistors that ensures a perfectly linear differential input transconductance. In
order to achieve this tail current, the common-mode degeneration impedance can
be calculated as –

Zdeg =
dVS
dItail

=
dVS
dVid

(
dItail
dVid

)

−1
(B.7)

The two derivative terms in (B.7) can be calculated by differentiating (B.2) and
(B.6) w.r.t Vid. The derivative of Itail can be calculated as -

dItail
dVid

= gm coth( Vid
2nVT

) −
gmVid
2nVT

1
sinh2 ( Vid

2nVT )
(B.8)

=
gm

sinh(x)
(cosh(x) − x

sinh(x)
) (B.9)

where x is defined as Vid/2nVT .
To calculate the derivative of VS w.r.t Vid, we need to consider (B.2), which can

be combined with equation (B.4) and be rewritten as –

gmVid = 2IDe
−VS
VT sinh( Vid

2nVT
) (B.10)

In weak-inversion, the gm of a MOS transistor can be expressed as –

gm =
ID
nVT

(B.11)

Using (B.11), equation (B.10) can be rewritten as -

Vid = 2nVT e
−VS
VT sinh( Vid

2nVT
) (B.12)

or, e
VS
VT =

sinh ( Vid
2nVT )

Vid
2nVT

=
sinh(x)

x
(B.13)
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Differentiating both sides w.r.t Vid –

dVS
dVid

e
VS
VT

VT
=

1
2nVT

(
cosh(x)

x
−
sinh(x)
x2 ) (B.14)

Using (B.13), equation (B.14) can be rewritten as –

dVS
dVid

sinh(x)
x

=
1

2n
(
cosh(x)

x
−
sinh(x)
x2 ) (B.15)

or, dVS
dVid

=
1

2n sinh(x)
(cosh(x) − sinh(x)

x
) (B.16)

Using (B.9) and (B.16), the optimum degeneration impedance can be expressed
as –

Zdeg =

1
2n sinh(x) (cosh(x) −

sinh(x)
x
)

gm
sinh(x) (cosh(x) −

x
sinh(x))

(B.17)

=
1

2ngm
⎛

⎝

cosh(x) − sinh(x)
x

cosh(x) − x
sinh(x)

⎞

⎠
(B.18)

Equation (B.18) can be simplified by using Taylor series expansion for the hyper-
bolic functions. To derive Zdeg for only HD3 cancellation, all higher than third-order
terms in the Taylor series expansion can be ignored, resulting in –

Zdeg =
1

2ngm
(B.19)





Summary

The past few decades have seen a sustained demand for higher bandwidth in com-
munication networks. This push for higher bandwidths has been supported by
increase in sampling rates of high-resolution data converters. Pipelined analog-to-
digital converters (ADCs) have been a popular choice for high-speed ADCs, as they
can significantly relax the speed-requirements by breaking down the quantization
process in multiple concurrent steps.

One of the key ingredients for pipelining is residue amplification, and the design
choices used for residue amplifier often determine the power efficiency of the entire
ADC. The residue amplifier, in essence, consists of a four-transistor core that drives
a capacitive load, and in order to attain gain accuracy, this core amplifier is aug-
mented with circuit overhead and settling accuracy, both of which cause significant
increase in power consumption. This dissertation investigates residue amplifiers that
can achieve the desired gain accuracy and distortion performance while relying on
minimum settling accuracy and circuit overhead.

Chapter 2 reviews the pipelined ADC architecture and the operation of its major
sub-blocks – Coarse ADC (CADC), sub-digital-to-analog converter (DAC) and the
residue amplifier. In a pipelined ADC, the quantization process is spread across
multiple ADC stages. Each stage consists of a coarse ADC that generates a coarse
digital estimate of the input signal. This coarse estimate is subtracted from the
input signal with the help of a sub-DAC that generates an analog equivalent of the
CADC output. After the subtraction, the remaining residue signal is amplified by
the residue amplifier and passed on to the following stage.

The effect of non-idealities in these three sub-blocks on the ADC performance is
also examined in Chapter 2. While combining the digital output bits from different
ADC stages, the digital encoder needs to account for the gain of the residue amplifier.
Any difference between the residue amplifier gain and the digital encoder gain will
corrupt the ADC output. This difference in digital and analog gains can arise from
either a fixed gain error or distortion in the residue amplifiers.

For high-resolution ADCs, the constraints on the residue amplifier gain error for
the first few stages of the pipelined ADC can be very strict. Using classic amplifier
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solutions with a high DC gain amplifier in negative feedback and high settling accu-
racy can be extremely costly in terms of power dissipation. Several techniques have
been proposed to relax the accuracy requirements of the residue amplifier and are
reviewed in Chapter 2. The most popular of these techniques is digital calibration.
The magnitude of the amplifier gain error and distortion can be judged by inject-
ing a known calibration signal into the residue amplifier and analyzing its digitized
equivalent. Digital calibration can be used during start-up (foreground-mode) or in
normal operation when the ADC is digitizing the input signal (background-mode).
Background-mode calibration allows continuous monitoring of the amplifier errors
and help relax the gain sensitivity of the amplifier. The main challenge of back-
ground digital calibration, however, is the separation of the calibration signal from
input signal.

Due to their discrete-time nature, the key characteristics of residue amplifiers
– gain, noise and distortion – are transient in nature. Chapter 3 presents a time-
domain analysis of open- and closed-loop residue amplifiers and the settling behavior
of their design metrics. For both open- and closed-loop amplifiers, the amplifier gain
error was shown to settle at 8.6dB per unit τ of settling, where τ is the time-constant
of the amplifier and is determined by the output impedance and the capacitive load
of the amplifier. Both open- and closed-loop residue amplifiers were also shown to
achieve roughly 90% of their final SNR in the first three time-constants of settling.
And the suppression of distortion originating from the amplifier input in closed-loop
amplifiers was also shown to occur at 8.6dB/τ .

Based on the above analysis, the optimum settling points for two residue ampli-
fier design cases using class-A amplifier topologies were identified. In the first case,
a closed-loop amplifier with a fixed SNR was considered and was shown to achieve
maximum power efficiency between 2-3τ settling. For the second design case, both
SNR and gain error of the residue amplifier were constrained to the desired spec-
ification over all values of settling accuracy. It was shown that for higher values
of settling, N (where N = t/τ > 2), the power dissipation of a settling amplifier is
N/2 times higher than the power of an integrating amplifier (t/τ ≈ 0), for the same
gain and SNR. While the above analysis optimizes the power dissipation of the two
residue amplifier design cases for a certain SNR, the gain accuracy suffers in both
cases due to the low settling accuracy. Hence in order to allow the residue ampli-
fier to operate at the optimum settling accuracy points, they need to be supported
by gain and distortion calibration, which allow them to achieve the desired gain
accuracy while ideally imposing a low overhead on the ADC power and complexity.
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Chapter 4 reviews the split-ADC calibration technique, which is a fully deter-
ministic background calibration method that has been shown to achieve fast conver-
gence with relatively low analog overhead. In this chapter, the split-ADC technique
is extended for calibrating the residue amplifier distortion in multiple stages of a
pipelined ADC. In the split-ADC calibration method, the ADC is split into two
identical halves, with each half-ADC digitizing the same input signal. By introduc-
ing a calibration offset between them, the two half-ADCs are forced to go through
different conversion trajectories. By taking the difference of the two digital outputs,
the input signal can be effectively cancelled, leaving behind the digitized calibration
offset that can be used to detect the ADC errors. Since the calibration offset can be
separated from the input signal without any lengthy decorrelation, the split-ADC
calibration can achieve fast convergence while operating completely in background.

The error detection for residue amplifier gain error and distortion using split-
ADC technique can be implemented by studying their effect on the difference signal.
The gain error introduces discontinuities in the difference signal whenever one of
the half-ADCs transitions from one subrange to another. The size of these discon-
tinuities is proportional to the magnitude of the gain error. Amplifier odd-order
distortion injects a quadratic component in the difference signal, and the curvature
of this quadratic component can be used to estimate the third-order distortion in
the residue amplifier. The size of the error signal for both gain and distortion cal-
ibration is directly proportional to the calibration offset between the split-ADCs.
This means that a larger calibration offset will result in a faster convergence, albeit
at the cost of ADC dynamic range. In the prototype presented in Chapter 4, an
offset equivalent to 5.5% of the ADC full-scale was added to limit the impact on the
ADC dynamic range to 0.5dB.

A key consideration of split-ADC calibration is the effect of mismatch between
the half-ADCs on the difference signal. Any gain mismatch between the two half-
ADCs will introduce a fraction of the input signal into the difference signal and
causes it to have a slope. This slope has to be compensated for by scaling one
of the half-ADC outputs. Calibrating amplifier gain and distortion errors across
multiple ADC stages also presents certain challenges. Since all calibration loops
are essentially working off the same difference signal, there are non-orthogonalities
between these calibration loops that can affect the convergence of these loops. These
non-orthogonalities can be resolved by running the calibration loops iteratively.

In order to test the efficacy of the split-ADC calibration technique, a prototype
12-bit pipelined split-ADC was implemented. The prototype ADC consists of nine
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1.5-bit stages followed by a 5-bit fine ADC. Gain calibration was used to correct
the gain for the first 6 stages, while nonlinearity calibration was applied only to
the first two stages. Both gain and distortion errors were corrected through digital
post-processing.

The prototype ADC was designed with a residue amplifier with high DC gain
and bandwidth as a sufficiently accurate starting point. The calibration was then
used to relax the settling accuracy of the residue amplifier without compromising
the ADC resolution. A single-stage current mirror opamp with gain-boosting was
utilized to achieve a DC loop gain of 65dB. The prototype ADC was implemented
in 40nm 1V digital CMOS process and occupied an area of 0.81mm2, with the
digital post-processing implemented in MATLAB. With the help of calibration, the
prototype ADC achieved 10.5b ENOB at a sampling rate of 195MS/s with a power
dissipation of 53mW. While working continuously in background, the split-ADC
calibration improved the ADC SFDR by 37dB within 70000 samples along with
reducing the power dissipation of the residue amplifiers by 60%.

The prototype ADC presented in Chapter 4 relied on digital correction of gain
and distortion errors, which face dynamic range and accuracy limitations while
adding considerable overhead in the digital backend. Chapter 5 presents an am-
plifier topology that allows the correction of gain and distortion error directly at
the source in the analog domain. Open-loop integrating amplifiers provide a sim-
ple way to control the gain through the bias current due to their extremely low
settling. For distortion correction, a linearization principle based on the degenera-
tion of a weak-inversion common-source amplifier was proposed. The degeneration
impedance counteracts the expanding input gm characteristic of a weak-inversion
common-source amplifier, and the third-order component was shown to be com-
pletely cancelled for Rdeg = 1/2ngm.

The impact of degeneration on the amplifier input transconductance can be elim-
inated by using the degeneration in a common-mode fashion, while still improving
the gm variation from 50% in a differential pair to <1%. The common-mode de-
generation (CMD) linearization principle was verified through measurements on a
strip-board amplifier version built with discrete BJT components that showed an
HD3 of -95dB for an input swing of 50mVppd. The distortion cancellation was ex-
tended to 2nd and 5th order distortion components by using a pair of input-driven
weak inversion MOS transistors as the common-mode tail degeneration. By tuning
the bias voltage and the attenuation of the input signal driving the degeneration
network, the proposed amplifier topology was able to achieve a THD of <-90dB for
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an input swing of 300mVppd and a gain of 4x.
Chapter 6 presents a prototype 12-bit pipelined split-ADC that was built around

the proposed integration-based CMD amplifier to test the efficacy of the linearization
principle. The amplifier gain error and non-linearity (even- and odd-order distor-
tion) were detected in the background through the split-ADC calibration technique.
In order to reduce the mismatch between the two half-ADCs, a modified split-ADC
calibration architecture was implemented. By digitizing the input sample twice over
two separate clock cycles, the calibration offset can be introduced over time and the
same ADC hardware can be utilized for the two half-ADC operations. This “split-
over-time” ADC allowed the residue amplifiers in the prototype ADC to be shared
between the two half-ADCs. To further improve the power efficiency of the residue
amplifiers, they were shared between two time-interleaved ADC lanes.

The 12-bit pipelined ADC consists of five 3-bit stages (with one bit as overrange)
followed by a 4-bit fine ADC. The proposed CMD amplifier is implemented in a
complementary fashion to improve power efficiency. Fabricated in 28-nm 1-V digital
CMOS, the ADC occupied an area of 0.22mm2. The ADC output data was imported
into MATLAB for error detection and the calibration loop was closed by driving
the analog correction parameters in the residue amplifier degeneration. Sampling
at 280MS/s, the ADC achieved an ENOB of 10.34b with a power consumption of
13mW, displaying an overall Schreier FoM of 164.3dB. The linearization scheme,
along with the split-ADC calibration scheme operating in the background, enabled
the prototype ADC to achieve >77dB SFDR while displaying at least 3dB better
Schreier FoM w.r.t other comparable state-of-the-art pipeline ADC designs.

Finally, Chapter 7 concludes the thesis by summarizing the original contributions
and comparing the second prototype ADC with state-of-the-art pipelined ADCs
with similar speed, resolution and architecture. The prototype ADC was shown to
achieve one of the best Figure of Merits (FoMs) amongst state-of-the-art designs,
highlighting the power efficiency of the proposed CMD amplifier. The amplifier
distortion calibration using split-ADC technique was also seen to be one of the fastest
background distortion calibration techniques reported in literature. Chapter 7 also
presents some threads for future exploration, most prominent of which includes the
using capacitive common-mode degeneration for linearizing the residue amplifier.





Samenvatting

De afgelopen decennia is er een aanhoudende vraag naar hogere bandbreedte in
communicatienetwerken geweest. Dit streven naar hogere bandbreedtes werd on-
dersteund door een toename van de bemonsteringsfrequenties van dataconverters
met hoge resolutie. Gepijplijnde analoog-naar-digitaal-omzetters (ADCs) zijn een
populaire keuze voor snelle ADCs, omdat ze de snelheidsvereisten aanzienlijk kun-
nen verminderen door het kwantisatieproces in meerdere gelijktijdige stappen op te
splitsen.

Een van de belangrijkste ingrediënten voor pipelining is versterking van het re-
sidu, en de ontwerpkeuzes die worden gebruikt voor residuversterkers bepalen vaak
de energie-efficiëntie van de gehele ADC. In de kern bestaat de residuversterker uit
een kern met vier transistoren die een capacitieve belasting aandrijft, en om de
versterkingsnauwkeurigheid te bereiken, wordt deze versterkerkern uitgebreid met
overhead van andere componenten en settlingnauwkeurigheid, die beide een aan-
zienlijke toename van het stroomverbruik veroorzaken. Dit proefschrift onderzoekt
residuversterkers die de gewenste versterkingsnauwkeurigheid en vervormingspres-
taties kunnen bereiken, terwijl ze vertrouwen op minimale settlingnauwkeurigheid
en overhead van andere componenten.

Hoofdstuk 2 bespreekt de gepijplijnde ADC-architectuur en de werking van de
belangrijkste subblokken - Grove ADC (CADC), sub-DAC en de residuversterker.
In een gepijplijnde ADC is het kwantisatieproces verspreid over meerdere ADC
trappen. Elke trap bestaat uit een grove ADC die een grove digitale schatting van
het ingangssignaal genereert. Deze grove schatting wordt van het ingangssignaal
afgetrokken met behulp van een sub-DAC die een analoog equivalent van de CADC-
uitgang genereert. Na de aftrekking wordt het resterende residusignaal versterkt
door de residuversterker en doorgegeven aan de volgende trap.

Het effect van niet-idealiteiten in deze drie subblokken op de ADC-prestaties
wordt ook onderzocht in Hoofdstuk 2. Terwijl de digitale uitgangsbits van ver-
schillende ADC-trappen worden gecombineerd, moet de digitale encoder rekening
houden met de versterking van de residuversterker. Elk verschil tussen de werkelijke
versterking van de residuversterker en de versterking van de digitale encoder zal de
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ADC-uitgang vervormen. Dit verschil in digitale en analoge versterking kan het
gevolg zijn van een vaste versterkingsfout of vervorming in de residuversterkers.

Voor ADC’s met een hoge resolutie kunnen de eisen voorde versterkingsfout van
de residuversterker voor de eerste paar trappen van de gepijplijnde ADC erg streng
zijn. Het gebruik van klassieke versterkeroplossingen met een versterker met hoge
DC-versterking in negatieve feedback en een hoge settlingnauwkeurigheid kan ex-
treem kostbaar zijn in termen van vermogensverbruik. Er zijn verschillende technie-
ken voorgesteld om de nauwkeurigheidseisen van de residuversterker te verminderen
en deze worden besproken in Hoofdstuk 2. De meest populaire van deze technieken
is digitale kalibratie. De grootte van de versterkingsfout en de vervorming van de
versterker kunnen worden beoordeeld door een bekend kalibratiesignaal in de re-
siduversterker te injecteren en het gedigitaliseerde equivalent ervan te analyseren.
Digitale kalibratie kan worden gebruikt tijdens het opstarten (voorgrondmodus)
of bij normaal bedrijf wanneer de ADC het ingangssignaal digitaliseert (achter-
grondmodus). Kalibratie in de achtergrondmodus maakt continue bewaking van de
versterkerfouten mogelijk en helpt de versterkingsgevoeligheid van de versterker te
reduceren. De belangrijkste uitdaging van digitale achtergrond kalibratie is echter
de scheiding van het kalibratiesignaal van het ingangssignaal.

Vanwege hun discrete-tijdkarakter hebben de belangrijkste kenmerken van resi-
duversterkers - versterking, ruis en vervorming - een transient karakter. Hoofdstuk
3 presenteert een analyse in het tijdsdomein van open- en gesloten-lus residuver-
sterkers en het settlinggedrag van hun ontwerpstatistieken. Voor zowel open- als
gesloten-lus versterkers bleek de versterkingsfout van de versterker te stabiliseren
op 8,6 dB per eenheid τ settling, waarbij τ de tijdconstante van de versterker is en
wordt bepaald door de uitgangsimpedantie en de capacitieve belasting van de ver-
sterker. Zowel residuversterkers met open als gesloten lus bleken ook ongeveer 90%
van hun uiteindelijke SNR te bereiken in de eerste drie tijdconstanten van settling.
En hoewel negatieve feedback in gesloten lust versterkers de vervorming onderdrukt
die afkomstig is van de versterkeringang, bleek de onderdrukking ook op te treden
met 8.6 dB/τ .

Op basis van de bovenstaande analyse werden de optimale settlingpunten voor
twee ontwerpgevallen van een residuversterker op basis van klasse-A-versterkertopologieën
geïdentificeerd. In het eerste geval werd een gesloten lus versterker met een vaste
SNR overwogen en bleek deze een maximale energie-efficiëntie te bereiken tussen 2-
3τ settling. Voor het tweede ontwerpgeval waren zowel de SNR als de versterkings-
fout van de residuversterker beperkt tot de gewenste specificatie voor alle waarden
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van de settlingnauwkeurigheid. Er werd aangetoond dat voor hogere waarden van
settling, N (waarbij N = t/τ > 2), het vermogensverbruik van een settelende verster-
ker N/2 keer hoger is dan het vermogensverbruik van een integrerende versterker
(t/τ ≈ 0), voor dezelfde versterking en SNR. Hoewel de bovenstaande analyse het
vermogensverbruik van de twee ontwerpgevallen van de residuversterkeroptimali-
seert voor een bepaalde SNR, lijdt de versterkingsnauwkeurigheid in beide gevallen
vanwege de lage settlingnauwkeurigheid. Om de residuversterker in staat te stellen
op de optimale settlingnauwkeurigheidspunten te werken, moeten ze dus worden
ondersteund door versterkings- en vervormingskalibratie, waardoor ze de gewenste
versterkingsnauwkeurigheid kunnen bereiken terwijl deze idealiter een lage overhead
op het ADC-vermogen en de complexiteit hebben.

Hoofdstuk 4 bespreekt de split-ADC-kalibratietechniek, een volledig determi-
nistische achtergrondkalibratiemethode waarvan is aangetoond dat deze een snelle
convergentie bereikt met een relatief lage analoge overhead. In dit Hoofdstuk
wordt de split-ADC-techniek uitgebreid voor het kalibreren van de residuversterk-
ervervorming in meerdere trappen van een gepijplijnde ADC. Bij de split-ADC-
kalibratiemethode wordt de ADC in twee identieke helften gesplitst, waarbij elke
halve ADC hetzelfde ingangssignaal digitaliseert. Door er een kalibratie-offset tus-
sen te introduceren, worden de twee halve ADC’s gedwongen verschillende con-
versietrajecten te doorlopen. Door het verschil van de twee digitale uitgangen te
nemen, kan het ingangssignaal effectief worden geannuleerd, waarbij de gedigita-
liseerde kalibratie-offset achterblijft, en die vervolgens kan worden gebruikt om de
ADC-fouten te detecteren. Aangezien de kalibratieoffset kan worden gescheiden van
het ingangssignaal zonder enige langdurige decorrelatie methode, kan de split-ADC-
kalibratie een snelle convergentie bereiken terwijl deze volledig op de achtergrond
werkt.

Het effect van een versterkingsfout en vervorming van de residuversterker wordt
bestudeerd in Hoofdstuk 4. De versterkingsfout introduceert discontinuïteiten in het
verschilsignaal wanneer een van de halve ADC’s overgaat van het ene subbereik naar
het andere. De grootte van deze discontinuïteiten is evenredig met de grootte van de
versterkingsfout. De oneven-orde vervorming van de versterker injecteert een kwa-
dratische component in het verschilsignaal, en de kromming van deze kwadratische
component kan worden gebruikt om de derde-orde vervorming in de residuversterker
te schatten. De grootte van het foutsignaal voor zowel versterkings- als vervormings-
kalibratie is recht evenredig met de kalibratieoffset tussen de gesplitste ADC’s. Dit
betekent dat een grotere kalibratie-offset zal resulteren in een snellere convergentie,
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zij het ten koste van het dynamische bereik van ADC. In het prototype gepresen-
teerd in Hoofdstuk 4 werd een offset gelijk aan 5.5% van het ingangsbereik van de
ADC toegevoegd om de impact op het dynamische bereik van de ADC te beperken
tot 0.5dB.

Een belangrijke overweging van de split-ADC-kalibratie is het effect van mis-
match tussen de halve ADC’s op het verschilsignaal. Elke mismatch in de versterking
tussen de twee halve ADC’s introduceert een fractie van het ingangssignaal in het
verschilsignaal en zorgt ervoor dat het een helling krijgt. Deze helling moet worden
gecompenseerd door een van de half-ADC-uitgangen te schalen. Het kalibreren van
versterking en vervormingsfouten over meerdere ADC-trappen brengt ook bepaalde
uitdagingen met zich mee. Aangezien alle kalibratielussen in wezen op hetzelfde ver-
schilsignaal werken, zijn er niet-orthogonaliteiten tussen deze kalibratielussen die de
convergentie van deze lussen kunnen beïnvloeden. Deze niet-orthogonaliteiten kun-
nen worden opgelost door de kalibratielussen iteratief uit te voeren.

Om de doeltreffendheid van de split-ADC-kalibratietechniek te testen, werd een
prototype 12-bits gepijplijnde split-ADC geïmplementeerd. Het prototype ADC
bestaat uit negen 1.5-bits trappen gevolgd door een 5-bits fijne ADC. Versterkings-
kalibratie werd gebruikt om de versterking voor de eerste 6 trappen te corrigeren,
terwijl niet-lineariteitskalibratie alleen werd toegepast op de eerste twee trappen.
Zowel versterkings- als vervormingsfouten werden gecorrigeerd door middel van di-
gitale nabewerking.

Als voldoende nauwkeurig startpunt is het prototype ADC ontworpen met een
residuversterker met een hoge DC-versterking en bandbreedte. De kalibratie werd
vervolgens gebruikt om de settlingnauwkeurigheid van de residuversterker te vermin-
deren zonder de ADC-resolutie in gevaar te brengen. Een eentraps stroomspiegel-
gebaseerdeoperationele versterker met boosting van de versterkign werd gebruikt
om een DC-lusversterking van 65 dB te bereiken. Het prototype ADC werd geïm-
plementeerd in een 40nm 1V digitaal CMOS proces en besloeg een oppervlakte van
0.81 mm2, met de digitale nabewerking geïmplementeerd in MATLAB. Met behulp
van kalibratie bereikte het prototype ADC 10.5b ENOB met een bemonsteringssnel-
heid van 195 MS/s bij een vermogensverbruik van 53 mW. Terwijl hij continu op de
achtergrond werkte, verbeterde de split-ADC-kalibratie de ADC SFDR met 37dB
binnen 70000 samples, samen met een vermindering van het vermogensverbruik van
de residuversterkers met 60%.

Het prototype ADC dat in Hoofdstuk 4 wordt gepresenteerd, was gebaseerd op
digitale correctie van versterkings- en vervormingsfouten, die beperkingen op het
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gebied van dynamisch bereik en nauwkeurigheid hebben, terwijl ze een aanzienlijke
overhead toevoegen aan de digitale backend. Hoofdstuk 5 presenteert een verster-
kertopologie die de correctie van versterkings- en vervormingsfouten direct bij de
bron in het analoge domein mogelijk maakt. Integrerende versterkers met open lus
bieden een eenvoudige manier om de versterking door middel van de instelstroom
te regelen vanwege hun extreem lage settling. Voor vervormingscorrectie werd een
linearisatieprincipe voorgesteld op basis van de degeneratie van een common-source
versterker in weak inversion. De degeneratie-impedantie gaat de uitdijende ingangs-
gm-karakteristiek van een common-source-versterker in weak inversion tegen, en de
derde-ordecomponent bleek volledig te zijn geannuleerd voor Rdeg = 1/2ngm.

De impact van degeneratie op de ingangstransconductantie van de versterker
kan worden geëlimineerd door de degeneratie op een common-mode manier toe te
passen, terwijl de gm-variatie nog steeds wordt verbeterd van 50% in een differenti-
eel paar tot <1%. Het common-mode degeneratie (CMD) linearisatieprincipe werd
geverifieerd door middel van metingen op een strip-board versterkerversie gebouwd
met discrete BJT-componenten die een HD3 van -95dB vertoonden voor een in-
gangszwaai van 50mVppd. De vervormingsonderdrukking werd uitgebreid tot 2e en
5e orde vervormingscomponenten door een paar ingangsgestuurde MOS-transistoren
in weak inversion te gebruiken als de common-mode staartdegeneratie. Door de in-
stelspanning en de verzwakking van het ingangssignaal dat het degeneratienetwerk
aanstuurt af te stemmen, kon de voorgestelde versterkertopologie een THD van
<-90dB bereiken voor een ingangszwaai van 300mVppd en een versterking van 4x.

Hoofdstuk 6 presenteert een prototype 12-bit gepijplijnde split-ADC die is ge-
bouwd rond de voorgestelde op integratie gebaseerde CMD-versterker om de doel-
treffendheid van het linearisatieprincipe te testen. Derversterkingsfout van de ver-
sterker en niet-lineariteit (even- en oneven-ordevervorming) werden op de achter-
grond gedetecteerd via de split-ADC-kalibratietechniek. Om de mismatch tussen de
twee halve ADC’s te verminderen, werd een aangepaste split-ADC-kalibratiearchitectuur
geïmplementeerd. Door hetzelfde ingangsmonster twee keer te digitaliseren over
twee afzonderlijke klokcycli, kan de kalibratieoffset in de loop van de tijd wor-
den ingevoerd en kan dezelfde ADC-hardware worden gebruikt voor de twee halve
ADC-bewerkingen. Door deze "split-over-tijd"ADC konden de residuversterkers in
de prototype-ADC worden gedeeld tussen de twee halve ADC’s. Om de energie-
efficiëntie van de residuversterkers verder te verbeteren, werden ze gedeeld tussen
twee in de tijd verweven ADC-banen.

De 12-bits ADC met pijplijn bestaat uit vijf 3-bits trappen (met één bit als
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overbereik) gevolgd door een 4-bits fijne ADC. De voorgestelde CMD-versterker is op
een complementaire manier geïmplementeerd om de energie-efficiëntie te verbeteren.
Gefabriceerd in 28-nm 1-V digitale CMOS, besloeg de ADC een oppervlakte van 0.22
mm2. De ADC-uitgangsdata werden geïmporteerd in MATLAB voor foutdetectie
en de kalibratielus werd gesloten door de analoge correctieparameters aan te sturen
in de degeneratie van de residuversterker. Met een bemonsteringsfrequentie van
280 MS/s behaalde de ADC een ENOB van 10.34b bij een stroomverbruik van
13mW, met een totale Schreier FoM van 164.3dB. Het linearisatieschema, samen met
het split-ADC-kalibratieschema dat op de achtergrond werkte, stelde het prototype
ADC in staat om > 77dB SFDR te bereiken, terwijl het ten minste 3dB betere
Schreier FoM weergaf ten opzichte van andere vergelijkbare state-of-the-art pijplijn-
ADC-ontwerpen.

Ten slotte besluit Hoofdstuk 7 het proefschrift door de oorspronkelijke bijdragen
samen te vatten en het tweede prototype ADC te vergelijken met state-of-the-art
pijplijn-ADC’s met vergelijkbare snelheid, resolutie en architectuur. Het prototype
ADC bleek een van de beste Figure of Merits (FoM’s) te hebben onder de mo-
dernste ontwerpen, wat de energie-efficiëntie van de voorgestelde CMD-versterker
benadrukt. De kalibratie van versterkervervorming met behulp van de split-ADC-
techniek werd ook gezien als een van de snelste kalibratietechnieken voor achter-
grondvervorming die in de literatuur wordt vermeld. Hoofdstuk 7 presenteert ook
enkele aanknopingspunten voor toekomstig onderzoek, waarvan de meest promi-
nente het gebruik van capacitieve common-mode degeneratie is voor het lineariseren
van de residuversterker.
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