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A B S T R A C T

Clamp-on ultrasonic flowmeters suffer from crosstalk—i.e., measurement errors due to the
interference of signals generated in solid regions and solid–fluid interfaces with the required
signal from the fluid. Although several approaches have been proposed to alleviate crosstalk,
they only work in specific ranges of flow rates and pipe diameters, and some also introduce
additional issues. We propose a novel clamp-on system design where the transmitting and
receiving wedges are embedded with directional noise filtering mechanisms based on phononic
crystals (PnCs) possessing directional band gaps (DBGs). PnCs are artificial materials consisting
of periodic structures arrayed in a matrix medium exhibiting band gaps – i.e., frequency ranges
where waves are attenuated – due to Bragg scattering. DBGs enable PnCs to propagate waves
in specific directions while suppressing them in other directions. By guiding the input signal
through the transmitting wedge to the wall, we minimize the generation of noise signals due to
secondary reflections within the wedge. Similarly, by using the directionality of the DBG PnC
in the receiver, we limit the effects of noise signals (that arrive in different directions) in the
receiver. We numerically verify the DBG PnC embedded wedges’ performance by comparing
wave propagation aspects of the PnC embedded clamp-on system with a standard clamp-on
device. To that end, we develop accurate wave propagation models based on the Discontinuous
Galerkin finite element method. By incorporating DBG PnCs into the wedges, we obtain about
20 dB increase in the signal-to-noise ratio compared to the clamp-on system with standard
wedges.

. Introduction

Flow metering is a quintessential process in many industries to ensure quality and smooth operation, and its market size is
redicted to reach $12.99 billion by 2028 [1]. Flow meters are used in various applications, such as pharmaceutical [2], oil and
atural gas [3], automotive [4], aerospace [5], and medical diagnostics [6], among others. They are classified as variable area type,
ressure-based, optical, magnetic type, Coriolis, and ultrasonic devices [7]. Ultrasonic flowmeters (UFs) can be further divided into
n-line and clamp-on devices, which provide accurate measurements since they can be used without disrupting the flow. Additionally,
hey are very versatile as we can use them with a wide range of pipe sizes and various types of fluids. Despite all these advantages,
n-line UFs are difficult to install since, for an accurate measurement, it is necessary to know the arrangement of transducers, for
hich the manufacturer needs to know a priori the size of the pipeline and the properties of the flowing fluid. These parameters are
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Fig. 1. Schematic representation of the operation of a clamp-on UF, where t1 and t2, respectively, represent the upstream (towards the flow direction) and
downstream (against the flow direction) travel times whose difference is proportional to the flow rate. (For interpretation of the references to color in this figure
egend, the reader is referred to the web version of this article.)

not always known. Moreover, the flow needs to be temporally interrupted to install these flowmeters, which may lead to pressure
rops, fouling, and leakage [8].

Clamp-on flowmeters do not have these limitations since they are portable devices that can be installed to a pipe wall effortlessly
without disrupting the flow and without introducing additional pipe sections. Moreover, they offer measurement in wide flow ranges
and are less expensive than their in-line counterparts [9] . Since the device is not directly in contact with the measuring fluid, the
maintenance cost is practically negligible [10]. Clamp-on UFs operate based on the transit-time principle as shown in Fig. 1. In
a clamp-on UF, the ultrasound signal generated by a piezoelectric transducer (piezo) is transmitted to the pipe wall, which then
enters into the fluid in contact. After traveling through the fluid, this wave is transmitted back to the pipe wall and is received by
the receiving piezo (blue line from the figure). The exact process is repeated in the opposite direction (red line in the figure), and
the difference in the travel time between these two signals provides us with information about the flow rate of the fluid. However,
the input signal also excites other types of parasitic waves, such as pressure (P) waves and Lamb waves in the pipe wall [11], which
interact with the required signal through the fluid, resulting in crosstalk between these signals. Due to crosstalk, the flowmeter
experiences measurement issues such as a reduction in accuracy or the loss of the necessary signal.

Several solutions have been proposed to reduce these interactions in the clamp-on UFs, thereby improving the measurement
accuracy. Sanderson and Yueng proposed a design where an absorbing layer is placed around the pipe wall between the transducers
that attenuates the interfering Lamb waves [8]. However, in many cases, the pipe may be covered by materials for heat protection,
thus limiting access to the pipe wall and making this approach less viable. Tezuka et al. modified the wedge angle that couples the
ransducer to the pipe wall to minimize the generation of Lamb waves [12]. Nevertheless, modifications in the wedge angle would

require manual adjustment of transducers, thereby making the process operator-dependent. Wang et al. used metallic wedges made
of stainless steel instead of polymer (which are commonly used) and excited the wedges’ shear modes, which in turn induce shear

aves in the pipe wall, thereby reducing the P wave generation [13]. However, the additional interfaces (to produce a shear wave
in the wedge) introduce multiple reflections, which inherently induce various waves in the pipe wall that could interfere with the
required signal, further reducing measurement accuracy.

Array-based sensors can circumvent the usage of wedges, thereby avoiding manual calibration and reducing multiple wave
interactions, thus improving the measurement accuracy [10]. They consist of an array of piezoelectric sensors that are wrapped
round the pipe, and the flow rate is measured using array processing techniques [14]. These sensors possess high accuracy
nd repeatability. Moreover, since no coupling compound (generally applied between wedges and the pipe wall) is needed, no

maintenance is required. Nevertheless, the flow rate should be greater than 0.9 m/s, they have long start-up time, and they put
estrictions on the pipe diameter (which should be greater than 5 cm) [10]. Another type of transducer array, known as a matrix

transducer array, has been used to minimize the Lamb waves in the pipe wall while maintaining the required beam shape in the
fluid with a flat wave front [15]. Unlike the previously mentioned sensor arrays, the matrix transducer array uses spatially arranged
mall-sized piezo elements with a much smaller spatial footprint than the array-based sensors (sub-millimeter) separated by air [16].

By using electronic beam steering techniques, matrix arrays can adjust the angle and the shape of the wavefront [17], enabling
them to produce multiple beams in different directions, thereby improving the measurement accuracy. However, the steering and
focusing are only possible in the near field, and a larger aperture is required otherwise. Another significant issue is the generation of
electric crosstalk caused by the deficiency of electromagnetic shielding, the capacitive effects between the elements, or close electric
connections [18]. This crosstalk can deteriorate the directivity of the ultrasonic beam and accidental excitation of a piezo element
by the adjacent element, reducing the capacity to control the beam.

A solution to reduce the interference of waves from the pipe wall and the fluid, without introducing additional crosstalk,
could be attained by using phononic crystals (PnCs) [19,20]. PnCs are artificial periodic structures possessing unusual dynamic
haracteristics, such as band gaps (BGs), which are frequency ranges where the propagation of mechanical waves is attenuated.
hese BGs are generated due to destructive interference of waves when the unit cell dimensions are comparable to the incoming

wavelength, similarly to Bragg scattering of electromagnetic waves [21]. PnCs are employed in various applications such as vibration
2 
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Table 1
Material properties of various parts of the clamp-on system. Polysulfone is used in the wedge
region, whereas the pipe wall is made of stainless steel, and the measuring fluid is water.
Material Density Pressure wave speed Shear wave speed

(k g∕m3) (m∕s) (m∕s)

Polysulfone 1350 1958.84 1183.38
Stainless steel 7800 4935.5 3102.9
Water 998.2 1481.4 –

isolation [22], frequency steering [23], acoustic cloaking [24], energy harvesting [25], and super/hyper lens [26,27]. PnCs have
also been designed and optimized to possess directional BGs (DBGs) thereby attaining specific wave propagation behavior such as
unidirectional transmission [28,29]. We have previously used PnC structures in an in-line UF to improve its measurement accuracy
y minimizing the crosstalk levels [30,31]. They have also been applied in non-invasive ultrasonic transducers to enhance the

sensitivity of liquid sensors [32,33]. Other similar applications of PnCs in a clamp-on setting include enhancing sensing capabilities
of gasoline property detection systems [34,35], improving transducer’s accuracy during non-destructive evaluation [36,37], aiding
n structural health monitoring [38–40], detecting and sensing nonlinear elastic sources [41,42] and guided waves [43]. To the best

of our knowledge, PnCs have yet to be used in a clamp-on UF to improve measurement accuracy by minimizing the interference of
waves between the pipe and the fluid.

In this study, we investigate the feasibility of using PnCs with directional wave propagation behavior because of the presence
f DBGs to improve the measurement accuracy of clamp-on UFs. We first build accurate wave propagation models of the complete
lamp-on system based on the discontinuous Galerkin method (DGM) [44]. Further, we develop standard finite element models

of PnC structures, which possess directional BGs that enable wave propagation only through specific directions. Using the band
structure and transmissibility analyses, we evaluate the performance of the PnC structures. The PnC waveguide is incorporated into
the wedge section of the clamp-on system to steer the incoming waves to desired directions while minimizing the transmission
of waves in other directions, thereby reducing the undesirable wave generation in the pipe wall. The performance of the
PnC-incorporated transducer is compared against a standard transducer via transient analysis using DGM models.

2. Clamp-on ultrasonic flowmeter: operation and noise generation

We begin by defining the clamp-on UF geometry and material parameters. The clamp-on system consists of a fluid-filled pipe,
n acoustic transmitter, and a receiver, as shown in the schematic Fig. 2(a). The pipe is made of stainless steel, while the fluid
sed is water. Additionally, the wedges used in the clamp-on flowmeter are generally constructed from polysulfone (PSU), a high-
erformance thermoplastic with superior corrosion resistance [45]. The relevant properties of these materials are listed in Table 1.

These properties are used to calculate the signal path through the clamp-on system.

2.1. Clamp-on ultrasonic flowmeter characteristics

Fig. 2(b) shows the 2D sectional view (through the center of the pipe along its length) of the clamp-on UF, where signal and noise
paths and various angles are marked. Commonly used clamp-on UF has a target central frequency of 1 MHz, which we select for the
input pulse. Schematics of an input signal and the resulting output pulse that includes both the signal via the fluid and the noise
are also illustrated in the figure. During the operation of the clamp-on UF, the input electric signal is converted to an ultrasound
pulse by piezoceramic elements (not shown in the figure) that are attached to wedges. This ultrasound signal generates a P wave
in the transmitting wedge, which then travels to the wedge-pipe wall interface, where part of it reflects back to the wedge while
another part transmits to the pipe wall. This transmitted signal then travels through the pipe wall–fluid interface and, similarly to
the previous case, experiences reflection and refraction; thus, part of it enters the fluid domain. After traveling through the fluid,
his signal enters the receiving wedge via the pipe wall, where the attached piezoceramic elements convert the acoustic wave to
n electric signal to provide the travel time that aids in determining the flow rate. Noteworthy, the signal path is affected by the

orientation of the wedges, operational frequency, and pipe diameter. Thus, the fluid signal can travel in an inclined line, a V-shape
used here), or a W-shape, depending on which the number of fluid-solid interfaces can vary.

The angles that determine the signal path, 𝜙1, 𝜙2, and 𝜙3, respectively, are the angle of incidence of the ultrasonic signal from
the piezo, the refraction angle at the wedge-pipe wall interface, and the refraction angle to the fluid. These angles are calculated
using ray acoustics since, at high frequencies, such as in the current situation, ray approximation can provide accurate predictions
of refraction angles using Snell’s law [46]:

sin𝜙1
𝑐1

=
sin𝜙2
𝑐2

, (1)

where 𝑐1 and 𝑐2, respectively, are the sound speeds of medium 1 (where the incoming wave comes from) and medium 2 (where the
ave travels to). 𝜙1 is the incident angle in medium 1, while 𝜙2 is the refraction angle in medium 2. 𝜙1 is equivalent to the angle
f the wedge, which is 30◦ (market standard for clamp-on UFs). From the material properties in Table 1 and using Eq. (1), we get
𝜙2 = 52.4◦, and 𝜙3 = 22.2◦, respectively. Since the wedge-pipe wall is a solid–solid interface, an incoming P wave would refract a P
wave and a shear (S) wave at this interface. This results in multiple signals in the measuring fluid and pipe wall, leading to difficulties
3 
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Fig. 2. Schematic of the clamp-on system. (a) 3D view where transmitting and receiving wedges, the pipe wall, and the internal fluid are marked with arrows.
(b) 2D view of the center plane with different signal and noise paths, refraction angles, pipe diameter 𝐷, and wall thickness 𝑡𝑤. Blue arrows represent the
required signal path, whereas red arrows and curves constitute noise paths. 𝒍 represents the location on the wedge where the input displacement 𝒖 is applied
(marked in (b)). Input displacement’s time response 𝒖(𝒍, 𝑡) is shown above the left wedge, while a schematic of the output displacement (signal and noise) is
displayed above the right wedge. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

in the measurement process. To avoid this complication, the wedge is designed such that 𝜙1 is always larger than the first critical
angle so that P waves experience total internal reflection; therefore, only S waves are present in the pipe wall. Additionally, to ensure
S waves are always present, 𝜙1 is always kept lower than the second critical angle (critical angle for S waves). The dimensions of
the wedge (36 mm base and 22.5 mm height), and the pipe (diameter 𝐷 = 80 mm and wall thickness 𝑡 = 4 mm) are selected from
a commercially used clamp-on UF (Krohne OPTISONIC 6300). These dimensions and the aforementioned angles can provide the
signal path length, which determines the exact location of the receiving wedge for precise detection of the measuring signal. We
call signals constituting this wave path the primary signals (marked using blue arrows in Fig. 2(b)); we discuss below various other
signals and their paths. Although we can obtain the primary signal path accurately by using ray tracing (via ray acoustics), the noise
path is more complicated due to the presence of different types of waves (P, S, and Rayleigh), their interactions, and the presence
of multiple wavefronts (planar and cylindrical) and boundaries. To investigate the influence of these aspects in the measurement
process, we study wave propagation through different domains of the clamp-on system.

2.2. Wave propagation through the clamp-on flow meter

Wave propagation in the clamp-on device shown in Fig. 2 is governed by elastic and acoustic wave equations. Since at 1 MHz
constructing high-fidelity 3D wave propagation models is challenging because of the enormous computational cost associated, we
analyze the entire system in 2D (as shown in Fig. 2(b)). Thus, we use the 2D elastic wave equation to describe the wave propagation
through the wedges and the pipe wall:

𝜌𝑠�̈� = (𝜆𝑠 + 2𝜇𝑠)𝛥𝒖 − 𝜇𝑠∇ × ∇ × 𝒖, (2)

where, 𝒖(𝒙, 𝑡) and �̈�(𝒙, 𝑡) are, respectively, the planar (𝑥–𝑦 plane) displacement and acceleration at the spatial coordinate 𝒙 and time
𝑡. 𝜌𝑠 represents the density, 𝜆𝑠, and 𝜇𝑠 are the Lamé coefficients of the solid material, whereas 𝛥 and ∇×, respectively, represent
the Laplacian and curl vector operators. The stresses and strains within the solid domains are related by the following constitutive
equation, 𝝈 = 𝑪 ∶ 𝝐, where 𝝈 and 𝝐 are, respectively, the Cauchy stress tensor, and the strain tensor (both 2nd order), while 𝑪 is
the 4th order elasticity tensor. Similarly, the wave propagation through the fluid domain can be represented using a 2D acoustic
wave equation. As two wave fields (pressure and velocity) are present in the fluid domain, we can use either to represent wave
propagation:

𝛥𝑝 = 𝜌𝑓 𝛽 ̈𝑝, 𝛥𝒗 = 𝜌𝑓 𝛽�̈�, (3)

where 𝑝(𝒙, 𝑡) and 𝒗(𝒙, 𝑡), respectively, represent the pressure and velocity fields, while 𝛽 is the compressibility of the fluid and 𝜌𝑓
its density. We use interface conditions to connect different domains. The wedge-pipe wall interface is defined using a solid–solid
contact pair, which dictates that the displacements and tractions across the interface should be the same for both regions:
4 
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𝒖1 = 𝒖2, 𝝈1 ⋅ 𝒏1 = 𝝈2 ⋅ 𝒏2, (4)

where 1 and 2, respectively, are the solid region 1 and region 2 in contact, and 𝒏 is the unit outward normal vector along the
interface. Coupling the pipe-fluid interface is more complicated since the field variables are different in both domains. We couple
elastic and acoustic wave equations using a kinematic interface condition that ensures the continuity of normal components of the
velocity along the interface as follows:

𝒏 ⋅ ∇𝑝 = −𝜌𝑠𝒏 ⋅ �̈�, (5)

where ∇ is the gradient operator. Additionally, we need a dynamic interface condition to ensure the continuity of the traction along
the interface:

−𝑝𝒏 = 𝜇𝑠
𝜕𝒖
𝜕𝒏

+ (𝜆𝑠 + 𝜇𝑠)(∇ ⋅ 𝒖)𝒏. (6)

The details of these interface conditions can be found in [47]. We still require boundary conditions (BCs) for the wave propagation
analysis. We supply a Dirichlet BC (prescribed displacement) along the boundary of the transmitting wedge where the piezo is
attached (marked using a brown-thick solid line in the left wedge of Fig. 2(b)) while keeping the remaining outer boundaries
traction free (homogeneous Neumann BC). The former BC takes the form

𝒖(𝒍, 𝑡) = �̄�𝑔(𝑡), applied at 𝑥 = 𝑙, (7)

where �̄� is the constant displacement amplitude that is multiplied by the function 𝑔(𝑡), which determines the time response. We
se a sinusoidal pulse to represent 𝑔(𝑡) (the function 𝒖(𝒍, 𝑡) is shown in Fig. 2(b) above the left wedge). The input signal in the

frequency domain is a Gaussian pulse having a central frequency of 1 MHz with a −6 dB bandwidth of 1 MHz (the explanation of
he frequency-domain pulse is provided in Section 0.1 of the supplementary material). By using the wave Eqs. (2) and (3), interface

conditions (4), (5), and (6), and the boundary condition (7), we have everything to set up the numerical analyses required to obtain
information about various traveling waves in the clamp-on flowmeter.

2.2.1. Wave propagation analysis using DGM
We select DGM to analyze the wave propagation since this approach is suitable for arbitrary time-dependent sources and fields.

The method is adequate for modeling elastic and acoustic wave propagation over large distances relative to the wavelength, such as
in the present case, where the signal path length is 220 mm, while the smallest wavelength is 0.8 mm (signal wavelength of 1.5 MHz
highest signal frequency) in the PSU wedge.) The Comsol implementation uses a time-explicit solver and is memory efficient as
ompared to standard FEM [48]. Additionally, DG FEM allows non-conformal mapping along interfaces. In other words, we can

mesh different sections of the domains with dissimilar mesh densities with non-matching interfaces, which is particularly beneficial
since the minimum element sizes vary across different domains. The polynomials used for interpolation in DGM are also higher
order (4th to 6th order), resulting in smaller models (i.e., fewer degrees of freedom as compared to standard FE models).

The DGM method solves the elastic wave equation in velocity–strain formulation rather than the standard displacement field
escribed in Eq. (2). Thus, to obtain the displacement field, we have to integrate the velocity field with respect to time. In DGM,

the governing equations for elastic wave propagation in the absence of body forces (equivalent to Eq. (2)) take the form

𝜌𝑠
𝜕𝒗𝒔
𝜕 𝑡 − ∇ ⋅ 𝝈 = 𝟎,

𝜕𝝐
𝜕 𝑡 −

1
2
[

∇𝒗𝒔 +
(

∇𝒗𝒔
)⊺] = 𝟎,

(8)

where 𝒗𝒔 is the particle velocity. In the fluid domain, linearized Euler equations (continuity and momentum equations) are solved,
here the dependent variables are the fluid pressure and the particle velocity (also called acoustic velocity perturbation). The
coustic wave equation in the absence of body forces takes the form

1
𝜌𝑓 𝑐2𝑓

𝜕 𝑝𝑡
𝜕 𝑡 + ∇ ⋅ 𝒗𝒇 = 0,

𝜌𝑓
𝜕𝒗𝒇
𝜕 𝑡 + ∇ ⋅

(

𝑝𝑡𝑰
)

= 𝟎,

(9)

where 𝑝𝑡 is the total acoustic pressure, 𝒗𝒇 is the total acoustic velocity, 𝑐𝑓 is the speed of sound in the fluid, and 𝑰 is the
identity matrix. The interface conditions are similar to Eqs. (4)–(6) (continuity in displacement, velocity, and normal stresses
across interfaces), while the boundary condition is also similar to Eq. (7), where the displacement 𝒖 is replaced by the velocity
𝒔, i.e., 𝒗𝒔(𝒍, 𝑡) = 𝒗𝑠𝑔(𝑡).

Using DGM, we perform time-dependent analyses on the clamp-on system geometry shown in Fig. 2(b) to identify different wave
profiles. The wave interactions in the complete clamp-on system are very complex, so it is difficult to distinguish different types
f waves and their interactions throughout the domain. Thus, we characterize these waves by segmenting the clamp-on geometry
nto different sections, such as wedge-pipe wall and pipe wall–fluid portions. Additionally, the pipe wall is a thin region compared
o the wedge and the water domains in contact, which makes it challenging to visualize the wavefield in the pipe wall. Thus, we
odify the geometry (only for identifying the wavefields) as shown in Fig. 3(a), where the pipe wall dimensions are comparable to

he wedge (width of 36 mm and height of 22.5 mm). We apply Dirichlet BC on the slant face of the wedge along the brown dashed
ine as shown in the same figure (similar to Fig. 1(b)). Since the incident pulse is a P wave, we prescribe the velocity normal to
5 
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the edge and perform the time-dependent analysis. We select the time step as 𝑡𝑠 = 𝑇 ∕15, where 𝑇 = 1∕𝑓 is the time period of the
nput signal (𝑓 = 1 MHz), while we set the total simulation time 20 × 𝑇 . Fig. 3(a) shows the velocity profile of the wedge-pipe wall

system at approximately 𝑡 = 12 × 𝑇 , where we can see the reflected and transmitted pulses with plane wavefronts and additional
waves with circular wavefronts.

Similarly, we conduct the time-dependent analysis of the pipe wall–fluid system, where the same time step (𝑇 ∕15) is used, while
the total simulation time is modified to 15 ×𝑇 to reduce reflections from free edges. As in the case of the wedge-pipe wall system, we

odify the pipe wall–fluid system’s geometry for better visualization of the waves present (refer to Fig. 3(d)). Here both the solid
nd fluid domains are 50 mm wide, while the fluid region is 30 mm high, whereas the pipe wall has a 31.3 mm height. Additionally,
he edge of the pipe wall where the incoming signal comes from (left edge in Fig. 3(d)) is also modified to match the angle of the
ncoming S wave (52.4°). Then we prescribe the Dirichlet BC along the brown dashed line, where the direction of the velocity is

parallel to the edge (to match the behavior of the S wave). The resulting velocity profile shown in Fig. 3(d) displays both the S
wave in the pipe wall (reflected from the pipe wall–fluid interface) and the P wave transmitted to the fluid. Using these two velocity
rofiles, we can measure the reflection and transmission angles of the wedge-pipe wall and pipe wall–fluid interfaces, which can be
ompared against the theoretical predictions (angles 𝜙1, 𝜙2, and 𝜙3 discussed in Section 2.1).

2.3. Comparison between ray tracing and DGM

To verify the accuracy of the DGM models in predicting the wave propagation behavior of the clamp-on UF, the propagating
angles are compared with theoretical (ray tracing) predictions. These DGM models also allow us to investigate the presence of
additional waves in the clamp-on UF, which is not possible via ray tracing. Since the time-domain analysis provides us with a
resultant field (velocity in the solid domain and velocity/pressure in the fluid region), it would be insightful to discriminate the
wave behavior into S and P waves. To that end, we use a wavefield decomposition method.

2.3.1. Wavefield decomposition
We perform the wavefield decomposition whereby the resultant velocity field is decomposed into a scalar (for P waves) and a

vector (for S waves) field. This decomposition is carried out by wave-type separation using dilation and rotation calculations, where
he wavefield is represented as a combination of irrotational (curl-free) and solenoidal (divergence-free) fields [49]. Although there

are other methods, such as Helmholtz decomposition [50], which preserve the amplitude and dimension of the field variables, they
are more complicated to implement. As spatial derivatives are used in the process, the separated field contains one less spatial
dimension than the original one. In other words, a velocity field with the dimension m∕s transforms to a field with a dimension of
∕s. However, we are interested only in the different types of waves, their propagation angles, and their wavefronts’ shapes, and
ot in the exact amplitude of the waves; a qualitative analysis such as the wave-type separation is sufficient.

For the separation of fields, we consider a velocity field 𝒗(𝒙, 𝑡) ∈ IR2, where 𝒗 can be written as:

𝒗 = −∇𝜓 + ∇ ×𝑨, (10)

where 𝜓 is the scalar potential and 𝑨 is the vector potential. Since P waves are irrotational, the curl of 𝒗 removes them and produces
nly S waves. Similarly, S waves are solenoidal, and the divergence of 𝒗 provides only P waves. We apply wave-type separation to
ll segments of the clamp-on system, as described next.

2.3.2. Wedge-pipe wall interface
The first section of the clamp-on UF that we compare (between ray tracing and DGM) is the wedge-pipe wall interface (transmitter

side) – left wedge from Fig. 2(b), where the plane incident P wave interacts with the solid–solid interface to produce a transmitted
P wave, and two reflected (P and S) waves. From the resultant wavefield (Fig. 3(a)), it is not instantly apparent that S waves are
also reflected, which can be clearly visualized in the decomposed field (see Fig. 3(c)). In the separated fields (Figs. 3(b) and 3(c)),
we have also marked angles of different plane waves along with their polarization. The reflected P wave travels back to the wedge
at the incident angle (𝜙𝑃1 = 𝜙1 = 30◦), while the reflected S wave is at 𝜙𝑆1 = 17.6◦. The S wave transmitting to the pipe wall is
marked in Fig. 3(c) as 𝜙𝑆2 = 𝜙2 = 52.4◦. Since 𝜙1 is greater than the first critical angle, we do not expect any P waves in the pipe

all. Fig. 3(b) shows that, indeed there are no plane P waves traveling through the pipe wall. All the aforementioned angles (𝜙𝑃1 ,
𝜙𝑆1 , 𝜙𝑆2 ) are consistent with Snell’s law predictions.

Figs. 3(a)–(c) also show additional waves that ray tracing could not predict because of its inherent limitations (plane wavefront
n a semi-infinite domain). For instance, when the incident angle is larger than the critical angle, waves do not propagate through
he second medium according to the ray approximation. However, we can see in Fig. 3(b) an evanescent P wave traveling along the

wedge-pipe wall interface that enters the pipe wall with a cylindrical wavefront. Additionally, the reflected P wave proceeds towards
the free surface of the wedge, which then reflects back into the wedge, resulting in several P waves with cylindrical wavefronts.
Similarly, many S waves with cylindrical wavefronts are also present, as can be seen in Fig. 3(c). These are generated due to the
oint-source nature of the edges of the plane wavefront. In addition, the P waves with the cylindrical wavefront that are reflected
rom the interface towards the slant edge of the wedge reflect to form another S wave with a plane wavefront. This new plane S

wave is also at 𝜙𝑆1 angle with the normal to the slant edge, which travels to the wedge-pipe wall interface at an angle 2 ×𝜙𝑆1 . All the
aforementioned signals and noise of both P and S type travel to the pipe wall, and some portions of their energy enter the measuring
luid.
6 
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Fig. 3. Decomposition of the wave field into P and S waves. (a) and (d) are, respectively, velocity fields of the wedge-pipe wall and pipe wall–fluid interfaces.
The former is a solid–solid interface, while the latter is a solid–fluid interface where the incident prescribed velocity BCs (𝒗𝑃𝑠 and 𝒗𝑆𝑠 ) are marked using brown
dashed lines. (b) and (e) are the corresponding P wavefields, where 𝜙𝑃1 represents the angle of reflection of the incident P wave from the interface and 𝜙𝑃3 is
the transmission angle to the fluid. (c) and (f) are S wavefields of (a) and (d), respectively, where 𝜙𝑆1 and 𝜙𝑆2 are the reflected S wave angle to the wedge and
the transmitted S wave angle to the pipe wall. 𝜙𝑆1 marked close to the slant face of the wedge is the secondary reflected S wave due to the reflected P wave.
(g) and (h), respectively, represent the P and S wavefield of the pipe wall for the entire simulation (150 cycles) where 𝜙𝑆2 is the same as in (f) and (c). As
shown in (g), no specific angles are present for P waves in the pipe wall.

2.3.3. Pipe wall–fluid interface
The next section of the clamp-on system is the pipe wall–fluid interface, which is a solid–fluid interface and has a more

complicated wave propagation behavior than the solid–solid interface. This is because waves can travel through solid, fluid, and
their interface. The resultant velocity field, along with its decomposition (in P and S waves), are provided in Figs. 3(d)–(f). At the
pipe wall–fluid interface, the incoming primary S wave (at 𝜙𝑆2 = 52.4◦) generates the required P wave in the fluid (at 𝜙𝑃3 = 22.2◦)
that has a plane wavefront as marked in Fig. 3(e). This S wave is also reflected through the wall to become the first noise signal
that also has a plane wavefront (except for the edges with circular wavefront) as shown in Fig. 3(f)).

Similar to the previous section, we can observe several S waves with cylindrical wavefronts in the pipe wall that transmit energy
to the fluid at different intervals. Also, noise signals are present in the fluid domain (P-type) at different angles generated due to
the point source nature of the wavefront’s edges. Noteworthy, the different noise waves entering from the wedge-pipe wall section
are not shown here since prescribing all those disturbances as BCs is nearly impossible. However, all these waves are present in the
complete clamp-on UF simulation performed for the actual geometry (Fig. 2(b).)

Snapshots of P and S waves in the pipe wall from a complete clamp-on system simulation are, respectively, shown in Figs. 3(g)
and 3(h). The pipe wall’s length is selected as 140 mm and the total simulation time as 𝑡 = 150 × 𝑇 . We used the same time step
𝑆
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(𝑇 ∕15) as in previous simulations for the clamp-on model. As shown in Fig. 3(h), the primary S wave travels through the pipe wall
ith a planar wavefront at an angle 𝜙𝑆2 , while some noise S waves travel without any specific angle. All P waves propagate with

a cylindrical wavefront (the small lateral dimension of the pipe wall makes it look like a flat wavefront), as shown in Fig. 3(g).
The superposition of the P and S wavefields provides the total wavefield in the pipe wall, which looks similar to the schematic
representation of the wavefield in the pipe wall region of Fig. 2(b). All the animations (traveling waves) corresponding to Fig. 3(a)
– 3(h) are provided in the supplementary material, Section 0.2. The complete simulation of the clamp-on UF also shows that noise
signals (P and S) are present throughout the simulation time, which must be removed to distinguish the required signal from the
fluid. To that end, we need to understand all waves in the clamp-on UF and categorize them based on their wavefront shape and
behavior, discussed in the next section.

2.4. Types of waves present in the clamp-on system: Ideal vs. non-ideal waves

We have seen previously in Fig. 3 that P and S waves are present in the wedge, pipe wall, and their interface, while the fluid
contains only P waves. We have also observed that some of these waves have planar wavefronts while others possess cylindrical
wavefronts, so we categorize them according to their behavior and origin. The waves with planar wavefronts that propagate with
the angles predicted by Snell’s law (ray acoustics), such as primary P and S waves in the wedge, are ideal waves: their travel time
and direction can be calculated straightforwardly (for a pipe with a static fluid). However, for Snell’s law to be completely valid, the

edia at either side of the interface must be semi-infinite, or the wavelength should be very small compared to the characteristic
length. Since none of the domains (wedge, pipe wall, and water) are semi-infinite, there will always be portions of the wave energy
that do not follow Snell’s law, such as the curvatures at the ends of the plane wavefronts. These waves with cylindrical wavefronts
are generated due to the point-source nature of the source and interactions of oblique waves with multiple interfaces; we call
them non-ideal waves. For instance, the secondary P wave with the cylindrical wavefront in the wedge is a non-ideal wave with no
specific direction of propagation (see Fig. 3(c)). These non-ideal waves are present predominantly in the pipe wall region, which is
a thin section with relatively high impedance where the incoming wavelength is comparable to the wall thickness. This is further
aggravated due to the presence of both solid–solid (wedge-pipe wall) and solid–fluid (pipe wall–fluid) interfaces. As non-ideal waves
are present throughout the simulation, determining their arrival time or direction is cumbersome. Additionally, since these waves
can interact with the ideal waves, they could produce more unpredictable disturbances in the measurement process.

Similarly to the wedge and pipe wall, the primary wave (working signal) in the fluid region is an ideal wave, as represented
sing blue arrows in Fig. 2(b). Since the primary S wave reflected from the pipe wall–fluid interface travels through the pipe wall to
each the receiving wedge with a plane wavefront, it is also an ideal wave. Since the working signal has to travel through the pipe
all from the fluid, it also transforms into an S wave, which travels at the same angle (𝜙2 = 52.4◦) as the primary S wave in the pipe

wall (as represented using blue and red arrows in the receiving wedge in Fig. 2(b)). Since these two ideal waves (working signal
and primary S wave in the pipe wall) have the same incident angle, polarization, and frequency, it becomes difficult to distinguish
them based on the aforementioned aspects. However, the reflected primary S wave has a higher wave speed (refer Table 1) and
horter travel distance than the working signal, so it reaches the receiver much earlier than the P wave from the fluid. Since this

wave is separated from the working signal it does not cause crosstalk. Similar to the working signal, we can accurately determine
the arrival time of this S wave for a clamp-on UF with a static fluid setting. However, this primary S wave can reflect back to the
pipe wall from the receiver, which can take multiple paths traveling around the pipe wall, resulting in a ‘‘ringing’’ that adds more
noise to the measurement. The non-ideal signals in the fluid are generated due to multiple interactions between the waves in the
pipe wall and the fluid and have several wave paths. Since they also possess the same frequencies as the working signal, it is difficult
to distinguish them.

All signals (ideal and non-ideal, P and S) that reach the receiving piezo transducer are represented using a time series, where
voltages (corresponding to the displacements) are recorded for a definite time period. Since we can predict the travel time of the
working signal and primary noise signal (ideal S wave through the pipe wall), we can mark them in the time series and filter the
latter by time-windowing. However, as the non-ideal waves are present throughout the time spectrum, we cannot filter them a
posteriori by standard means, such as using frequency band filtering or time windowing. Additionally, as the working signal and
oise signals are coming through the same interface, it is virtually impossible to apply conventional vibration isolation systems
t the receiver to remove the noise, as it will affect both the working signal and noise equally. So, we need to develop a noise

mitigation mechanism that can alleviate these non-ideal noise signals from the output time series to distinguish the working signal
and improve the measurement accuracy. To that end, we need a filtering mechanism that can minimize the generation of noise
signals and is sensitive to specific directions and frequencies that align with the working signal. In addition, both wedges should
ensure optimal energy transfer and maintain the shape of the wavefront since a distorted wavefront will lose the plane wave nature
and directionality and thus disturb the measurement and may not be detected by the receiver. Moreover, as the arrival time of the
working signal is relevant in the clamp-on system, the filters should particularly attenuate noise close to the required signal in the
time domain. We can potentially achieve these by using PnCs.

3. Phononic crystals for noise attenuation

Since PnCs have been used for wave manipulation (wave suppression, steering, focusing, and cloaking), we explore their
capabilities in mitigating noise for the clamp-on UF. Fig. 4(a) shows the schematic of a single phase 2D PnC’s periodic unit cell
PUC) comprised of solid material, with its irreducible Brillouin zone (IBZ) 𝛤 −𝑋−𝑀 −𝛤 −𝑀 ′ and lattice vectors 𝒂 , 𝑖 = {1, 2}. The
𝑖
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Fig. 4. (a) Schematic of a PUC of the 2D PnC with its IBZ; (b) Band structure of the PUC, i.e., frequency as a function of the wave vector, where the teal-shaded
egion shows a complete BG and gray-shaded regions represent partial BGs. (c) waveguide composed of a 4X4 array of the PUC, where Dirichlet BCs are prescribed
n the edges using blue dashed lines while output displacements are measured at blue dots. (d) transmissibility relations (along 𝑥, 𝑦, and 45◦) represented as
he ratio of the output displacement (measured at the opposite side of the prescribed displacement) to the prescribed input displacement as a function of the
upplied frequency, where partial and complete BGs are shaded using gray and teal regions.

PUC is the repeating unit of the PnC, whereas the IBZ is the smallest section that can represent the Brillouin zone that is obtained
by transforming the PUC from direct lattice (Bravais lattice) to the reciprocal lattice [51]. The wave propagation behavior of the
nC’s PUC is characterized using a band structure as discussed next.

The band structure or dispersion relation [52] is the relation between the applied frequency and the wave vector 𝒌 (whose
amplitude is the reciprocal of the wavelength and whose direction is the direction of wave propagation [52]). The band structure
can be used to reveal a complete or partial bandgap as described in Fig. 4(b), which shows the schematic of a band structure. In
this figure, different bands (curves) describe traveling waves, while the slopes of these bands capture their propagation speed. The
teal-shaded region, where wavebands are absent, indicates a complete BG, where waves experience omnidirectional attenuation for
all wave vector values. The gray-shaded regions in the same figure show partial BGs, which do not span the entire IBZ. In other
words, for the same frequency range, wavebands are present in the 𝑀 −𝛤 branch; thus, waves propagate for 𝒌 corresponding to 45◦

orientation while they are attenuated for 𝒌 along 𝑥 and 𝑦 directions due to lack of wavebands in those IBZ branches. Hence, partial
BGs enable the PnCs to possess directional wave propagation characteristics, and will be termed directional BGs (DBGs) hereafter.
9 
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Since we want to design a structure that allows waves to propagate in certain directions while suppressing them in other directions,
e explore possibilities of using devices possessing DBGs. DBGs are generally not present in a PUC with a complete symmetry (8-fold

ymmetry in 2D that has a triangular IBZ) because of the presence of symmetric modes; thus, we need to introduce asymmetries in
he band structure by tuning the PUC geometry. Hence, the PUC in Fig. 4(a) has a 4-fold symmetry thereby possessing more IBZ
ranches (5 branches in total) than a completely symmetric PUC (IBZ with 3 branches). This leads to the increased computational

cost for the band structure analysis. In the following, we discuss the different analyses used to design PnCs with DBGs that can act
as directional wave filters for the clamp-on system.

3.1. Analysis of PnCs with DBGs

For the waveguiding application in clamp-on flowmeters, we consider a single phase 2D PnC composed solely of solid material,
o we can use the same elastic wave Eq. (2) to describe the wave propagation through the PnC. We still need to provide appropriate

BCs to the boundary value problems (BVPs); we study two BCs as discussed next.

3.1.1. BVP1: Band structure analysis
The first analysis we perform is the band structure analysis obtained by conducting a set of eigenvalue analyses of the PUC after

applying Bloch-Floquet periodic boundary conditions (BFPBCs) [53] and sweeping the wave vector through the vertices of the IBZ
as shown in Fig. 4(a). The BFPBC takes the form:

𝒖(𝒙 + 𝒂𝑖, 𝑡) = 𝑒𝑖𝒌.𝒂𝑖𝒖(𝒙, 𝑡), (11)

where 𝑖 is the imaginary number. The magnitudes of the lattice parameters (Fig. 4(a)) are equal for the square PUC, i.e.,
‖

‖

𝒂1‖‖ = ‖

‖

𝒂2‖‖ = 𝑎, (12)

where 𝑎 is the magnitude of the lattice vector in both directions. Although the band structure analysis reveals the presence of BGs
nd DBGs (frequency and wave vector ranges), it does not provide actual wave propagation behavior of the PnC structure comprised
f a finite number of PUCs. This is because the band structure analysis assumes an infinite medium due to the application of BFPBCs.
hus, we conduct a transmissibility analysis over a finite PnC waveguide to obtain its performance.

3.1.2. BVP2: Transmissibility analysis
Transmissibility analysis or harmonic frequency sweep analysis [54] is the steady-state frequency response analysis of the finite

nC waveguide from Fig. 4(c) after applying essential (or Dirichlet) BCs [55] for the range of applied frequencies. For a given
frequency, the transmissibility relation provides the transmission amplitude of the traveling wave in the finite PnC waveguide.
We perform three transmissibility analyses by providing Dirichlet BCs along three different directions, as shown in the figure, to
investigate the wave propagation at 0°, 90°, and 45◦ orientations. These BCs are similar to the one defined in Eq. (7), except that
in PnC analyses, we assume a time-invariant harmonic response. The expressions take the form:

𝒖(𝒍𝟏, 𝑡) = �̄�1𝑒
𝑖𝜔𝑡𝑒1 𝒖(𝒍𝟐, 𝑡) = �̄�2𝑒

𝑖𝜔𝑡𝑒2 𝒖(𝒍𝟑, 𝑡) = �̄�3𝑒
𝑖𝜔𝑡 (𝑒1 + 𝑒2

)

, (13)

where �̄�1, �̄�2, and �̄�3 are constant displacement amplitudes applied along 𝒙 = 𝒍1, 𝒙 = 𝒍2, and 𝒙 = 𝒍3, respectively, while 𝜔 is the
pplied angular frequency in rad/s. 𝑒1 and 𝑒2 are the unit vectors in 𝑥 and 𝑦 directions, respectively. The displacements in the three

orientations are measured at the blue dots in the figure, opposite to the Dirichlet BC region, and are divided by incident displacement
amplitudes to obtain transmissibilities 𝑇𝑥, 𝑇𝑦, and 𝑇45. Since the waves are suppressed within the BG, the displacement amplitude
there would be significantly lower than outside the BG. When the PnC waveguide possesses a DBG, depending upon the direction of
the wave propagation (given by the Dirichlet BC as shown in Fig. 4(c)), the transmissibility shows either an attenuation, propagation,
or combination response thereof. Fig. 4(d) shows the schematic of the transmissibility relations 𝑇𝑥, 𝑇𝑦, and 𝑇45, where the complete
(teal) and partial (gray) BGs from the band structure (Fig. 4(b)) are also shown. We can observe that 𝑇45 experiences little attenuation
within the DBG frequency range while 𝑇𝑥 and 𝑇𝑦 are immensely suppressed, corroborating the directional propagation property of
the PnC waveguide. Additionally, since the transmissibility analysis provides the attenuation rate within the BG, we can select the
number of PUCs in the PnC waveguide, depending on the required wave attenuation (more PUCs along the propagation direction
lead to a higher reduction in amplitude). In addition, as the transmissibility response can be obtained for different locations, we
can determine an adequate arrangement pattern of the PUCs within the DBG PnC waveguide for its optimal performance in the
clamp-on flowmeter application.

3.2. Design of the directional BG PnC’s periodic unit cell and waveguide

Using the aforementioned analysis techniques, we design the PUC and the waveguide of the directional BG PnC. Since the BG
is generated by Bragg scattering, the magnitude of the lattice vector 𝑎 is related to the applied frequency via the Bragg law of
diffraction [21]. We select PSU (the wedge material) for the PnC as well, and we calculate 𝑎 using PSU’s wave speeds from Table 1
and the required frequency (1 MHz) as:

𝑛𝜆 = 2𝑎 cos 𝜃 , 𝜆 = 𝑐∕𝑓 , (14)

where 𝑛 is an integer (generally 𝑛 = 1), 𝜆 is the wavelength of the applied wave in the material, 𝜃 is the angle of incidence of the
ave to the normal of the surface, and 𝑓 is the applied frequency. Supplying the aforementioned values to Eq. (14) provides us with
10 
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Fig. 5. (a) 2D directional BG PUC with IBZ 𝛤 −𝑋 −𝑀 −𝛤 −𝑅−𝑀 , where 𝑎 is its lattice vectors’ length, and the two additional parameters 𝑤𝑃 and 𝑡𝑃 defining
the geometry. (b) the design of the PnC wedge with 492 DBG PUCs, whose edges are also reshaped to reduce wave reflections to the measuring region. The
two parallel edges of the wedge also sit at 30◦ with the vertical.

𝑎 = 0.75 mm. Since we need to introduce asymmetries to generate DBGs, we employ an anisotropic material distribution in the PUC
(as shown in Fig. 5(a)), thereby increasing the stiffness and mass towards the 𝑦 direction more than in the 𝑥 direction. Further, we
follow the displacement-mode-based analysis discussed in our previous work [56], whereby the desired band structure is achieved
by modifying the relevant displacement modes bounding the wavebands via tuning the PUC geometry. Thus, we arrive at a PUC
design possessing a directional BG in the 𝑥-direction in Fig. 5(a). The dimensions of the PUC are also marked in the figure, where
the thickness of the thinnest section is 𝑡𝑃 = 0.05 mm, and the width of the void region is 𝑤𝑃 = 0.4 mm. As apparent from the PUC
geometry, the thickness of each layer in the 𝑦-direction is 3.5 times larger than that of the 𝑥-direction. Therefore, waves traveling
in the 𝑦-direction experience less resistance than in the 𝑥-direction.

After designing the PUC with directional BGs in the required frequency range and direction, we develop the PnC waveguide
in the form of a wedge similar to the wedge from the initial clamp-on flowmeter (Fig. 2) to create the transmitter and receiver.
Since the vertical edge of this wedge (a free surface) can reflect waves back to the measuring region, we reshape the wedge to
induce a larger reflection angle, thereby guiding the noise signals away from the measuring domain. Similarly, the portion of the
wedge opposite to the vertical edge is a small region in contact with the pipe wall and can also contribute more noise to the system;
hence, it is also modified. Then, the PnCs are added to the modified wedge to transmit the required signal in the desired direction by
rotating the PnC waveguide 30◦ (wedge angle) from the 𝑦-axis as shown in Fig. 5(b). The resulting PnC wedge is a trapezium with 24
PUCs arrayed between its parallel edges (along the local 𝑥-axis), while the short and long sides have 14 and 27 PUCs, respectively.
Thus, in total, the wedge has 492 directional BG PUCs. We use the same geometry for transmitting and receiving wedges to allow
the reciprocity necessary for the transit-time flow measurement application. Further, we verify the performance of the PUC and
waveguide by band structure and transmissibility calculations.

3.2.1. Band structure response of directional BG PnC
We obtain the band structure of the 2D square PUC in Fig. 5(a) by using the 𝜔(𝒌) approach, whereby the frequencies are calculated

as a function of 𝒌 values sampled through the IBZ [57]. Recall that since BFPBCs are applied, the band structure analysis assumes
an infinite material. We consider the square PUC with a 4-fold symmetry; thus, the shape of the IBZ is a square with one diagonal
(both PUC and the IBZ are shown in Fig. 5(a)). Fig. 6(a) shows the band structure of the PUC with shaded directional BGs. The
inset in the figure shows the Brillouin zone and the IBZ of the PUC. The normalized wave vector shown in the 𝑥-axis is obtained
after multiplying the wave vector 𝒌 with the lattice length 𝑎. There are six wavebands present in the band structure between 0 and
2 MHz that span five branches of the IBZ, and we use 5000 wave vector steps (1000 steps per branch) to represent these branches.
The directional BGs bounding frequencies 𝑓1 through 𝑓16 are also marked in the figure.

Fig. 6(b) shows a tabular description of the BG frequency ranges, their bounding wavebands, and corresponding IBZ branches.
It shows that BGs are only present in the 𝛤 − 𝑋 and 𝑅 − 𝑀 branches of the IBZ. For the remaining branches (𝑋 − 𝑀 , 𝑀 − 𝛤 ,
and 𝛤 − 𝑅), wavebands are present throughout the frequency range, implying the absence of BGs for waves traveling towards the
𝑦-direction and 45◦ orientation (both local to the PUC coordinate system). We can also observe that more BGs are present in the
𝑅 −𝑀 branch, and corresponding wavebands experience a larger spread compared to the 𝛤 − 𝑋 branch. This is because the first
IBZ branch contains only wave vectors in 𝑥-direction while the latter also possesses a non-zero 𝑦 component; thus, more waves are
allowed to propagate through the 𝑅 −𝑀 branch. Once we obtain the DBG frequency ranges and corresponding IBZ branches, we
move towards the transmissibility analysis to attain the performance of the finite PnC waveguide.
11 
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Fig. 6. (a) Band structure of the 2D PnC PUC with the inset showing a square BZ of the dimension 𝑏 = 2𝜋∕𝑎 where the IBZ is marked with blue arrows and
the shaded regions represent DBGs. (b) Table listing the directional BG frequency ranges, their enclosing wavebands, and the IBZ branches, which shows that
BGs are only present in 𝛤 −𝑋 and 𝑅 −𝑀 branches.

3.2.2. Transmissibility response of the finite PnC waveguide
Transmissibility analyses are performed for the PnC waveguide after applying Dirichlet BCs, as shown in Fig. 7(a), where the

waveguide is composed of a 5 × 5 PUC array. Noteworthy, the PUC at the left bottom of the waveguide is replaced by a 45◦ wedge
to provide the essential BC 𝒖(𝒍3, 𝑡) at 45◦. The analyses are conducted for the frequency range 300 kHz to 1.8 MHz (the range includes
all DBGs) with a frequency step of 10 kHz and an input amplitude of 1 μm. A low-reflective BC is applied along the remaining edges
of the waveguide to minimize reflections from free edges. As discussed in Section 3.1, output displacements are measured opposite
to the prescribed BC (blue dots), and transmissibility responses are obtained towards 𝑥, 𝑦, and 45◦ directions and shown in Fig. 7(b).
Noteworthy, we positioned the probing point corresponding to the 45◦ to keep consistent the distance between the location of the
BC to the probing point (distance of 3.75 mm) for all three transmissibility cases.

In Fig. 6(b), 𝑇𝑥, 𝑇𝑦, and 𝑇45, respectively, represent the transmissibility towards 𝑥, 𝑦, and 45◦ directions. The shaded regions
n the plot show overlapped BG frequency ranges predicted by the band structure analysis along the 𝛤 − 𝑋 and 𝑅 −𝑀 branches
f the IBZ (no BGs are present in other IBZ branches). Within the BG frequency range, towards 𝑥-direction, waves experience an
mmense attenuation with an average attenuation rate of 10−5 (see red solid curve), while towards 𝑦-direction, the waveguide
xhibits a smooth transmission similar to the wave propagation through a uniform structure such as a bar or a beam (see blue
otted curve); thus we can say that the waves traveling in 𝑦-direction experience negligible attenuation. Wave propagation towards
5◦ (green dashed curve) is close to 𝑇𝑦 but does not exhibit the same response. This is because it is nearly impossible to excite the
nC waveguide at 45◦ without influencing modes in 𝑥 and 𝑦 directions. Thus we observe a moderate attenuation (average 2 × 10−2)
n the 45◦ direction.

Since we want to guide the input signal through a specific path via the wedge to the pipe wall while minimizing noise generation,
e incorporate the PnC waveguide to the wedge as shown in Fig. 5(b). As mentioned before, we orient the waveguide such that

he vertical side of the PUC (𝑋 − 𝑀 branch of the IBZ) aligns with the desired P wave propagation angle of 30◦ to the wedge,
thus allowing a complete transmission of the input signal. This orientation also ensures that waves traveling in other directions are
ttenuated, and only a small fraction enters the pipe wall. After performing the transmissibility analysis of the PnC waveguide and
esigning the wedge, we proceed to the analysis of the complete clamp-on UF.

3.3. Comparison of clamp-on system with and without directional band gap PnC

Noise levels in the pipe wall, the time response at the receiving wedge, and the frequency content of the receiving signal are
compared between the standard clamp-on system and the one possessing directional BG PnC wedges to check the performance of
the added PnC structure. In the 2D model of the clamp-on system, the standard wedges of the existing clamp-on geometry from
12 
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Fig. 7. Transmissibility relation of the 2D PnC waveguide for different directions, where (a) the PnC waveguide geometry marked with Dirichlet BCs and probing
points. (b) the transmissibility response: the normalized displacement (in log scale) as a function of the applied frequency in MHz, where BGs predicted by the
band structure are shaded (marked with 𝑓7, 𝑓2, 𝑓3, 𝑓4, 𝑓11, 𝑓12, 𝑓5, and 𝑓16). Transmissibility in 𝑥-direction, 𝑇𝑥 is represented using the solid red curve that has
a low amplitude (average 10−5), while the blue dotted curve shows the transmissibility in 𝑦-direction and its amplitude is close to 1. Transmissibility along 45°,
𝑇45 is shown using green dashed line and is between 𝑇𝑥 and 𝑇𝑦.

Fig. 2(b) are replaced with the PnC wedges from Fig. 5(b). Wave propagation analysis through the updated clamp-on system is
carried out similarly to the standard one (refer to Section 2.2).

Since the different media of the clamp-on flowmeter have different field variables, to compare the performances of the PnC-
embedded clamp-on design with the standard one, we select the pressure profile of the complete system and displacement at the
center of the receiving wedge’s slant face as parameters. The former provides information about the traveling waves, including the
required signal and noise in the entire system, whereas the latter shows the influence of the PnC waveguide in the signal and noise
amplitudes at the receiver.

3.3.1. Pressure profile and displacement comparison
Fig. 8 displays the comparison between the original (top) and PnC (bottom) versions. Figs. 8(a) and (c) show snapshots of

pressure profiles corresponding to the time (120𝜇s) when the resulting signal from the fluid is about to impinge the pipe wall. This
time interval is particularly relevant because this is the time for which we need to minimize the noise amplitude to get an accurate
measurement. From pressure profiles, we observe a considerable amount of noise in the pipe wall of the clamp-on system with the
standard wedge as compared to the PnC counterpart. In addition, the fluid region of the standard clamp-on design also exhibits
higher wave scattering than the one with PnC-embedded wedges, implying that the noise signals from the pipe wall induce more
noise in the fluid. Thus, we can state that the PnC waveguide is filtering most of the noise signals from the pipe wall and the fluid,
consequently aiding in identifying the required signal at the receiver.

The displacement response on a point along the slant edge of the receiving wedge, as marked in Figs. 8(a) and (c), is compared
next. Since the independent variable in DGM analysis is velocity, we extract velocities in 𝑥 and 𝑦 directions, which are then integrated
to obtain their corresponding displacements. Then, by using the component addition, the resultant displacement normal to the edge
of the wedge is

𝑢𝑟𝑒𝑠 =
(

∫

𝑇max

0
𝑣𝑥𝑑 𝑡

)

sin (𝜋
6
) +

(

∫

𝑇max

0
𝑣𝑦𝑑 𝑡

)

cos (𝜋
6
), (15)

where 𝑢𝑟𝑒𝑠 is the magnitude of the resultant displacement normal to the slant edge of the receiving wedge, 𝑣𝑥 and 𝑣𝑦, respectively,
are the velocity components in 𝑥 and 𝑦 directions, 𝑇max is the maximum time or total time of the simulation, and 𝜋

6 r ad is the wedge
angle. Figs. 8(b) and (d), respectively, show displacements as functions of time measured at points on the receiving wedges of the
standard clamp-on device and the PnC-embedded clamp-on device. These responses are calculated for 150𝜇s with a time step of
66.67 ns. The shaded regions in these figures represent the time interval when the required signal reaches the receiver. As apparent
in the figures, the maximum amplitude in the PnC-embedded system is four times lower than that of the standard system. This is
13 
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Fig. 8. Comparison of pressure and displacement responses of a clamp-on system with a standard wedge (top) and directional BG PnC embedded wedge (bottom).
(a) and (c) are snapshots of the pressure profile of the standard clamp-on system and the clamp-on system with PnC-embedded wedges, respectively, for the
time instance when the signal from the fluid is about to impinge the pipe wall (𝑡 = 120𝜇s). (b) and (d) are the corresponding displacements (in 𝜇m) as functions
of time (in 𝜇s) at the receiving wedges at the locations marked with arrows. Shaded regions in (b) and (d) show the time range corresponding to the arrival
time of the signal from the fluid.

because the peak displacement in the standard system is dominated by the solid signals which were mostly filtered out by the PnC
wedge. Since the PnC units do not cause any resistance to the principal wave path (as evident from the band structure in Fig. 6 and
transmissibility relation in Fig. 7), the energy loss of the fluid signal will be minimal. Moreover, the standard clamp-on system has
displacement peaks throughout the simulation time, making it difficult to identify the fluid’s required signal. On the contrary, we
can clearly distinguish the required signal from the displacement plot of the PnC-embedded clamp-on system.

3.3.2. Comparison of signal-to-noise ratio
To further inspect the quality of the receiving signal, we use signal-to-noise ratio (SNR) [58], which for a time series is obtained

by

SNR(dB) = 10 log10
(

𝑃𝑠
𝑃𝑁

)

, (16)

where 𝑃𝑠 and 𝑃𝑁 , respectively, are the power levels of the signal and noise pulses. We use the square of the displacement signal
at the receiving wedge (refer to Figs. 8(b) and (d)) to calculate 𝑃𝑠 and 𝑃𝑁 , where we select the peak corresponding to the fluid
pulse’s arrival time for signal and an adjacent peak for noise. For the system with standard wedges, we obtain the SNR to be 0.83 dB,
whereas, for the system with PnC embedded wedges, the SNR turned out to be 20.4 dB, which is 19.6 dB higher than that of the
standard wedge system. Thus, the quality of the receiving signal has drastically improved due to the addition of PnC structures.
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Fig. 9. Spectrograms for the standard wedge (a) and the PnC-embedded wedge (b) corresponding to the displacement response from Fig. 8. The abscissa is the
total time in 𝜇s, the ordinate is the frequency in MHz, and the color code represents the power distribution of the signal per frequency shown using dB/Hz.
Purple squares in both plots display the region of interest in time and frequency domains, where we can see the clamp-on system with PnC-embedded wedge
is less noisy. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3.3.3. Spectrogram comparison
To further check the influence of PnCs on the frequency spectrum of the output signal, we use a spectrogram, which visually

represents the signal in time and frequency domains [59]. In this way, we can observe the signal strength at different frequencies
and its variation over time. The time series is bundled into different overlapping time buckets, and their frequency responses are
obtained via a short-time Fourier transform [59].

Figs. 9(a) and 9(b), respectively, show spectrogram representations of the displacement time series from Figs. 8(b) and (d). Here,
the abscissa represents time (𝜇s), the ordinate describes frequency (MHz), and the color spectrum shows the signal strength in terms
of power per frequency (dB/Hz). The regions marked by purple squares in both plots show the region of interest in both time and
frequency domains, i.e., 𝑓 close to 1 MHz and 𝑡 from 120𝜇s to 130𝜇s. Similarly to the displacement plots (Figs. 8(b) and (d)), the
signal strength is lower for the clamp-on system with PnCs as compared to the standard one. However, from Fig. 9 it is apparent
that the displacement signal from the standard wedge close to the required time (time of arrival of the signal through the fluid)
is noisy in both time and frequency. In other words, the signal has many higher- and lower-order frequency components close to
1 MHz that span nearly the required time, making it difficult to detect the signal. Conversely, in the case of the clamp-on system
with PnCs, the displacement signal close to the required time is relatively clean in both time and frequency domains, making it
easier to identify the signal. Additionally, while using the clamp-on system with PnC-embedded wedges for flow measurement, we
may be able to avoid using other filters, such as a frequency filter, since the receiving transducer already has less noise.

4. Summary and conclusions

To alleviate crosstalk in clamp-on ultrasonic flowmeters, we proposed a novel wedge design comprised of phononic crystals
possessing directional band gaps. Using band structure and transmissibility analyses, we performed the forward design of the PnC
structures to match the required frequency and wave vector ranges. The performance of the clamp-on ultrasonic flowmeter with
PnC-embedded wedges was compared against a standard clamp-on system using wave propagation analysis, and we observed an
enormous reduction in noise levels in the pipe wall. We also showed that by using the new wedges, we could obtain an improvement
of 19.6 dB in signal-to-noise ratio as compared to a standard wedge. We conclude that:

• To remove acoustic/elastic noise from the clamp-on system, it is beneficial to understand the type (P or S wave) and behavior
(ideal or non-ideal) of the signal, along with the frequency. This provides us additional information to target a particular signal
type separately and eliminate them effectively;

• When there are multiple interfaces in the wave propagation system, waveguiding can effectively reduce the noise generated
due to multiple reflections at various interfaces. By limiting these interactions through waveguiding in specific directions, we
can prevent noises from entering the system, which can tamper with measurements;

• Current wave filtration methods that rely on time by identifying the signal in time and slicing the required time window
and frequency; they remove low and high-frequency signals with band-pass or other types of filters. Therefore, they could
be less effective when the receiving signal and noise are of similar frequencies and arrival times. Thus, we proposed a new
kind of wave filtration method based on directionality. We can filter the noise close to the required signal by using directional
waveguides that allow only the required signal to pass through, although the noise has the same frequency and time of arrival;
15 
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Our investigation shows that directional band gap phononic crystals can considerably improve clamp-on ultrasonic flowmeters’
performance by mitigating the noise signals traveling through the solid and fluid regions. The directional filter concept we developed
using the directional BG PnC structures possesses immense potential not just in clamp-on ultrasonic devices but also in other
similar fields such as non-destructive testing and acoustic imaging. This is because using directional PnCs the initial signal shape is
retained while interferences from unwanted directions are removed. Additionally, these PnC structures can also be designed to induce
polarization thereby only exciting particular wave modes (e.g., P or S waves) that can aid in determining specific material properties
(shear modulus or Poisson’s ratio) accurately, which is otherwise cumbersome. Additionally, this method could be used with the
existing filtration (time and frequency) techniques to augment the accuracy of sensing devices further. Noteworthy, introducing
directional band gap phononic crystals reduces the overall signal strength, which in the present case was almost entirely from the
noise (solid signal). The future step is to realize such a directional band gap phononic wedge and validate experimentally in a
clamp-on setting.
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