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Abstract
Ongoing research in autonomous driving currently focuses on creating new applications for au-

tonomous vehicles (AV) and connected autonomous vehicles (CAV). Specifically, motion planning and
control solutions are being developed based on the combination of Artificial Potential Functions (APF)
with economic Model Predictive Control (eMPC). These two methods are integrated into a new Com-
prehensive Predictive Control (CPC) strategy. Although preliminary research shows promising results,
a performance analysis of this approach, both for AV and CAV, has not yet been published. Therefore
this thesis studies the capabilities of this novel APF-eMPC framework by carrying out numerical simu-
lations. Multiple manoeuvres and varying amounts of white noise are utilized to test the controller’s lim-
itations. For the AV part, multiple basic driving manoeuvres are simulated: lane-keeping, car-following
and lane-changing. The results show that an AV based on this framework can execute these different
manoeuvres without precise measurements. The CAV concept is simulated using a platoon scenario.
The gap-closing behaviour of the multiple CAVs in a platoon is examined. The state-of-the-art gap-
closing APF is compared with an APF based on inter-molecular dynamics and fitted on actual traffic.
Various experiments are carried out using a constant time-headway in combination with different time
gaps between the vehicles. The results show that the resulting behaviour by the inter-molecular APF
better matches human driving behaviour and results in less dangerous gap-closing behaviour than
the quadratic platoon APF. The latter has a more considerable change of lateral instability occurring.
Therefore the APF based on inter-molecular dynamics and fitted on actual traffic data outperforms the
APF based on a quadratic function. Lastly, it was found that the coupling between the longitudinal and
lateral dynamics, often neglected in literature, cannot be ignored during platoon stability analysis.
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1
Introduction

This chapter introduces the concept of autonomous driving and the state-of-art. First, Section 1.1
discusses the motivation behind self-driving cars. Following that, Section 1.2 elaborates on the state-
of-the-art. Section 1.3 provides the research question for this thesis based on gaps in the literature.
The research topic is broken down into several sub-questions. Finally, Section 1.4 ends this chapter
by explaining the thesis structure and what the reader can expect.

1.1. Motivation
The Autonomous Vehicle (AV) is a futuristic concept where the vehicle uses sensors to perceive its sur-
roundings, as illustrated in Figure 1.2 and Figure 1.1. Based on this information the AV autonomously
makes decisions. Multiple levels of autonomy exist. The SAE J3016 standard [1] introduces a scale
from 0 to 5 for different level of vehicle automation, where level 0 represents no automation and level
5 represents full driving automation. Cruise control, for example, is a level 1 type of autonomy. This
thesis focuses on the higher levels of autonomy.

Autonomous driving has many benefits compared to manual driving. To start, every year, numerous
traffic accidents occur [2], where the primary cause for these traffic accidents is by far because of
human error [3]. Humans often participate in traffic while tired, stressed, angered or under influence,
or possessing various driving abilities [4], [5]. By replacing the human by an AV, a more predictable
and safer environment on the road can be ensured. Furthermore, a person is less likely to make
decisions that benefit all road users yet reduce their personal travel time. Working together, a group
of automobiles can face fewer traffic congestion [6], [7], reducing traffic pollution emissions [8], [9].
This positive impact on climate change can be significant if we as a society would like to reach the
goals of the Paris Climate Accords [10], where the goal is to limit global warming to below temperature
levels compared to pre-industrial levels. The last benefit has to do with comfort and mental wellbeing.
Commuting to work every day is time-consuming [11]. So when humans are not required to drive the
car, they can focus their attention elsewhere as participating in traffic is a stressful activity [12], [13].
These benefits are appealing and explain the rise of interest in AVs.

Currently, there are already AVs driving around in the form of autonomous busses that transport
passengers [16], [17], [18]. These vehicles have been a mere part of experiments. Some operate in
a closed and predictable environment, whereas the surroundings of an ordinary car is unpredictable.
Designing an AV that can operate in such an environment is complex. These observations lead to
an interesting paradox. In an ideal scenario, solely AVs would be allowed on the road. However, not
everyone will buy an AV overnight. Because of this slow transition, the produced AVs should handle
the current chaotic and dangerous environment. Eventually, traffic will become more predictable when
enough AVs are driving around. This change would allow for simpler AV designs. Before reaching that
state, more research on AVs is still necessary.

Another trend which could accelerate the integration of autonomous driving in society is the Con-
nected Vehicle (CV). With this approach, a CV communicates with different parts of its surroundings,
increasing the amount of usable information and making decision-making easier. By sharing motion
states with different vehicles on the road via vehicle-to-vehicle (V2V) connectivity, for example, vehi-
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Figure 1.1: An AV uses different sensors to estimate its own position, change of position and its surroundings [14].

Figure 1.2: An artist impression how an AV perceives its surroundings using different sensors and categorizes them [15].

cles could approach each other much closer [19]. Predicting or guessing the future paths of other road
users would be no longer required. Other types of connectivity, illustrated in Figure 1.3, are Vehicle-
to-infrastructure (V2I) [20] or even vehicle-to-everything (V2X) [21], [22], which could allow for an even
more efficient road or city use.

The Connected Autonomous Vehicle (CAV) is another type of autonomous driving that combines
the concepts of the AV and the CV. New concepts have emerged as a result of this new sort of vehicle.
While adaptive cruise control (ACC) is gradually replacing cruise control , research is focusing on new
sorts of cooperative driving. Rather of measuring the location of the preceding vehicle, the vehicle
in front will exchange information via V2V communication. Hereby allowing for use of cooperative
adaptive cruise control (CACC), such that such that automobiles can drive even closer together [23],
[24], [25]. One step further, vehicles would not only communicate with one another, but would also
collaborate. Such a collaboration is also referred to as a platoon [21], [26], [27]. With this concept,
the vehicles strive to stay in a formation with a specific spacing between them. These enhancements
would make self-driving vehicles even safer and more efficient, traffic congestion will reduce, driving
will be more pleasurable, and the environmental impact will reduce [28].
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Figure 1.3: A CV can be connected to multiple parts of its surroundings and exchange information with it [14].

1.2. State of the Art
As the motivation of self-driving vehicles is now clear, this section outlines the research development
and current gaps for AVs and CAVs. Prior to writing this thesis, a literature review was conducted,
which served as the foundation for this thesis [29]. For a more theoretical and in-depth explanation,
the reader is directed to this survey.

Perception
&

Estimation

Route Planning

Behavioural Decision

Motion Planning

Control

Actuators

Figure 1.4: Classic architecture for an AV [30]. Here the Perception & Estimation module forms the input for the PDM modules,
which consist out of four sub-modules. The output from the PDM module serves as the input for the car’s actuators.

Because of the complexity of a fully autonomous vehicle’s design, it is usually divided into multiple
hierarchical subproblems. A schematic overview of the corresponding architecture can be helpful for
a better understanding; one example can be seen in Figure 1.4 [30]. The methods inside the dotted
box are also known as Planning & Decision Making (PDM) [31]. Multiple solutions for these modules
are explained in [29]. In this survey, two methods specifically are highlighted; the Artificial Potential
Function (APF) as a motion planner and the economic Model Predictive Control (eMPC) as a control
strategy.

Due to their characteristics, they can be combined into a single algorithm [30] [32], [33]. This
combination is referred to as the APF-eMPC framework. This single solution serves as a (local)
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Figure 1.5: A discrete scheme visualization of principles of MPC [36]. The dotted lines represent the system’s reference, predicted
and measured states. The step lines represent the predicted and actual injected control input. The finite prediction horizon (in
this figure 𝑘 + 𝑝) can be observed as the graphs are also finite.

behavioral-decision maker, motion planner and controller at the same time. A traditional path planner
or a behavioural-decision maker is no longer required. This approach is also known as the Compre-
hensive Control Strategy (CPC) because off the architectural simplification.

The remainder of this section will first discuss the state-of-the-art of the APF and eMPC approaches
individually, followed by an explanation of the APF-eMPC. Finally, the CAV is explored in more detail,
and how the CPC can be used for CAV applications as well [34], [35].

1.2.1. Economic Model Predictive Control
First, the original Model Predictive Control (MPC) is discussed, followed by the eMPC extension.

Standard Model Predictive Control
Research on this topic started in the 1960s [37]. Compared to traditional controllers, such as the
Proportional Integral Derivative (PID) controller, chemical processes are relatively slow compared to
automotive or aerial applications. Therefore, chemical plants were the ideal testbeds for this hardware
demanding controller. Because computational power has increased in the last decades, it has become
possible to use MPC in real-time for other domains; for instance, aerospace [38], automotive [39], [40],
water networks [41], or even drones [42].

MPC, in its most basic form, is a regulation controller where it tries to steer the system to its origin.
The necessary input needed to do so is calculated through an optimization problem. In contrast to the
well-known PID controller [43], the current state is not only evaluated; MPC keeps in mind where the
system will be in the future ensuring better control input. The MPC makes use of a cost function 𝑉𝑁,
which traditionally is a sum of stage costs ,

𝑉𝑁 (𝑥0, 𝑢) =
𝑁−1

∑
𝑘=0

𝓁(𝑥𝑘 , 𝑢𝑘), (1.1)

where 𝑘 is the timestep, 𝑥 ∈ ℝ𝑛 the system state-space vector, 𝑢 ∈ ℝ𝑚 the system input and 𝑙 is the
stage cost. The latter, often has the following quadratic form,

𝓁(𝑥𝑘 , 𝑢𝑘) =
1
2𝑥

𝑇
𝑘𝑄𝑥𝑘 +

1
2𝑢

𝑇
𝑘𝑅𝑢𝑘 , (1.2)

where 𝑄 ∈ ℝ𝑛×𝑛 and 𝑅 ∈ ℝ𝑚×𝑚 are positive definite matrices that weight the state and input respec-
tively. An optimal control problem can then be formulated as following,
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arg min
𝒰𝑢

ℙ𝑁(𝑥0) ∶ 𝑉𝑁 =
𝑁−1

∑
𝑘=0

𝓁(𝑥𝑘 , 𝑢𝑘) (1.3a)

subject to 𝑥𝑘+1 = 𝑓(𝑥𝑘 , 𝑢𝑘), 𝑘 = 0, 1, … , 𝑁 − 1, (1.3b)
𝑥𝑘 ∈ 𝕏, 𝑘 = 0, 1, … , 𝑁 − 1, (1.3c)
𝑢𝑘 ∈ 𝕌, 𝑘 = 0, 1, … , 𝑁 − 1, (1.3d)

𝑥0 = 𝑥(𝑡), (1.3e)

where 𝑓 represents the systems dynamics in the form of a linear time-invariant system 𝑥𝑘+1 = 𝐴𝑥𝑘 +
𝐵𝑢𝑘. The matrix 𝐴 ∈ ℝ𝑛×𝑛 and 𝐵 ∈ ℝ𝑛×𝑚 are the corresponding discrete time state-space matrices.
Furthermore, 𝒰𝑢 = [𝑢T0 , 𝑢T1 , … , 𝑢T𝑁−1]

T
, 𝑥0 is the initial initial state of optimization problem and is set

equal to the most recent measurement 𝑥(𝑡). Lastly, 𝕏 and 𝕌 are the admissible state and input sets
respectively.

The MPC predicts the future states of a system by using its equations of motion, which are derived
from a system model. Because of this advantage, MPC is more sophisticated compared to PID. The
idea of predicting future states based on a model is also used by the Linear Quadratic Regulator (LQR).
However, the optimization for LQR is done offline, whereas the MPC controller executes the optimiza-
tion every timestep and is thus called online. For each timestep, new measurements are collected,
such that every new optimization problem depends on the system’s current state. Because of this on-
line approach, the MPC controller is considered more flexible than LQR. After an input sequence is
found that minimizes a specific cost function over 𝑁 steps, the first element of this sequence is inserted
into the system. These steps are combined together in Algorithm 1 [44]. Carrying out this strategy
every timestep is also known as the Receding Horizon principle. In Figure 1.5, these main principles
of MPC can be observed; the finite prediction horizon, the prediction of where the system will be in the
future, and the system are steered to a reference trajectory.

Algorithm 1 MPC Algorithm
1: Measure current state 𝑥(𝑡)
2: Set 𝑥𝑜 ∶= 𝑥(𝑡)
3: Calculate 𝕏 and 𝕌
4: Solve ℙ𝑁 (1.3) for 𝑥0
5: Select first element of calculated input sequence 𝒰𝑢
6: Inject this control input 𝑢T0 into the plant

Several MPC papers for AV applications have been presented in the literature. A handful of them
will be covered briefly to demonstrate the broad capabilities of MPC. In [39], an MPC based on the
Bicycle model is used to control an AV. In contrast with other references, the road in this research is
considered slippery, making the tire-road interactions extra relevant. In [45], an MPC tracks a path
while avoiding obstacles. Next to the steering angle of the front wheels, the individual wheel torques
are controlled by the MPC controller, introducing more degrees of freedom. With the improvements
in hardware, more advanced optimizations are possible. In [46], a non-linear MPC problem is solved
by using an iterative linearization approach. When a simplified vehicle model is used, performance
limitations could arise due to these assumptions. In [47], this problem is tackled by incorporating the
actuator dynamics of the steering system into the MPC control design. Usually, control designs are
based on LTI systems. However, in practice, linear time-varying systems could be considered for
a more accurate representation [48]. Eventually, theoretical proposals should be tested on practical
testbeds to investigate their practical feasibility. In [49], an MPC controller for AVs is designed where
simplified algorithms are applied such that a control strategy is implemented in a 16-bit microcontroller.
In practice, an AV will face difficult situations. Therefore, a robust MPC controller was designed to cope
with additive disturbances, such as varying wind and road friction while driving at high speed or on a
low friction road [50]. Finally, for a more detailed overview of the different applications with MPC, the
reader is referred to a recent review [51].
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Economic Model Predictive Control
A recent extension of standard MPC is eMPC [52]. With standard MPC, the controller tries to steer the
system to a predetermined set-point. A real-time optimization (RTO) algorithm, in the form of a motion
planner, determines this goal. The RTO optimization runs at a slower rate than standard MPC [53], such
that the standard MPCs convex optimization problem can be solved at a higher rate. Generally, one
would like to optimize a system for economic goals (e.g. profits, cost reduction, input usage reduction)
[54]. Climate control in a building is a logical application [55], [56], as the goal is to heat a building while
minimizing the amount of money spent. So with standard MPC, a reference is calculated by the RTO.

With the improvements of computational power, it is not always required to let the control layer solely
solve a convex problem. The concept of eMPC is to eliminate this extra step and directly optimise over
these economic goals by modifying (1.2) to

𝓁(𝑥𝑘 , 𝑢𝑘) = 𝑔economic(𝑥, 𝑢), (1.4)

where 𝑔economic(𝑥, 𝑢) represents the underlying economic goals. Furthermore, the model on which the
RTO is based is not always consistent with the one MPC uses, preventing loss of information [57].
For standard MPC with a convex state cost, theoretical stability can be guaranteed [58]. With (1.4),
however, convexity is not always the case. For eMPC, theoretical stability can be proved by making
use of dissipativity [52].

The term economic is an abstract definition. In [59], a heavy truck is forced to make smooth turns,
which is vital due to heavy stresses on the axles. This target, represented by curvature functions, could
be interpreted as the economic goal of the system. The specific trajectory that the truck drove does
not matter, as long as its corresponding curvatures are limited. Furthermore, another straightforward
eMPC application is to influence the car-following behaviour of groups of vehicles, as this improvement
could improve fuel usage. This goal is a logical application of eMPC [60], [8].

Another AV application integrates the motion planner in the cost function of the eMPC [30], [32],
[34], [61], [62]. The authors do not specifically address eMPC, but they do state that their control
technique renders the RTO layer unnecessary. Without the need of an intermediary reference, the AV
is controlled directly. This architectural simplification is accomplished by optimizing over a cost function
that includes APFs, which are explained next.

1.2.2. Artificial Potential Functions

Figure 1.6: An example of an environment represented by potential functions [63]. The goal is represented by slopes (left), two
obstacles are represented by two steep hills (middle), and together they are combined (right). If a ball were placed on the slope,
it would roll down while avoiding the two local peaks, representing the obstacles.

The APF method is a motion planner that finds a path for a robot to track from one configuration to
another. The APF method was first introduced in the 1980s [64], [65], [66]. The concept of the APF
is based on the idea that the environment of a robot, in which one tries to find a path, is modelled by
so-called potential functions, which can be split into two categories. The first are attractive potential
functions representing the robot’s goal(s). The second contains repulsive potential functions that rep-
resent the obstacles to avoid. The attractive potential 𝑈attractive(𝑥) and repulsive potential 𝑈repulsive(𝑥)
are combined together,

𝑈(𝑥) = 𝑈𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒(𝑥) + 𝑈𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒(𝑥), (1.5)

where 𝑥 is the state of the system. The following thought experiment explains how a path is found
from these combined APFs. In Figure 1.6, (1.5) is illustrated by a 2D system. Plotting the calculated
potential results in a 3D shape, resembling a mountainous area. If one would imagine placing a ball on
this hill, gravity would cause the ball to roll toward the valley. When the ball encounters the two pillars,



1.2. State of the Art 7

the ball rolls around them, avoiding the obstacles represented by these pillars. This comparison with
gravity is line with the way the APF method traditionally finds a path by using gradient descent [67].
This path, hereafter can then be tracked by a feedback controller.

Figure 1.7: An example of four different APFs together [67]. Three lanes and two obstacle vehicles can be seen. In the bottom
part, the resulting path can be seen. The path starts at (𝑥 = 3, 𝑦 = 6) and ends at (𝑥 = 10, 𝑦 = 4), due to a local minimum.

In Figure 1.7, an example can be seen where the different APFs are used together as a motion
planner. Multiple APFs, representing two obstacle vehicles, two-lane markers (i.e. three lanes) and
one road boundary can be observed. Furthermore, it can be noticed that the obstacle vehicle and road
boundary have a different maximum potential value than the lane markers. This is because the AV is
allowed to cross a lane marker (e.g. lane changing). However, coming close to the road boundary or
another vehicle can result in a crash that should be avoided. By combining these APFs, an appropriate
path for the AV can be calculated.

Applications
APFs are often used as a motion planner for AVs. Mainly, three types of APFs are used to represent
the AVs surroundings; road boundaries, lane markers and obstacle vehicle. In [67], these classic
APFs are used to present a full-fledged motion planner. Because not every obstacle vehicle is equally
important, the obstacle APF can be extended. A vehicle heading towards the ego vehicle is more
dangerous than one driving away. Obstacle APFs can be improved by taking the heading, velocity or
acceleration into account as well [68], [69], [70]. Furthermore, crashing into a heavy truck has a more
significant impact than crashing into a small city car. In [71], the obstacle APFs depends on the mass
of the vehicle as well. Next to the motion and size of the car, the driver influences the amount of risk.
Staying farther away from an aggressive road user is enforced by the obstacle APF in [72], [73]. In
practise, more objects than road boundaries, lane markers, or obstacle vehicles present problems. The
shifting light conditions in a tunnel, for example, might be difficult. A tunnel APF is therefore created
[74]. Furthermore, an AV could face an scenario where a collision is unavoidable. APFs can then be
used as well to handle these unavoidable situations [75], [76]. Real-world tests are required to verify
computer simulations. In [77], [78] it was found that the APF method is a powerful method for real-world
use as well. Because APFs contain different parameters that can significantly change the shape, and,
thus the function of the APF, it is crucial to choose them wisely. So far, most of the research presented
has used custom-tuned APFs. Another approach is to base these parameters on actual human driving
behaviour by fitting APFs on traffic data [79], [80], [81], [82], [83].
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1.2.3. Comprehensive Predictive Control
Traditionally, APF and (e)MPC are used separately in the AV design as solutions for motion planning
and control [45], [68], [84]. This part explains how these two methods are integrated into one solution.

Integration
Both eMPC and APF rely on mathematical objective functions for optimization. Because of this struc-
tural commonality, the APF-eMPC framework can be formed. The APF term 𝑈 (1.5) can be integrated
into the original stage cost function of the eMPC (1.2),

𝓁(𝑥𝑘 , 𝑢𝑘) = 𝐾𝑈𝑈(𝑥𝑘) +
1
2(𝑥𝑘 − 𝑥r)

𝑇𝑄(𝑥𝑘 − 𝑥r) +
1
2𝑢

𝑇
𝑘𝑅𝑢𝑘 , (1.6)

where 𝐾𝑈 ∈ ℝ is a gain parameter and 𝑥r a predetermined reference. This objective function still has
the same goal of tracking a reference trajectory while minimizing input. With this extension, however,
the reference trajectory can be simplified; obstacle avoidance is done due to the addition of the ob-
stacle APF in the objective function. The motion planner does not have to handle obstacle avoidance
anymore. This part is thus done by the MPC itself [68], [76], [85], [86], [87], [88]. These studies have
demonstrated that the AV can perform lane keeping, lane changing and overtaking other vehicles while
avoiding obstacle vehicles. Figure 1.9 shows an example where the ego AV tracks a reference while
avoiding other vehicles. The controller does receive a basic reference, which does not avoids the ob-
stacle vehicles. However, because 𝑈 contains information about these obstacles, the controller is able
to avoid these vehicle.

Basic decision-making is thus carried out without a any decision making module, as explained by
[87]. This architectural simplification is visualized in Figure 1.8, where the original PDM architecture
from Figure 1.4, is adjusted.

Perception
&

Estimation

Route Planning

Motion Planning

Control

Actuators

Figure 1.8: Overview of the AV architecture, where Behavioural-Decision Making is incorporated into the control layer, adapted
from [30]

Comprehensive Predictive Control
One step further is omitting the reference 1

2(𝑥𝑘 − 𝑥r)
𝑇𝑄(𝑥𝑘 − 𝑥r) from the stage cost (1.6), as a whole

[30], [35], [32], [34], [61], [62]. Again, the APF 𝑈 is added to the objective function. The optimization
then contains all the required information to maintain a safe and desirable position on the road,

𝓁(𝑥𝑘 , 𝑢𝑘) = 𝐾𝑈𝑈(𝑥𝑘) +
1
2𝑢

𝑇
𝑘𝑅𝑢𝑘 . (1.7)

These studies also demonstrate that the AV can perform lane keeping, lane changing and overtaking
other vehicles while avoiding these obstacles. In Figure 1.11, an overtaking manoeuvre using this
method is executed. As no reference is provided, the ego AV does not have to change back to its
original lane. However, because another (stationary) vehicle is ahead, a lane change is executed again,
and the first obstacle vehicle is also overtaken. Thus a complicated driving manoeuvre is possible ”
without any driving decision-making and trajectory planning ” [30]. The new architectural simplification
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Figure 1.9: An ego AV tracks a predetermined reference, which does not take other vehicles into account [30]. Because the
cost function is set up as (1.6), the ego AV tracks the reference while avoiding obstacle vehicles [87].

of this new strategy is visualized in Figure 1.10. The motion planner and behavioural decision-maker
modules are now both omitted.

The authors from [30], have named this approach Comprehensive Predictive Control (CPC) be-
cause three modules are merged into one. They clearly explain the benefits of this new framework:
”The decisions [that were made] are neither given by other parts of the automated driving system nor
specifically made by our comprehensive predictive control method itself. The automated vehicles do
not have the knowledge of the [manoeuvres] and bear the capability to predict them in advance; it just
simply executes the commands generated by this method.” Next to simplifying the AVs architecture,
this approach would also allow for more realistic and improved research results [30], [34]. The latter
research explains that traditionally the different AV tasks are decomposed into subproblems. These
corresponding solutions, however, do not always work well together [57]. With this CPC approach,
separate solutions for decision making and motion planning are no longer required as all the informa-
tion is contained in optimizations cost function of controller. This CPC strategy is thus a fundamentally
different approach compared to the classic architecture from Figure 1.4: the AV can navigate itself on
the road while avoiding obstacles without the need of a RTO.

These studies have thus demonstrated that the CPC control strategy, based on the APF-eMPC
framework, is capable of autonomous driving [35], [32], [34], [61], [62]. However, as the objective
function is non-linear and non-convex, no theoretical guarantees are yet discovered. Furthermore,
these studies have only shown demonstrations. A more extensive (numerical) analysis can reveal
more about the possibilities and limits of this approach.

Perception
&

Estimation

Route Planning

Comprehensive
Predictive Control

Actuators

Figure 1.10: Overview of the AV architecture, where the Behavioural-Decision Making and the Motion Planning layers are
incorporated into the control layer; this approach is called Comprehensive Predictive Control, adapted from [30]
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Figure 1.11: The green ego AV avoids two obstacle vehicles by making two lane changes; the purple vehicle drives slower than
the ego AV, and the red vehicle is stationary. No reference path was provided to the ego AV, and because the cost function is

set up as (1.7), the AV still manages to find a trajectory.

1.2.4. Connected Autonomous Vehicles
Research on the Connected Autonomous Vehicle (CAV) started in the 2000s [89]. The promise of the
CAV ensures that road use will become even more efficient and safer than the AV. The CAVs funda-
mental requirement is that it is able to share information with its surroundings. Improper connectivity,
however, can have significant impact on the performance. The following sources could serve as a
starting point if the reader is interested [6],[90], [91], [92]. The rest of this thesis does not explicitly
discuss solutions for this problem. Furthermore, solely V2V is discussed. Other types of connectivity,
V2I for instance, can be found in [6], [22]. The progression of cruise control to CACC is covered first,
followed by a discussion on stability. Following that, the platoon application is explored, followed by
an discussion on the state-of-art for platoons based on the CPC approach. Finally, APFs that enforce
platoon behaviour are addressed.

Cruise Control Evolution
The well-known cruise control functionality is one of the first (semi)autonomous driving features. With
the newer (ACC) variant, the driver is no longer required to constantly turn the cruise control on or off
when another vehicle is to close. Next to the fact that this feature facilitates the driver’s comfort, traffic
flow, in general, can improve as well. When humans do not brake unnecessary, phantom traffic jams
will reduce [92]. Preventing this problem will lead to enhanced traffic flow, increased road capacity and
thus reduced fuel consumption [93], [60], [8], [94]. With CACC, the CAVs no longer need to measure
and estimate the motion states of the obstacle vehicles. The problems of measurement inaccuracies
and computational delays reduces. By extending ACC to CACC, these advantages increase evenmore
[24], [28], [95].

Platoon

Figure 1.12: Different ways of information sharing in a platoon exist. Here six different information flow topologies are shown.
The green node represents the leader vehicle and the blue ones the followers [96].

If multiple CAVs were using CACC at the same time, more information is faster available which
has the potential to improve cooperative behaviour even further. For example, instead informing that
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something has happened at the front of the group via braking vehicle by vehicle, the group could be
informed via V2V connectivity. The concept of CAVs working together as a group is referred to as a
platoon. Different options for information sharing exist and are visualized in Figure 1.12 [96]. Here
each CAV calculates his own set of actions, so this setup is referred to as decentralized control [97]
[98], [96]. Before a platoon is formed, the CAVs first navigate themselves to the correct position on the
road to creating the required formation [99], [100], [101], [102]. Furthermore, platoons are not limited to
using one lane. In [103], [104] solutions are discussed where multi-lane platoons are formed. Platoons
merging from two lanes into one lane is studied in [105]. Just as regular driving, a platoon could decide
to make a lane change. However, because of the size of the platoon, extra challenges occur. Solutions
for safe operation during a platoon lane change are explored in [106]. Finally, a single CAV entering the
highway via an onramp and merging into the platoon is discussed in [107], [108]. If the reader would
like to read on the topic of platoons, the following surveys are a good starting point [20], [21], [109],
[110], [27], [28], [111]. All these studies ensure that a group of vehicles in the form of a platoon can
form a tight group.

When vehicles drive closer, safety becomes a more significant concern. Therefore, the stability of a
platoon is also vital. A group of vehicles is often modelled and simulated as a strain of nodes interacting
with each other; the general behaviour can be compared to a group of nodes moving back and forth
with strings in-between [96]. In literature, the problem of phantom traffic jams is therefore referred
to as string instability. In literature, multiple kinds of string stability definitions can be found. One of
the earliest definitions was discussed in [112]. In [113], an extensive overview can be found, which
explains how these different definitions also compare and connect. The idea of string stability implies
that disturbances in position, speed or acceleration do not accentuate while propagating backwards
along the string of vehicles [114]. However, when string instability occurs, phantom traffic jams can
result.

Because the improvement of string stability mainly improves longitudinal control, stability research
often neglects lateral control [60], [8], [94], [115], [93], [116], [117], [118], [119], [120], [121]. However,
vehicles must still steer during car-following to follow the road’s curvature and adjust for noise and
disturbances. Because the longitudinal and lateral dynamics are coupled, lateral dynamics should also
be looked into during string stability analysis [122], [123], [99].

Comprehensive Predictive Control for a Platoon
The APF-eMPC framework has been applied for platoon research as well [34]. This implementation
is similar to the original study of CPC for AVs introduced in Subsection 1.2.3. In [34], no reference
is provided, and the APF is integrated into the eMPC cost function. An APF enforces platooning in
the form of a quadratic function. This APF ensures that the ego vehicle mains a certain distance
behind the vehicle in front. The main focus of this research is the concept of Hybrid Automata; a
CAV is allowed to follow another CAV when it has a direct line of sight and receives V2V information
simultaneously. Because CAVs will not always drive in a platoon, the vehicles switch between solo and
combined driving. However, the paper merely demonstrates the workings of the forming and splitting of
the platoon based on this Hybrid Automata. An extensive numerical analysis of the platoon’s stability,
just as with its AV counterpart, still lacks; it could be interesting to explore the limits of this specific CPC
solution based on the quadratic car-following APF.

Car-Following with Artificial Potential Functions
Safety is of utmost importance while attracting vehicles closer to each other. One of the main goals
of platoon research is to reduce inter-vehicle distances by improving car-following behaviour. In lit-
erature, two styles of APFs that actively enforce car-following can be found. The first APF is based
on a quadratic function; the convex shape attracts the ego vehicle towards the global minimum of this
function [34], [121], [115]. However, this specific type of APF could be undesirable as it is symmetrical.
Coming too close to the preceding vehicle is a more significant problem, due to a collision, than staying
too far away. Therefore, gap closing does not have to happen as fast as collision avoidance.

The second style is an asymmetrical APF containing a repulsive and attractive part [95], [122], [25],
[124], [83], [82]. The attractive part is not as strong as the quadratic function, which could ensure that
the ego vehicle closes the gap more gradually than the quadratic APF [34].

In [19], a similar solution, as the asymmetrical APF, is created for the problem that traditional ap-
proaches would close the gap between vehicles too fast such that this quick gap-closing results in
uncomfortable responses and negatively influences string stability.
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The amount of research on CAVs in a car-following platoon setting using the APF-eMPC framework
is little, as only demonstrations have been shown so far. A more extensive (numerical) analysis is
desired. Lastly, these studies have used straightforward solutions that do not mimic realistic driving
behaviours.

1.3. Research Question
The following research question is formulated based on the found gaps in the state-of-the-art.

Main Thesis Research Question

How can the Artificial Potential Function - economic Model Predictive Control framework be
used more effectively for a Connected Autonomous Vehicle application?

To answer this research question, the following sub-questions are answered first,

Sub Research Questions

I What APFs can achieve platoon-specific behaviour?

II Is there a performance guarantee for the APF-eMPC framework?

III What metrics can be used to measure the performance of the APF-eMPC framework?

IV For which kind of CAV-specific scenarios can the APF-eMPC framework be used?

1.4. In This Thesis
This chapters has explained how the APF-eMPC framework can be an effective solution for AV and
CAV applications. However, no thorough performance analysis has been carried out. That is why this
thesis conducts a numerical analysis to explore the limits for both the AV and CAV.

The work of [30] served as the foundation for the design of an AV based on the APF-eMPC frame-
work. The APF-eMPC controller is formulated in Chapter 2. Furthermore, this chapter covers the
method for the numerical analysis: four different basic driving maneuvers are used to test the con-
troller. Hereafter, Chapter 3 discusses the the CAV part. Based on [32], the AV controller is expanded
to a CAV. This chapter compares two APFs meant for platooning. Finally, this thesis concludes in
Chapter 4 and discusses recommendations for future work.



2
Autonomous Vehicle

This chapter examines an AV based on the APF-eMPC framework. First, Section 2.1 introduces the
dynamical vehicle model that serves as the controller’s foundation. Hereafter, Section 2.2 discusses
the different APFs which are used by the controller. Hereafter, the designed controller is presented in
Section 2.3. Recent studies on the APF-eMPC framework are case studies that only demonstrate sin-
gle simulations. This chapter goes one step further by examining the control strategy more thoroughly.
Multiple experiments are conducted with a linear and non-linear plant, and with different amounts of
white noise. Three types of essential manoeuvres are used to test the capabilities of the AV. In Sec-
tion 2.4, these different experiments and more specific details regarding the numerical experiments are
discussed. The results from these thorough experiments are presented in Section 2.5 and finally the
key-points are summarized and discussed in Section 2.6.

2.1. Vehicle model

Figure 2.1: Bicycle model schematic, adapted from [30], where forces due to the road-wheel interaction are part of the system.
It is assumed that these forces act on just two wheels instead of four, which explains the model’s name.

The dynamical model which forms the basis for the controller is the Bicycle Model. This vehicle
model was first introduced in 1950s [125]. A visualization is shown in Figure 2.1. The differential
equations are as following [30], [68],

13
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𝑚�̇�𝑥 = 𝐹𝑥𝑇 +𝑚𝑣𝑦𝛾
𝑚�̇�𝑦 = 𝐹𝑓𝑦 + 𝐹𝑟𝑦 −𝑚𝑣𝑥𝛾
𝐼𝑧�̇� = 𝐹𝑓𝑦 𝑙𝑓 − 𝐹𝑟𝑦 𝑙𝑟
�̇� = 𝛾
�̇� = 𝑣𝑥 cos𝜓 − 𝑣𝑦 sin𝜓
�̇� = 𝑣𝑥 sin𝜓 + 𝑣𝑦 cos𝜓,

(2.1)

where 𝜓 is the heading of the car, 𝛾 is the yaw rate, 𝑋 and 𝑌 are the longitudinal and lateral position
in the global frame. Furthermore, 𝑣𝑦 and 𝑣𝑥 represent the velocities in the local longitudinal and lateral
direction. The variable 𝐼𝑧 represents the moment of inertia about the z-axis, which is perpendicular
to the 𝑋 − 𝑌 plane and has the opposite positive direction to gravity. Furthermore, 𝑚 is the mass of
the car, 𝑙𝑓 and 𝑙𝑟 are the distances from the front and rear wheel to the centre of gravity of the vehicle
respectively,𝛿𝐹 is the steering angle of the car. The outer width and length of the car are referred to as
𝑤AV, 𝑙AV respectively.

This vehicle model merges the right and left wheels into one wheel. By doing this, it is assumed
that the forces due to the road-wheel interaction, 𝐹𝑟𝑦 , 𝐹𝑓𝑦, act on just two wheels instead of four which
explains the name of the model: Bicycle Model. The third external force, 𝐹𝑥𝑇 , is the acceleration of the
car. In this model, only lateral forces on the front and rear tires are considered. Herefor, a linear tire
model by Pacjeka is used [126],

𝐹𝑓𝑦 = 𝐶𝑓 (𝛿𝑓 −
𝑣𝑦 + 𝑙𝑓𝛾
𝑣𝑥

)

𝐹𝑟𝑦 = 𝐶𝑟 (−
𝑣𝑦 − 𝑙𝑟𝛾
𝑣𝑥

) ,
(2.2)

where 𝐶𝑓 and 𝐶𝑟 are the cornering stiffness coefficients for the front and rear wheel respectively. The
vehicle is controlled via the following dimensionless control inputs, [𝛿𝑓 , 𝐹𝑥𝑇]

T = [𝐶𝛿𝑢𝛿 , 𝐶𝐹𝑢𝐹]
T, where

𝐶𝛿 and 𝐶𝐹 are normalizing constants that ensure that 𝑢𝛿 and 𝑢𝑓 ∈ [−1, 1] are dimensionless variables
that take the mechanical constraints of the steering and the engine into account. The corresponding
continuous state-space matrices are formulated as following,

�̇� = 𝐴𝑐𝑥 + 𝐵𝑐𝑢
𝑥 = [ 𝑢𝑥 𝑢𝑦 𝛾 𝜓 𝑋 𝑌 ]⊺

𝑢 = [ 𝑢𝛿 𝑢𝐹 ]
⊺ ,

(2.3)

where

𝐴𝑐 =

⎡
⎢
⎢
⎢
⎢
⎣

0 𝑥𝑜𝑝3 𝑥𝑜𝑝2 0 0 0
𝑎21 𝑎22 𝑎23 0 0 0
𝑎31 𝑎32 𝑎33 0 0 0
0 0 1 0 0 0
𝑎51 𝑎52 0 𝑎54 0 0
𝑎61 𝑎62 0 𝑎64 0 0

⎤
⎥
⎥
⎥
⎥
⎦

, (2.4)
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𝑎21 = 𝐶𝑓
𝑥𝑜𝑝2 + 𝑙𝑓𝑥𝑜𝑝3
𝑚𝑥2𝑜𝑝1

+ 𝐶𝑟
𝑥𝑜𝑝2 − 𝑙𝑟𝑥𝑜𝑝3

𝑥2𝑜𝑝1
− 𝑥𝑜𝑝3 ,

𝑎22 = −
𝐶𝑓 + 𝐶𝑟
𝑚𝑥𝑜𝑝1

,

𝑎23 = −
𝑙𝑓𝐶𝑓 − 𝑙𝑟𝐶𝑟
𝑚𝑥𝑜𝑝1

− 𝑥𝑜𝑝1 ,

𝑎31 =
(𝐶𝑓𝑥𝑜𝑝2 + 𝐶𝑓𝑙2𝑓𝑥𝑜𝑝3) − (𝑙𝑟𝐶𝑟𝑥𝑜𝑝2 − 𝑙2𝑟𝐶𝑟𝑥𝑜𝑝3)

𝑥2𝑜𝑝1𝐼𝑧
,

𝑎32 = −
𝑙𝑓𝐶𝑓 − 𝑙𝑟𝐶𝑟
𝐼𝑧𝑥𝑜𝑝1

,

𝑎33 = −
(𝑙2𝑓𝐶𝑓 + 𝑙2𝑟𝐶𝑟
𝐼𝑧𝑥𝑜𝑝1

,

𝑎51 = cos(𝑥𝑜𝑝4),
𝑎52 = − sin(𝑥𝑜𝑝4),
𝑎54 = −𝑥𝑜𝑝1 sin(𝑥𝑜𝑝4) − 𝑥𝑜𝑝2 cos(𝑥𝑜𝑝4),
𝑎61 = sin(𝑥𝑜𝑝4),
𝑎62 = cos(𝑥𝑜𝑝4),
𝑎64 = 𝑥𝑜𝑝1 cos(𝑥𝑜𝑝4) − 𝑥𝑜𝑝2 sin(𝑥𝑜𝑝4),

(2.5)

𝐵𝑐 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 𝐶𝐹
𝑚𝐶𝑓𝐶𝛿

𝑚 0
𝐶𝑓𝐶𝛿𝑙𝑓
𝐼𝑧

0
0 0
0 0
0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (2.6)

These state space matrices are calculated by linearizing the equations of motions Equation 2.1 around
an operating point,

𝑥op = [ 𝑣ref 0 0 0 0 0 ]⊺ . (2.7)

This operating points implies that the AV drives straight at a constant longitudinal speed of 𝑣𝑥 = 𝑣ref,
and 𝑣𝑦 = 𝛾 = 𝜓 = 𝑋 = 𝑌 = 0. Here 𝑣ref is the AVs reference velocity. Based on the continuous state-
space matrices (2.4), (2.6), the discrete state-space matrices 𝐴, 𝐵 are created using the zero-order-hold
method from the SciPy library which is based on [127]; these matrices are calculated as following,

[ 𝐴 𝐵
0 𝐼 ] = 𝑒

[
𝐴𝑐 𝐵𝑐
0 0 ]𝑇

, (2.8)

where 𝑇 is the time-step. The discrete difference equation is as then following,

𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 , (2.9)

where 𝑘 is the 𝑘-th time segment. Furthermore, full measurability is assumed, and lastly the numerical
values used for these parameters can be found in Table A.3 [30].

2.2. Artificial Potential Functions
This section discusses the different APFs used. During the design process of this thesis, the work of
[30] formed the main inspiration. Changes that were made to original APFs of this research, will briefly
be explained. All numerical values used for the APF parameters can be found in Table A.5.
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2.2.1. Road
The main goal of the road APF is to steer the AV away from the road boundary while not interfering to
much when the AV is distanced far enough. The widely used multiplicative inverse function was se-
lected because it best meets these characteristics. Two changes were made to the original version[30].
First, a safety distance was added to account for the width of the AV. Secondly, the multiplicative in-
verse is constrained between the road boundaries; beyond the road boundaries the APF returns infinity.
Because the multiplicative is symmetric around the road boundary, without this change, the AV can be
attracted beyond the road boundary due to the discrete nature of the system. Finally, the road APF is
constructed as following,

Artificial Potential Function: Road

𝑈Road = {
𝑘Road (

1
(𝑌−(𝑌𝑟,𝑟+𝑆+𝑟))2

+ 1
((𝑌𝑟,𝑙−𝑆+𝑟)−𝑌)2

) if 𝑌𝑟,𝑟 + 𝑆 + 𝑟 ≤ 𝑌 ≤ 𝑌𝑟,𝑙 − 𝑆 + 𝑟,

∞ otherwise,
(2.10)

where 𝑘Road is a gain, the safety distance 𝑆 = 0.5𝑤AV. Furthermore, 𝑌𝑟,𝑙 and 𝑌𝑟,𝑟 are the right and left
road boundaries respectively, and 𝑟 represents measurement noise which will be discussed later. The
function is convex and continuous for 𝑌𝑟,𝑟 + 𝑆 ≤ 𝑌 ≤ 𝑌𝑟,𝑙 − 𝑆. In Figure 2.2, the road APF is visualized.

−3 −2 −1 0 1 2 3
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15
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𝑌

𝑈(
𝑌)

Road APF

(2.10)𝑊𝐴𝑉 = 0
(2.10)𝑊𝐴𝑉 = 2

Figure 2.2: For this example, the left road boundary 𝑌𝑟,𝑙 = 3.5, the right road boundary 𝑌𝑟,𝑟 = −3.5, 𝑘 = 1.

2.2.2. Lane
The goal of the lane APF is to repulse the AV away from the lane marker. In contrast with the road
APF, the maximum value should be finite and relatively small allowing the AV still to change lanes when
necessary. During the design process, it was concluded that the original lane APF [30], in the form of
the non-convex Gaussian function was sufficient. No changes were made to the lane APF itself, other
than different numerical values due to tuning of other new parts. All lane markers are represented by
the following APF,

Artificial Potential Function: Lane

𝑈Lane(𝑌) =
𝑛𝐿
∑
𝑖=1
𝑘Lane𝑒

−
(𝑌−(𝑌𝑙,𝑖+𝑟))

2

2𝜎2Lane , (2.11)
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where 𝑌𝑙,𝑖 is the lateral position of the 𝑖-th lane, for a total of 𝑛𝐿 lanes. Furthermore, 𝜎Lane is a parameter
that determines the width of the APF and 𝑘Lane is a gain parameter. Lastly, this function is continuous
for 𝑌 ∈ ℝ. This lane APF can be seen in Figure 2.3 and in Figure 2.4 the combination of the lane and
road APF can be seen.

−3 −2 −1 0 1 2 3
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10

15

20

𝑌

𝑈(
𝑌)

Lane APF

(2.11)

Figure 2.3: For this example, the lane marker is located at 𝑌𝑙 = 0, 𝑘 = 12, 𝜎 = 1.2 and 𝑤AV = 2.
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Road and Lane APF Combined

(2.10) + (2.11)

Figure 2.4: For this example, the left road boundary 𝑌𝑟,𝑙 = 3.5, the right road boundary 𝑌𝑟,𝑟 = −3.5, the lane marker 𝑌𝑙 = 0,
𝑘Road = 1, 𝑘Lane = 12, 𝜎 = 1.1 and 𝑤AV = 2.

2.2.3. Obstacle Vehicle
To make sure the ego AV stays far enough away from each obstacle vehicle, the widely-used Yukawa
function is used [65], [128]. This APF consists out of two parts; a multiplicative inverse and an exponen-
tial function, forming a non-convex function. Similar to the road APF, the multiplicative part ensures that
the ego AV is repulsed away from the APF. The exponential part ensures the APF decreases quickly
when the relative distance increases. This addition ensures that the obstacle APF does not interfere
when there is enough space between the vehicles. In literature, the body of the obstacle vehicle is
often represented by a rectangle set. The Euclidean distance 𝐾 between the ego AV and this set of
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(2.13)

Figure 2.5: Visualization of the obstacle vehicle APF, where only the lateral axis is visualized. Here the enlarged set representing
the obstacle vehicle is 𝐵 = {𝑌|2 ≤ 𝑌 ≤ 8} and thus 𝑤AV = 2. Lastly, 𝑘Obstacle = 1.5, and 𝛼 = 1.

points 𝐵 is calculated as following,

𝐾 =min
𝑏∈𝐵

√(𝑋 − (𝑏𝑋 + 𝑟))2 + (𝑌 − (𝑏𝑌 + 𝑟)))2. (2.12)

Similar to the addition with the road APF, this rectangle set is enlarged to account for the width and
length of the ego AV. This APF is visualized in Figure 2.5. However, during the design process it was
found that this rectangle shape was not sufficient. Inspired by [62], [67], an triangle was added behind
the rectangle set. As explained by the latter reference; the triangle works like an wedge allowing for
an easier lane change. The height of the triangle represents a one second time gap. These changes
lead to the following obstacle APF,

Artificial Potential Function: Obstacle Vehicle

𝑈Obstacle = 𝑘Obstacle
𝑒−𝛼𝐾
𝐾 , (2.13)

where 𝑘Obstacle is a gain parameter, and 𝛼 is an parameters that determines the steepness of the
function. In Figure 2.6, an example showcasing the obstacle APF and the resulted wedge can be
seen.

2.2.4. Velocity
In literature, the ego AV is often enforced to drive forward by either velocity constraints [30] or a quadratic
penalty term [34]. With the latter approach, the AV is still able to brake if an emergency situation would
occur. To ensure, braking is also possible with the constraints approach, slack variables are introduced
[30]. However, with both implementations, braking hard is penalized significantly. In an emergency
situation, the AV should not be penalized as harsh to allow the AV to drive slower. Therefore, this thesis
uses a Gaussian function is used for slower driving than the desired velocity. This implementations still
penalizes the velocity around the desired velocity, similar to a quadratic penalty. However, if a special
situation requires the AV to brake quickly, this movement is not penalized extra. For faster driving, the
same quadratic function is used. The APF has the following form,
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Figure 2.6: An example, where the triangle shape behind the obstacle vehicle creates an wedge, allowing for easier lane
changing.

Artificial Potential Function: Velocity

𝑈Velocity = {𝑘Velocity − 𝑘Velocity𝑒
− (𝑣𝑥−𝑣ref)

2

2𝜎2Velocity if 𝑣𝑥 ≤ 𝑣ref,
𝑘Velocity,2 (𝑣𝑥 − 𝑣ref)

2 otherwise,
, (2.14)

where 𝑘Velocity, 𝑘Velocity,2 are a gain parameters, 𝑣ref the reference velocity and 𝜎Velocity is a parameter
that determines the width of the APF. Furthermore, the function is continuous but non-convex. An
example is visualized in Figure 2.7.

2.2.5. Combined
The overall potential 𝑈 is then defined as,

Artificial Potential Function: Total

𝑈 = 𝑈Road + 𝑈Lane + 𝑈Obstacle + 𝑈Velocity, (2.15)

and an example of this combined function is visualized in Figure 2.8.

2.3. Controller Formulation
Based on the vehicle model, introduced in Section 2.1, and the different APFs, discussed in Section 2.2,
the optimization problem can be formulated. First, the stage cost is defined as 𝑙 ∶ 𝕏 × 𝕌 → ℝ,

𝓁(𝑥𝑘 , 𝑢𝑘) = 𝐾𝑢𝑈(𝑥𝑘) + 𝑢⊺𝑘𝑅𝑢𝑘 , (2.16)

where 𝑘 represents the time step, 𝐾𝑢 is a scalar constant, 𝑅 ∈ ℝ𝑚×𝑚 is a positive definite matrix, 𝑁
is the horizon, 𝕏 is the set of admissible states, 𝕌 is the set of admissible inputs and ℕ is the set of the
predicting horizon. From Equation 2.3 the size of the state 𝑛 = 6 and input 𝑚 = 2. The optimization
problem can then be formulated where the objective function 𝑉𝑁 ∶ ℕ × 𝕏 × 𝕌 → ℝ is defined as a sum
of stage costs,
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Figure 2.7: For this example, 𝑘Velocity = 25, 𝑘Velocity,2 = 2 𝜎 = 3 and the desired velocity 𝑣ref = 14 [𝑚/𝑠].

Optimization Problem: AV

arg min
𝒰𝑢

ℙ𝑁(𝑥0) ∶ 𝑉𝑁 =
𝑁−1

∑
𝑘=0

𝓁(𝑥𝑘 , 𝑢𝑘) (2.17a)

subject to 𝑥𝑘+1 = 𝑓(𝑥𝑘 , 𝑢𝑘), 𝑘 = 0, 1, … , 𝑁 − 1, (2.17b)
𝑢min ≤ 𝑢𝑘 ≤ 𝑢max, 𝑘 = 0, 1, … , 𝑁 − 1, (2.17c)

Δ𝑢min ≤ 𝑢𝑘+1 − 𝑢𝑘 ≤ Δ𝑢max, 𝑘 = 0, 1, … , 𝑁 − 2, (2.17d)
Δ𝑢min ≤ 𝑢0 − 𝑢(𝑡 − 1) ≤ Δ𝑢max , (2.17e)

𝑣𝑥,min ≤ 𝑣𝑥,𝑘 ≤ 𝑣𝑥,max, 𝑘 = 1, 2, … , 𝑁, (2.17f)
𝛾min ≤ 𝛾𝑥,𝑘 ≤ 𝛾max, 𝑘 = 1, 2, … , 𝑁, (2.17g)

𝑥0 = 𝑥(𝑡) + 𝑟, (2.17h)

where 𝒰𝑢 = [𝑢T0 , 𝑢T1 , … , 𝑢T𝑁−1]
T
. The system dynamics 𝑓 ∶ 𝕏 × 𝕌 → 𝕏 (2.17b) are represented by the

linear time-invariant version 𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 from (2.9). The input is constrained by 𝑢min ∈ ℝ𝑚
and 𝑢max ∈ ℝ𝑚 defined in (2.17c). Comparable, the rate of change of the input is constrained by
Δ𝑢min ∈ ℝ𝑚 and Δ𝑢max ∈ ℝ𝑚 defined in (2.17d) and (2.17e). Even-tough, the velocity APF (2.14) is
used to make sure the AV drives with the desired velocity, (2.17f) ensures that the AV does not drive
backwards (𝑣𝑥,min) and to represent the fact that the velocity of the AV cannot increase indefinitely
(𝑣𝑥,max). Furthermore, (2.17g) limits the AVs yaw rate to prevent too violent movements. The limits
𝛾min and 𝛾max are set to the maximum yaw rate experienced during intense maneuvers [129]. The
variable 𝑥(𝑡) is the current state of the vehicle which is determined through measurements. Lastly,
these measurements are not perfect; 𝑟 is measurement noise, which Subsection 2.4.6 discusses in
more detail.

In Table A.4 and Table A.6 the values used for this optimization problem can be found. Appendix D
explains how (2.17) is reformulated into a compact equivalent used in the numerical implementation.

2.4. Experiment Setup
This section explains how this APF-eMPC controller is tested under different circumstances. One of
the main goals of this thesis is to carry out a more extensive analysis than currently can be found
in literature. For each experiment, multiple simulations are carried out. Lastly, for each individual
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Figure 2.8: A visualization of the road, lane and obstacle APF. The road APF creates a larger canyon with a small hill in the
middle due to the lane APF. The obstacle APF creates a larger pillar in the middle of the right lane.

simulation the AVs initial state is varied. This approach gives an insight of the capabilities and limits of
the controller. All numerical values, used in a simulation, can be found in Table A.1.

First, Subsection 2.4.1 explains which performance metrics are used to measure the performance
of the AV based on the APF-eMPC framework. Hereafter, the different scenarios are introduced in
Subsection 2.4.5. Followed by an explanation how measurement noise is used to challenge the con-
troller Subsection 2.4.6. In Subsection 2.4.7 the two different plants are discussed. Lastly, some more
details regarding the simulation itself are given in Subsection 2.4.8

2.4.1. Performance Metrics
The general goal of the CPC strategy is to stabilize the AV while dealing with obstacles that the vehicle
encounters during driving. As this optimization problem is non-convex, a numerical analysis is carried
out. The lateral position is the state which is the most important. The corresponding transient response
of the lateral position will be used to gain an understanding how the different obstacles are handled
under the different circumstances.

Transient Response
For each scenario, a certain maneuver is expected. The parameters of the road and lane APF are tuned
in such a way, that resulted local minima represent the middle line of each lane. From this information,
the expected lane, and thus lateral position to which the AV should converge is known. The transient
response with respect to the expected lateral position 𝑌𝑠𝑠 is analyzed and not the final value. The lateral
trajectory is normalized 𝑌𝑘 = (𝑌𝑘–𝑌0)/(𝑌𝑠𝑠–𝑌0), where 𝑌0 is the initial state of the simulation. Based on
this normalized transient response, the following performance metrics are calculated.

The settling time, is defined as the first time that the error |𝑌𝑘 − 𝑌𝑠𝑠| ≤ 𝜖𝑠𝑡 |𝑌𝑠𝑠 − 𝑌0| and stays in
this settling time band. The parameter 𝜖𝑠𝑡 is the settling time threshold and is equal to 2% [130] [131].
The rise time is defined as the time it takes the AV to rise from 10% to 90% of the way from 𝑌0 to 𝑌𝑠𝑠.
Overshoot is calculated asmax(𝑌𝑘) − 𝑌𝑠𝑠.

2.4.2. Position Prediction Of Obstacle Vehicle
Because the APF-eMPC uses a prediction horizon, the future location of the obstacle vehicle ideally
is known. This requirement, however, is not achievable without extensive V2V communication. As a
consequence, the AV should either consider only the measured location or estimate the future position
of the obstacle vehicle for the whole horizon. The second option is a problem of itself in literature [85],
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[132], [133], [134], [135]. Therefore it is a stretch to presume that the AV can reliably compute the
obstacle future motion states.

However, the first choice of assuming each vehicle to be static is also not acceptable. When the AV
is behind an obstacle vehicle, it will behave conservatively; because the obstacle vehicle is perceived
to be static, the ego AV will stay further away from the obstacle vehicle than necessary. Furthermore,
presuming that the obstacle vehicles behind the ego AV are static is dangerous. If an AV wants to
overtake a slower obstacle vehicle, it must change lanes. However, if an obstacle car in the adjacent
lane moves faster than the ego AV, an accident may occur since the AV feels there is enough leeway
for a lane change.

Following this reasoning, it would be illogical to design an AV that is incapable of predicting. Similarly
to [30], the obstacle future position is predicted assuming constant velocity and heading during the
optimization horizon.

Lastly, in [30] only the obstacles in front of the AV were considered in the optimization. However,
for obstacles vehicles approaching the AV from behind, dangerous lane changes would still be the
result. Therefore, this thesis also takes vehicles behind the AV into account as well. Assuming that the
sensors are limited, only obstacle vehicles that are in a range of 𝐿min = 50[𝑚] ≤ 𝑋𝐴𝑉 ≤ 𝐿max = −25[𝑚]
are considered.

2.4.3. Horizon
Generally, a longer horizon is preferred such that obstacles can be anticipated earlier, for example.
In [30] a horizon of 𝑁 = 20 is used. During the different design iterations, computational time was a
limiting factor that hindered the research progress. A larger horizon increases the computational time
non-linear. Herefor it was decided to lower the horizon to 𝑁 = 15. In combination with a time step of
0.1 seconds, the AV is able to look 1.5 seconds ahead. Computational time became bearable and the
AVs control capability was still satisfactory.

2.4.4. Dimensions
Road

Figure 2.9: The grey road containing two lanes.

Fro the simulations from the original inspiration [30], a lane width of 5𝑚 was used. However, in
Europe and especially the Netherlands, 3.5𝑚 is a more common lane width. Herefor, the road width
was changed to 3.5𝑚 to ensure more realistic scenarios.

Furthermore, the road boundary is usually not the actual physical edge of the road. Often, there
is an extra buffer, named a redresseerstrook in dutch. For these simulations an extra width of 0.3𝑚 is
added to the road [136]. In Figure 2.9, both features are visualized.

Car
In [30], no outer car dimensions were shared. Based on [30, Fig. 2] and the other known parameters,
it was estimated that the authors used an average city car for simulations. For the simulations carried
out in this thesis, the outer dimensions of the car were set to 5𝑚 and 2𝑚 which approximates the
dimensions of such an average city car [137].
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2.4.5. Scenarios
There are different kinds of maneuvers possible on a road. In general, these can be split up into three
basic maneuvers; lane keeping, car-following and lane changing. If an AV is able to execute these, the
AV is capable to drive on a road. Inspired by the simulations from [30], three scenarios are formulated
such that these three basic driving maneuvers can be tested. Finally, one extra scenario is used where
everything comes together. Because these scenarios are relatively simple, an expected steady state
𝑌𝑠𝑠 of the AV can be formulated.

Lane Keeping

Figure 2.10: With the lane keeping scenario, the AV is initialized close to the middle lane marker with a longitudinal velocity of
14𝑚/𝑠.

The AV is initialized at the side of the lane with no other obstacle vehicles around, visualized in
Figure 2.10. Influenced by the road and lane APF, the AV should be able to drive back to the middle of
the lane.

Car-Following

Figure 2.11: With the car-following scenario, the AV is initialized in the middle of lane with a longitudinal velocity of 14𝑚/𝑠. In
front of the AV, a yellow obstacle vehicle is ahead with a longitudinal velocity of 13.3𝑚/𝑠.

The AV is initialized in the middle of the right lane, visualized in Figure 2.11. In the same lane,
an obstacle vehicle is initialized in front of the AV. The obstacle vehicle drives 5% slower than the AV
such that it will catch up. Is the AV capable of staying behind another obstacle vehicle without any
unnecessary wild maneuvers?

Lane Changing
The AV is initialized in the middle of the right lane. In the same lane, a static obstacle vehicle is present,
visualized in Figure 2.12. The AV is expected to make a lane change such that the obstacle vehicle is
avoided and the AV can continue driving.
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Figure 2.12: With the lane change scenario, the AV is initialized in the middle of lane with a longitudinal velocity of 14𝑚/𝑠. In
front of the AV, a static yellow obstacle vehicle is present.

Emergency Stop
This scenario a combination of the other three scenarios. The obstacle vehicle is initialized behind a
moving obstacle vehicle. Suddenly, the obstacle vehicle performs an emergency brake with a deac-
celeration of 8𝑚/𝑠2, which a modern vehicle with good brakes and tyres, is capable of [138]. To avoid
crashing with the obstacle vehicle, the AV is thus expected to make a lane change. Will the prediction
of the obstacles future position, explained in Subsection 2.4.2, be sufficient to anticipate the emergency
stop: braking is not taking into account in this calculation.

2.4.6. Measurement Noise
The AV relies on measurements to make decisions. In practice, these measurements are not perfect.
As the measurements become more inaccurate, the controller will have a harder time navigating the
road. By simulating measurements noise as well, the limits of the controller will be found. During the
simulations, noise is calculated as following,

𝑟 = 𝑟𝑖 ∗ 𝑊(0, 1), (2.18)

where 𝑊 is a Gaussian function with mean zero and a standard deviation of one. Multiple numerical
values for gain 𝑟𝑖 are used in this thesis, which can be found in Table 2.1.

Parameter Value Unit Explanation
𝑟0 0 - No Noise
𝑟1 1𝑒−6 - Noise level 1
𝑟2 1𝑒−5 - Noise level 2
𝑟3 1𝑒−4 - Noise level 3
𝑟4 1𝑒−3 - Noise level 4

Table 2.1: Numerical values to imitate different amount of measurement noise

2.4.7. Plant
After an control input is found, it gets injected into a plant, which is a simplified model representing the
AV. Two types of plants are used. The first is the same linearized model which the eMPC uses (2.9).
The plant is thus updated by a linear algebra operation. The second plant is the non-linear Bicycle
Model Equation 2.1. With this implementation, the plant is updated by solving a initial value problem
for the equations of motions from the Bicycle Model (2.1) using the SciPy library. For both plants, it
is assumed that the calculation of the control input happens instantly. As the second plant is more
realistic, it is interesting to see under what circumstances the performance differs.

2.4.8. Simulation Details
The rest of this subsection will discuss some important details which are important for the simulation.
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Optimization Method
To simulated the different experiments, the Python programming language is used. To solve the opti-
mization the Constrained Optimization BY Linear Approximation (COBYLA) algorithm from the SciPy
library is used. This derivative-free numerical optimization method was invented by Powell [139], [140].
As explained in the original work, no global properties or conditions can be given. As the acronym sug-
gest, the objective function and constrains are linearly approximated by (N+1) points, which form the
vertices of a simplex. Based on these approximations, a solution is found using trust regions. When
the solution can no longer improve, the radius of the trust region is reduced similar to the way Nelder-
Mead works [141]. When the radius of the trust region, tol, has become sufficiently small, the algorithm
stops. The relevant numerical values can be found in Table A.6.

Orientation of Axis
The AVs local coordinate system is oriented following the right-hand rule [31]. The forward direction of
the AV is along the local positive X axis. The local positive Y axis is in the direction when looking to the
left from inside the car. The global axis are aligned in the same manner. The global X axis is parallel
to the forward driving direction on the road. The global Y axis is perpendicular to this axis.

Auto Stop
During the simulations two checks are performed to see if the AV has either crossed the redresseer-
strook or collided with another vehicle. If one of these events happen, the simulation is labeled as a fail
and is aborted. To simplify these collision checks, it is assumed that the dynamical COG is the middle
of the outer dimensions of the car.

Initial State

Distribution Initial Lateral Position

Figure 2.13: Distribution of the initial lateral positions off an lane keeping experiment for 100 simulations. The orange line
represents the Gaussian function.

To explore the limits of the framework multiple simulations are carried out with different initial states.
For each discussed scenario there is a specific base lateral position, which is perturbed using a Gaus-
sian distribution, with a zero mean and standard deviation of 0.05𝑚. An example for the lane keeping
scenario can be seen in Figure 2.13.

The initial longitudinal velocity is set to 14𝑚/𝑠, 50𝑘𝑚/ℎ, which resembles a city road and is thus
more realistic than [30]. The remaining states are set to zero.

Warm-start
To give each optimization a head start, a so-called warm-start is provided. The previous found input
sequence is reused; the first time step (as it was just injected into plant) is deleted and the last time
step is repeated. For the first optimization, a warmstart is not possible. That is why a zero vector is
provided, which resembles driving with a constant heading and velocity.
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2.4.9. Algorithms
Based on everything discussed so far, the original standard MPC algorithm, Algorithm 1, is updated to
Algorithm 2. Furthermore, Algorithm 3 contains all the steps how each simulation is carried out.

Algorithm 2 APF-eMPC
1: Measure AVs current state 𝑥(𝑡) and surroundings
2: Predict future positions of all obstacle vehicles assuming constant velocity and heading
3: Set 𝑥𝑜 ∶= 𝑥(𝑡)
4: Set min and max limits (2.17c) - (2.17g)
5: Create warm-start based on previous time-step 𝑢(𝑡 − 1)
6: Solve ℙ𝑁 (2.17) for 𝑥0
7: Select 𝑢0 of calculated input sequence,
8: Inject this control input 𝑢0 into the plant using (2.1) or (2.9)

Algorithm 3 Autonomous Vehicle Simulation
1: Initialize AV
2: Perturb 𝑌
3: Create list of Obstacles according to scenario
4: 𝑇sim := Length Simulation
5: for 𝑘 ← 1 to 𝑇sim do
6: Add noise to measurements
7: Move AV using Algorithm 2
8: for Obstacle in Obstacles do
9: Move Obstacle
10: end for
11: if AV Crossed Redresseerstrook then
12: break
13: else if AV crashed with a Obstacle then
14: break
15: end if
16: end for

2.5. Results
For each scenario, the expected steady state 𝑌𝑠𝑠 for the lateral position is known, such that the normal-
ized transient response can be calculated from the initial and the expected lateral position. If a simula-
tion does not manage to settle in the settling time band, it is labelled as a fail. Only the simulations that
were considered to be a success, are further analyzed. For each experiment, 100 simulations were
carried out. The plots that are deemed relevant for the analysis are shown in this section. However, all
data can also be found in Appendix B.

2.5.1. Lane keeping
Lateral Position
Firstly, Figure 2.14 shows that the AV is able to converge to the middle of a lane. The simulations that
were influenced by noise, oscillate more, depicted in Figure 2.15. From Figure 2.16a, it becomes clear
that for simulations with the most noise levels, around 55-60 % of the simulations, manage to settle in
the settling band. Between the two plants there is little difference. For more noise, the AV operates
further from the linearization point, making it more difficult to stabilize the AV.

However, even for the simulations without noise, there a few trajectories that converge to the adja-
cent lane. In Figure 2.16a, it can be seen that this only happened for a few simulations, as these were
labelled as not a success. Even tough the middle of a lane was reached, it was not the lane which
was expected. This observation can be explained as following; as the AV is initialized slightly next to
the local maximum of the lane APF, it was expected that the AV would follow the gradient towards the
middle of the lane. However, because the optimization is based on a discrete sum of stage costs, only
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Lane Keeping: Lateral Position

Figure 2.14: The lateral position for the scenario lane keeping. If the trajectory converges to 𝛿𝑌 = 0, this result implies that the
AV is driving in the middle of the expected lane. The black lines represent the road boundaries, the grey dotted line road
boundary including the width of the vehicle, the black dashed line represents the lane marker. The rows represent different

noise levels, where the first rows has no noise and the last one the most noise. The left column represents the linear plant and
the right column the non-linear plant.

part of the lane APF was sampled and this setup can thus result in the AV skipping the peak of the lane
APF.

Due to the noise, the AV can interpret its own position closer to the lane marker than it actually
is, which can result that the skipping behaviour happens even faster. For the maximum noise, it can
also be observed in the lower right subplot, that one trajectory suddenly started to move back to the
other lane. Because there is nothing in the vicinity that should be avoided, this behaviour is highly
undesirable.

Lastly, there seems to be hardly any difference between the linear and non-linear plant, which is
interesting as Figure 2.18 shows that the yaw rate relatively far from the linearization point of zero.
However, only two turns are carried out which could explain the similarities.

So the AV is able to find the minimum of a lane. However, for a certain size time-step in combination
with a high enough velocity, the optimization does not sample the lane APF sufficiently which can result
unexpected behaviours. With a higher velocity, this skipping can occur even faster as the discrete
points lie further from each other.

Transient Response
The success percentages for the higher noise levels can be deceptive. Figure 2.16b shows that the
settling time for the simulations with noise level four is almost equal to the length of the simulation (i.e.
ten seconds). If the simulations would have continued for longer, the trajectories most likely would have
moved out of the settling band which becomes more clear from Figure 2.17.

Another essential point to note is that the settling time band depends on the difference between the
initial state and the expected final state. Because the AV is expected only to move slightly, the settling
time band is smaller compared to the other scenarios.
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(a) Without Noise

(b) With Noise

Figure 2.15: Two animations showcasing lane keeping with noise in Figure 2.15b and without noise in Figure 2.15a.

The rise-times, visualized in Figure 2.16c, are grouped at 0.4𝑠 or 0.5𝑠 which generally is the same
for all noise levels, except for a few outliers with the highest noise level. This observation is because
the measurements are carried out at each time step as explained in Subsection 2.4.7. The spread
between 0.4𝑠 and 0.5𝑠 is almost identical, indicating that the actual rise-time is highly similar. Lastly,
due to the noise the highest noise level has a larger overshoot, depicted in Figure 2.16d.

Yaw Rate
Figure 2.18 shows that the AVs yaw rate. It clearly can be seen that during the initial maneuver the
controller steers the AV to the middle of the lane with the maximum allowed yaw rate. This behaviour
ensures that the AV converges as fast as possible to the minimum of the combined road and lane APF,
illustrated in Figure 2.4. Figure 2.18 also shows that the yaw rate during the maneuver is a lot higher
than is considered to be comfortable [142]. For the simulations with a lot of noise this problems is even
worse, as the yaw rate does not settle between this comfortable band.

Optimization Iterations
Figure 2.19 shows that the warmstart ensures that less iterations are required after the AV has con-
verged to the middle of the lane. However, when there is a lot of measurement noise, the warm start is
not sufficient and each optimization requires the same amount of iterations. Lastly, the top row shows
that during the first part of the simulation, less iterations were required for the experiment with the linear
plant than with the non-linear plant, indicating that the warm start is more effective for the linear plant.
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Lane Keeping: Transient Response Metrics

(a) Success Ratio

(b) Settling Time

(c) Rise Time

(d) Overshoot

Figure 2.16: Transient response metrics for the scenario lane keeping. The small numbers in the blue boxes in the subplots
Figure 2.16c, Figure 2.16b, Figure 2.16d, indicates how many simulations were able to reach the settling band before the

simulations ended. The overshoot, rise-time and settling-time is thus only calculated for the simulations that were labelled as a
success. The success ratios are plotted in Figure 2.16a as well, where the red areas indicate fail and the green success.

Lastly, 𝑃1 implies the linear plant and 𝑃2 the non-linear plant.
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Lane Keeping: Transient Response Lateral Position

Figure 2.17: When the trajectories converge from zero to one, the AV manage to converge to the expected lane. Furthermore,
the left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row

represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row had
the most noise.
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Lane Keeping: Yaw Rate

Figure 2.18: The dashed red lines represents the yaw rate constraints (2.17g) and the dotted grey lines represent the
comfortable yaw rate for the reference velocity 𝑣ref, as defined by [142]. Furthermore, the rows represent different noise levels,
where the first rows has no noise and the last one the most noise. The left column represents the linear plant and the right

column the non-linear plant.



32 2. Autonomous Vehicle

Lane Keeping: Number of Iterations

Figure 2.19: The average and the corresponding standard deviation for the amount of iterations is visualized in this figure. The
left column represents the linear plant and the right column the non-linear plant. The upper row had no noise and the lower row
had the most noise. The plots with less noise do not converge to zeros, as might appear, but have an average around 350-400

iterations.
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2.5.2. Car-Following

Car-Following: Lateral Position

Figure 2.20: The lateral position for the scenario car-following; 𝛿𝑌 = 0 implies that the AV is driving in the middle of the
expected lane. The black lines represent the road boundaries, the grey dotted line road boundary including the width of the
vehicle, the black dashed line represents the lane marker. The rows represent different noise levels, where the first rows has
no noise and the last one the most noise. The left column represents the linear plant and the right column the non-linear plant.

Figure 2.20 shows that for the lower noise levels all trajectories stay in the same lane as where they
started. The AV lowers its velocity to match it with the obstacle vehicle, as can be seen in Figure 2.21.
This action allows the AV to follow a car that drives slightly slower than the AVs reference velocity,
without changing lanes. Both figures, show that for more noise, there a few trajectories that change
lane and the car-following behaviour is undesirable aborted.
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Car-Following: Longitudinal Velocity

Figure 2.21: When the AV drives with 𝛿𝑣𝑥 = 0, the vehicle drives with the desired reference speed 𝑣ref. The rows represent
different noise levels, where the first rows has no noise and the last one the most noise. The left column represents the linear

plant and the right column the non-linear plant.

2.5.3. Lane Changing
Lateral Position
Figure 2.22 illustrates that the trajectories with less noise are almost identical. All simulations manage
to change lane and avoid the obstacle vehicle. When more noise gets added, the trajectories start
to differ. Some converge back to the original starting lane instead of the adjacent lane. Unnecessary
changing lane, like with lane keeping, is not observed before the obstacle vehicle is encountered. The
skipping problem, due to the discrete nature of the system, does thus not occur when initiated around
the middle of the lane. Even tough it was not what was expected that some trajectories would converge
back to the original lane beforehand, the AV still manages to avoid the obstacle and converge back to
the middle of a lane.

Transient Response
The amount of success, as shown in Figure 2.23a, is a lot higher than with the lane keeping scenario
because the settling-time band is larger. So now there are simulations, influenced by the highest noise
level, that manage to stay in this broader settling-time band. The rise time, visualized in, Figure 2.23c,
is similar for all experiments. There is a bit more spread for the highest noise level. Similarly, the
overshoot is a lot higher for the this amount of noise Figure 2.23d. Again, the differences between the
two plants is negligible.
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Lane Changing: Lateral Position

Figure 2.22: The lateral position for the scenario lane changing. If the trajectory converges to 𝛿𝑌 = 0, this result implies that
the AV is driving in the middle of the expected lane. The black lines represent the road boundaries, the grey dotted line road
boundary including the width of the vehicle, the black dashed line represents the lane marker. The rows represent different

noise levels, where the first rows has no noise and the last one the most noise. The left column represents the linear plant and
the right column the non-linear plant.
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Lane Changing: Transient Response Metrics

(a) Success Ratio

(b) Settling Time

(c) Rise Time

(d) Overshoot

Figure 2.23: Transient response metrics for the scenario lane changing. The small numbers in the blue boxes in the subplots
Figure 2.23c, Figure 2.23b, Figure 2.23d, indicates how many simulations were able to reach the settling band before the

simulations ended. The overshoot, rise-time and settling-time is thus only calculated for the simulations that were labelled as a
success. The success ratios are plotted in Figure 2.23a as well, where the red areas indicate fail and the green success.

Lastly, 𝑃1 implies the linear plant and 𝑃2 the non-linear plant.
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2.5.4. Emergency Stop

Emergency Stop: Lateral Position

Figure 2.24: The lateral position for the scenario emergency stop. If the trajectory converges to 𝛿𝑌 = 0, this result implies that
the AV is driving in the middle of the expected lane. The black lines represent the road boundaries, the grey dotted line road
boundary including the width of the vehicle, the black dashed line represents the lane marker. The rows represent different

noise levels, where the first rows has no noise and the last one the most noise. The left column represents the linear plant and
the right column the non-linear plant.

Generally, the same observations as with the prior three scenarios can be made. Most trajectories
were able to avoid the obstacle safely. Furthermore, in comparison with the lane lane changing sce-
nario, there are hardly any trajectories that converge back to the original starting lane after the lane
changing maneuver. Avoiding a vehicle at maximum breaking speed, with this specific horizon, is less
challenging than a static vehicle. The prediction of the future position of the obstacle vehicle appears
to be adequate.

However, in lower subplots off Figure 2.24 two outliers can be observed. These trajectories attempt
to make a lane change by steering to the right instead to the left. However, because of this the AV
crosses the road boundary. Even tough, this approach does not happen on a regular basis, the AV
should still be able to handle this situation.

2.6. Discussion
The first half of this thesis attempted to provide a better understanding of the limitations of an AV based
on the APF-eMPC framework as yet no stability analysis has yet been found in literature. Several
experiments were carried out, where the most important types of driving manoeuvres were simulated.
A linear and non-linear plant were used in combination with different levels of white noise were used
to test the controller’s capabilities.

The results demonstrate that the AV can manage the three most important forms of driving: lane
keeping, car-following, and lane changing. For lower noise levels, the AV can carry out these basic
manoeuvres. However, with increasing noise levels, the AV sometimes misinterprets the level of risk,
resulting in a larger spread of trajectories, increased oscillation, and in some simulations, a crash. As
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a result, safety cannot be assured when noise level four, defined in Subsection 2.4.6, influences AV
measurements.

Additionally, the results demonstrate clearly that the AV executes these maneuvers relatively vio-
lently as the yaw rate exceeds the values which are considered to be comfortable. This observation
makes sense as only the yaw rate was hard constrained and thus the AV tries to converge to the
minimum of the road and lane APF with the largest allowed yaw rate.

Furthermore, small but negligible differences between the linear and non-linear plant was observed,
implying that deviating from the linearization point is not a concern for these types of manoeuvres while
driving at 14𝑚/𝑠, 50𝑘𝑚/ℎ and executing two turns. What would happen if the AV would make more
turns in one maneuver while driving at a higher velocity?

These simulations also show that, for this specific setup, the basic prediction of an obstacle vehicle’s
future position is adequate to avoid a collision with an obstacle vehicle performing an emergency stop.

Additionally, the results demonstrated that, for this particular setup, the size of the timestep can
impact the AVs behaviour. Due to the discrete nature of the optimization, the APFs are only partially
sampled, and the peak of the lane APF may be skipped and resulting in the unexpected lane-changing
with the lane-keeping scenario. With a higher velocity, this effect will be more significant as the dis-
tance between the predicted positions increases. A steeper lane APF could prevent this behaviour, but
decreasing the timestep will probably be more beneficial as the gaps between the predicted positions
become smaller.

In general, the AV based on the APF-eMPC framework can steer the vehicle around without needing
a positional trajectory reference and handle a certain noise level. Safety cannot be assured from the
highest noise level, and additional procedures are required to mitigate this amount of noise.
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Connected Autonomous Vehicles

This chapter extends the framework to a CAV, such that cooperative driving is possible. This chapter
discusses only the steps required to create the CAV controller, based on the AV from Chapter 2. The
goal is to compare two different APFs that enforce car-following. First, these two APFs are introduced in
Section 3.1. Hereafter, the controller optimization is updated in Section 3.2. Furthermore, Section 3.3,
discusses the details of the three scenarios, which test the controllers, and what performance metrics
are used. The CAVs are required to close different size gaps between them such that a tighter platoon
formation is created. The results from these experiments are presented in Section 3.4 and finally the
key points are summarized and discussed in Section 3.5.

3.1. Artificial Potential Functions
The control of an individual CAV inside a platoon can be split up in longitudinal control and lateral con-
trol. As explained in Section 1.2, longitudinal control is mostly studied in literature, as it affects the
performance of the platoons the most. However, because the dynamics are coupled, lateral control
still is relevant. This section introduces and briefly discusses the two longitudinal APFs found in litera-
ture, followed by the lateral APF. All numerical values used for the APFs parameters can be found in
Table A.5.

3.1.1. Longitudinal Control
In Chapter 2, it was shown that the AV is capable of maintaining a safe distance from the vehicle
ahead. However, within a platoon, the CAV should actively maintain a specific relative distance from
the preceding vehicle and not only a safe enough distance. So the car-following behaviour in this
context can be split up in two separate actions. First, the CAV is attracted towards the desired position
if its to far away. Secondly, to minimize the risk of collision, the CAV should maintain a large enough
distance from the preceding vehicle.

The first APF is an asymmetric function [82], [83], based on the Lennard-Jones function which
imitates inter-molecular interactions, such that the repulsive part and the attractive part are different.
The idea of the asymmetrical property is that when the distance between the preceding vehicle is too
small, braking hard is required to minimize the risk of collision. Whereas gap closing can happen more
gradually. This APF is constructed as following,

Artificial Potential Function: Platoon Longitudinal Control - I - Inter-Molecular

𝑈Platoon,1 = {
𝑘Platoon,𝑋1 +

𝑘Platoon,𝑋1
𝑎−𝑏 (𝑏 ( 𝑋𝑟

Δ𝑋+𝑟)
𝑎
− 𝑎 ( 𝑋𝑟

Δ𝑋+𝑟)
𝑏
) if Δ𝑋 + 𝑟 ≤ 0,

∞ otherwise,
, (3.1)

where Δ𝑋 = 𝑋𝑜−𝑋 and 𝑋𝑜 is the longitudinal position of preceding CAV, which the ego CAV is following.
The variable Δ𝑋 thus represents the relative longitudinal distance, and 𝑋𝑟 is the required safety distance

39
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between the two vehicles. Furthermore, 𝑘Platoon,𝑋1 is a gain, and the parameters 𝑎 and 𝑏 shape this
function. The latter two were fitted to traffic data [83]: this APF thus represents actual human driving.
Lastly, to avoid dividing by zero, the APF is updated such that it returns ∞ for Δ𝑋 + 𝑟 ≤ 0. The second
APF that enables platooning is a symmetric quadratic function [34],

Artificial Potential Function: Platoon Longitudinal Control - II - Quadratic

𝑈Platoon,2 = 𝑘Platoon,𝑋2 ((Δ𝑋 + 𝑟) − 𝑋𝑟)
2 , (3.2)

where 𝑘Platoon,𝑋2 is a gain. For comparison, these two functions are visualized in Figure 3.1, where
different time-gaps are represented by vertical lines. For the repulsion part, Δ𝑋 < 𝑋𝑟, it can be observed
that inter-molecular APF (3.1) is stronger than (3.2), because the inter-molecular APF increases faster
for Δ𝑋 → 0∀Δ𝑋 ≤ 𝑋𝑟.

The differences for the attraction part reversed. First, both functions are comparable when Δ𝑋−𝑋𝑟 is
small for 𝑋 > 𝑋𝑟. However, for a larger time-gaps, it can be observed that (3.1) is smaller than (3.2) and
this difference keeps growing for even larger inter-vehicle distance. Figure 3.1 shows that the gradient
of the quadratic APF keeps increasing while the gradient of the inter-molecular APF decreases for
Δ𝑋 → ∞∀Δ𝑋 >> 𝑋𝑟. So the quadratic APF (3.2) keeps getting larger than the inter-molecular APF
(3.1) when inter-vehicle distance increases. Lastly, Figure 3.1 shows that inter-molecular APF (3.1) is
non-convex, whereas (3.2) is convex.
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Figure 3.1: Visualization of the two platoon APFs for longitudinal control, where 𝑘Platoon,𝑋1 = 1, 𝑘Platoon,𝑋2 = 1400, 𝑎 = 1.648,
𝑏 = 0.713 and 𝑋𝑟 = 21[𝑚]. When driving with 𝑣𝑥 = 14[𝑚/𝑠], Δ𝑋 = 63[𝑚] and Δ𝑋 = 133[𝑚] represent a three and eight

second time gap respectively from the desired required safety distance 𝑋𝑟.

Required Safety Distance
There this thesis uses a constant time gap (CTH) to calculated 𝑋𝑟,

Required Safety Distances:Constant Distance Headway (CDH)

𝑋𝑟 = 𝑡0𝑣𝑥 (3.3)

where 𝑡0 represents the required time-gap between vehicles. Thus the longitudinal platoon APF does
not only depend on the (relative) longitudinal distance, but also on the longitudinal velocity. In Fig-
ure 3.2, this extra dimension is visualized. For a larger 𝑣𝑥, the local minimum in the 𝑋𝑟 axis increases.
The red trajectories represent possible trajectories during gap closing. When the relative distance
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(a) Inter-Molecular Platoon APF (3.1) with CTH (3.3)
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(b) Quadratic Platoon APF (3.2) with CTH (3.3)

Figure 3.2: The two longitudinal platoon APFs, (3.1) and (3.2) are shown using a surf plot. The CTH (3.3) is represented by the
cyan lines. The red lines demonstrate possible trajectories if the CAV would be distanced further away than the required 𝑋𝑟. To
close this gap, the CAV would first need to increase its 𝑣𝑥 and afterwards slow down when the CAV approaches the correct Δ𝑋.
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between ego CAV and the preceding CAV is too large, the ego CAV first needs to increase 𝑣𝑥. Here-
after, the velocity needs to decrease again such that the ego CAV can drive at the same speed as the
preceding vehicle at the correct 𝑋𝑟.

3.1.2. Lateral Control
Because researchmainly focuses on on longitudinal control for platoon, only one lateral APF is currently
found [34]. This APF is a quadratic function,

Artificial Potential Function: Platoon Lateral Control

𝑈Lateral = 𝑘Platoon,𝑌 (𝑌𝑜 − 𝑌)
2 , (3.4)

where 𝑌𝑜 is the lateral position of preceding vehicle which the ego CAV is following and 𝑘Platoon,𝑌 is
a gain. This quadratic function is convex and symmetric.

3.1.3. Combined
The two longitudinal APFs, (3.2) and (3.1) are combined with the lateral version (3.4) to create the two
platoon APFs,

𝑈Platoon,1 = {
𝑘Platoon,𝑌 (𝑌𝑜 − 𝑌)

2 + 𝑘Platoon,𝑋1 (
1
𝑎−𝑏 (𝑏 (

𝑋𝑟
Δ𝑋+𝑟)

𝑎
− 𝑎 ( 𝑋𝑟

Δ𝑋+𝑟)
𝑏
) + 1) if Δ𝑋 + 𝑟 ≤ 0,

∞ otherwise,
,

(3.5)

𝑈Platoon,2 = 𝑘Platoon,𝑌 (𝑌𝑜 − 𝑌)
2 + 𝑘Platoon,𝑋2 ((Δ𝑋 + 𝑟) − 𝑋𝑟)

2 . (3.6)

3.2. Controller Formulation
Each CAV in the platoon solves its own optimization, making the whole platoon control scheme a
decentralized setup. The optimization behind eMPC, as defined in Section 2.3, stays the same for the
leader vehicle. For each the follower, the combined potential term (2.15) is updated as following,

Artificial Potential Function: Combined - Follower

𝑈Follower,𝑖 = 𝑈Road + 𝑈Lane + 𝑈Obstacle + 𝑈Velocity + 𝑈Platoon,𝑖 , (3.7)

where 𝑖 is either 1 or 2. So for each follower the platoon APF is added. Similarly, the stage cost (2.16)
is updated,

𝓁Follower,𝑖(𝑥𝑘 , 𝑢𝑘) = 𝐾𝑢𝑈Follower,𝑖(𝑥𝑘) + 𝑢⊺𝑘𝑅𝑢𝑘 , (3.8)

where 𝑖 is either 1 or 2. The two different optimization problems for each CAV follower is formulated as
following,

Optimization Problem: CAV - Follower - I - Inter-Molecular Platoon APF

arg min
𝒰𝑢

ℙ𝑁,Follower,1(𝑥0) ∶ 𝑉𝑁 =
𝑁−1

∑
𝑘=0

𝓁Follower,1(𝑥𝑘 , 𝑢𝑘) (3.9a)

subject to (2.17b), (2.17c), (2.17d), (2.17e), (2.17f), (2.17g), (2.17h), (3.9b)
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Optimization Problem: CAV - Follower - II - Quadratic Platoon APF

arg min
𝒰𝑢

ℙ𝑁,Follower,2(𝑥0) ∶ 𝑉𝑁 =
𝑁−1

∑
𝑘=0

𝓁Follower,2(𝑥𝑘 , 𝑢𝑘) (3.10a)

subject to (2.17b), (2.17c), (2.17d), (2.17e), (2.17f), (2.17g), (2.17h). (3.10b)

3.3. Experiment Setup
This section discusses how the two controllers based on the two platoon APFs (3.10) and (3.10) are
simulated. First, Subsection 3.3.1 discusses what performance metrics are used to compare the con-
trollers. Hereafter, the V2V implementation is explained in Subsection 3.3.2. Followed by Subsec-
tion 3.3.3 which introduces the different scenarios which are used to test the different capabilities.
Subsection 3.3.4 briefly discusses how the different gains for the platoon APFs were chosen. Subsec-
tion 3.3.5 explains how the multiple simulations are initialized. Finally, all the steps are summarized in
an algorithm formulation in Subsection 3.3.6.

3.3.1. Performance Metrics
Similar to Subsection 2.4.1, the settling time, the rise time and the overshoot of a transient response
are analyzed to quantify the performance. However, instead of the lateral dynamics, the longitudinal
dynamics are now considered. More specifically, the sum of all relative distances between the vehicles
is used to study performance of the group as a whole. In literature, this goal is also referred to as string
stability and is formulated in Definition 3.3.1.

String Stability

Definition 3.3.1. (SS) A string of vehicles is stable if, for any set of bounded initial disturbances
to all the vehicles, the longitudinal position fluctuations of all the vehicles remain bounded, and
these fluctuations approach zeros as t → ∞ [113].

In addition, the authors of [113] also explain that string stability implies that ”the [platoon] distur-
bances are not amplified when propagating along the vehicle string”. Furthermore, for longitudinal
position fluctuations, the following variable is formulated,

Δ𝑋tot =
∑𝑛𝑝𝑖=2 𝑋𝑖−1 − 𝑋𝑖
𝑋𝑟(𝑛𝑝 − 1)

(3.11)

where 𝑛𝑝 is the amount of vehicles in a platoon, 𝑖 is the 𝑖-th vehicle, and 𝑋𝑟 is the required relative
longitudinal distance. Similarly to the experiments with the AV, explained in Subsection 2.4.1, a nor-
malized transient response is calculated for Δ𝑋tot. Furthermore, the authors of [113] have defined the
following platoon disturbances;

Platoon Disturbances

• Type I: Initial condition perturbations for the leading vehicle

• Type II: Initial condition perturbations for all vehicles

Because SS implies longitudinal dynamics, these types of disturbances are assumed to refer to
longitudinal perturbations and disturbances. With a type I disturbance, only the gap with the leader
vehicle and the first follower is incorrect. The gaps between all other vehicles are correct. An example
off this type of disturbance is a platoon which is already formed attempts to attach itself to another
vehicle in front or another platoon, merging these two platoons.
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3.3.2. Vehicle to Vehicle Connectivity
During simulations, each CAV gathers information about the surrounding vehicles. Via V2V each CAV
receives the current motion states of the vehicle in front. This type of information flow topology is
visualized in Figure 1.12. This setup implies that each CAV should predict the future states of the other
vehicles.

3.3.3. Scenarios
To compare the two different controllers, (3.10), (3.9), three different scenarios are created. These
different scenarios will give insight of the limits of the controllers. The type I and II platoon disturbances
are used in combination with a small and larger initial time gap. Lastly, the platoon contains five vehicles
including the leader vehicle and 𝑡0 = 1.5𝑠.

Scenario Platoon 1: Disturbance Type I - One Second Time Gap

Figure 3.3: Initial position of the platoon, where the inter-vehicle distance between the front vehicle and the second vehicle is
one second larger than required.

For the first scenario, the platoon is initialized such that the initial gap away from the preceding
vehicle is one second larger than the required safety distance. This calculation is based on the velocity
reference 𝑣ref. This setup is visualized in Figure 3.3. This scenario could resemble a platoon attaching
itself to another vehicle or even another platoon.

Scenario Platoon 2: Disturbance Type I - Three Second Time Gap

Figure 3.4: Initial position of the platoon, where the inter-vehicle distance between the front vehicle and the second vehicle is
three seconds larger than required.
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This scenario investigates how a three second time gap is handled instead of one. This setup is
visualized in Figure 3.4.

Scenario Platoon 3: Disturbance Type II - Three Second Time Gap

Figure 3.5: Initial position of the platoon, where the inter-vehicle distance between the all vehicles is three seconds larger than
required.

With the last scenario, the platoon is disturbed by a disturbance of type II. This scenario is the
most challenging. All vehicles start three second behind the required safety distance 𝑋𝑟. This setup is
visualized in Figure 3.5. This scenario could resemble the start of a platoon; multiple CAVs approach
each other to form a compact platoon formation.

3.3.4. Tuning
The gains of both APFs (3.1), (3.2) are tuned based the first platoon scenario. First, the gain of (3.1)
was increased such that acceleration of the first follower did not saturate and the longitudinal velocity
did not increase more than approximately 5 𝑚/𝑠, such that the gap closing maneuver did not happen
too fast and with too much acceleration. Hereafter (3.2) was tuned such that the attraction part of the
APF was similar to (3.1). The result is visualized in Figure 3.1.

The gain for the lateral control (3.4), was increased until the platoon was able to make a lane change
instead of staying in one lane due to the lane APF (2.11) overpowering the lateral platoon APF.

3.3.5. Initial State
The initial states of the various simulations are changed to ensure that the numerical analysis captures
adequate information. The states of the CAVs are varied from the basic scenario specified in the
preceding part, using a Gaussian distribution with mean zero and standard deviation; these numerical
values used can be found in Table A.2.

Because the main point of interest is the longitudinal interactions, the relative longitudinal position
for all simulations is varied. For the scenarios influenced by the platoon disturbance of type I, this
perturbing is only done for the inter-vehicle distance between the first two vehicles. For the last scenario,
influenced by the platoon disturbance of Type II, the relative positions is varied for all vehicles. Lastly,
the longitudinal velocity of the leader vehicle, and the lateral position of each vehicle are perturbed to
stimulate the platoon even more.

3.3.6. Algorithms
The algorithm from the AV, Algorithm 2, is updated accordingly to the CAV application Algorithm 4.
Similarly, Algorithm 3 is altered to Algorithm 5, which contains all the required information how each
simulation is executed.
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Algorithm 4 APF-eMPC:CAV
1: Measure CAVs current state 𝑥(𝑡) and surroundings
2: Receive current motion states of other CAVs
3: Predict future positions of all (obstacle) vehicles assuming constant velocity and heading
4: Set 𝑥𝑜 ∶= 𝑥(𝑡)
5: Set min and max limits (2.17c) - (2.17g)
6: Create warm-start based on previous time-step 𝑢(𝑡 − 1)
7: Solve ℙ𝑁,Follower,1 (3.10) or ℙ𝑁,Follower,2 (3.10) for 𝑥0
8: Select 𝑢0 of calculated input sequence,
9: Inject this control input 𝑢0 into the plant using (2.1) or (2.9)

Algorithm 5 Connected Autonomous Vehicle Simulation
1: Initialize 𝑛𝑝 CAVs
2: Perturb states according to scenario
3: 𝑇sim := Length Simulation
4: for 𝑘 ← 1 to 𝑇sim do
5: Add noise to measurements
6: Move Leader CAV using Algorithm 2
7: for Follower CAV in Platoon do
8: Move Follower CAV using Algorithm 4
9: end for
10: for CAV in Platoon do
11: if CAV Crossed Redresseerstrook then
12: break
13: else if CAV crashed with another CAV then
14: break
15: end if
16: end for
17: end for

3.4. Results
The results for the three different scenarios are discussed in Subsection 3.4.1, Subsection 3.4.2 and
Subsection 3.4.3. For each experiment, multiple simulations were carried out. The relevant plots are
shared in this section. In Appendix C, more data can be found if the reader is interested. Furthermore,
for ease of writing, the controller (3.9), based on the inter-molecular longitudinal platoon APF (3.1), is
referred to as the inter-molecular controller (3.9). Similarly, the controller (3.10) based on the quadratic
platoon APF (3.2) is referred to as the quadratic controller (3.2).

3.4.1. Scenario Platoon 1: Disturbance Type I - One Second Time Gap
First, Figure 3.6 visualizes the normalized transient responses for Δ𝑋tot (3.11) and that all simulations
achieve the desired lateral formation indicating that string stability is achieved. Between the two plants,
no sizable difference can be observed. Similarly, the shape of the responses is comparable between
the two controllers. However, slight differences in the transient response metrics can be observed.
This observation is in line with the differences between the two platoon APFs, which were visualized in
Figure 3.1. The APFs are similar but not identical for this one-second time gap.

To start, the rise-time depicted in Figure 3.7b is faster for the inter-molecular controller (3.9). Be-
cause the overshoot is practically zero, it is logical that the settling-time, as shown in Figure 3.7a, is
faster for the inter-molecular controller (3.9).

From the velocity graph of two examples in Figure 3.8, this difference in rise-time and settling time
can be explained when looking at the peak’s area and width. Although the first follower for the quadratic
controller (3.10) has a higher velocity peak, it also decreases faster, which is indicated by the arrows
overlapping the subplots. This difference ensures that the settling-time and rise-time are faster for the
inter-molecular controller (3.9).
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These differences are directly related to the difference between the APFs, visualized in Figure 3.1.
Here the quadratic platoon APF (3.2) has a larger potential value at the one second time gap (Δ𝑋 = 𝑋𝑟+
𝑣ref ∗ 1), but also decreases quicker than the inter-molecular platoon APF (3.1) for Δ𝑋 → 𝑋𝑟∀Δ𝑋 ≥ 𝑋𝑟.

Finally, Figure 3.9 shows that the Type I disturbance propagates through the platoon. Both con-
trollers manage to dampen the disturbance similarly, as the maximum value of inter-vehicle distance
decreases along the string of vehicles.

CAV Scenario Platoon 1: Transient Response

Figure 3.6: Transient response for the platoon 1 scenario, introduced in Subsection 3.3.3. The two left columns represent the
simulations carried out with the inter-molecular controller (3.9). The two right columns, with the quadratic controller (3.10), are
also indicated by the dashed lines. Each row represents a different noise level, where the first row contains no noise and the
lower row represents the most. Lastly, columns one and three were simulated using the linear plant and columns two and four

with the non-linear plant.
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CAV Scenario Platoon 1: Transient Response Metrics

(a) Settling-Time

(b) Rise-Time

Figure 3.7: Based on the transient response from Figure 3.6, are the settling-time is shown in Figure 3.7a, and the rise-time in
Figure 3.7b. Multiple groups can be seen in the subplot, where each group represents a different amount of measurement

noise. The leftmost group represents simulations without noise, and the rightmost group represents the most noise.
Furthermore, the left violinplot of each group contains the results from the inter-molecular controller (3.9), and the right with the
quadratic controller (3.10). Lastly, the upper subplot represents the simulations with the linear plant and the lower subplot with

the non-linear plant.
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CAV Scenario Platoon 1: Longitudinal Velocity of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.8: The longitudinal velocities for platoon scenario 1 of a single experiment is visualized. The rightmost plot represents
the leader vehicle, and the leftmost plot represents the last follower. Figure 3.8a is the result of the simulation carried out by the
inter-molecular controller(3.9) and Figure 3.8b by quadratic controller (3.10). The arrows overlapping the subplots indicate the

amount of dampening along the string of vehicles. These two experiments were simulated using the non-linear plant.
Furthermore, no measurement noise was used.
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CAV Scenario Platoon 1: Inter-vehicle Distances of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.9: The inter-vehicle distance for platoon scenario 1 of a single experiment is visualized. The rightmost plot represents
the inter-vehicle distance between the leader vehicle and the first follower, and the leftmost plot represents the distance

between the last two followers. When the trajectories converge to 𝛿Δ𝑋 = 0, this result implies that Δ𝑋 = 𝑋𝑟 and the desired
safety distance is reached for the corresponding 𝑣ref. Figure 3.9a is the result of the simulations carried out by the

inter-molecular controller (3.9) and Figure 3.9b by the quadratic controller (3.10). These two experiments were simulated using
the non-linear plant. Furthermore, no measurement noise was used.
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3.4.2. Scenario Platoon 2: Disturbance Type I - Three-Second Time Gap
First, Figure 3.10 shows that all trajectories manage to reach string stability, and all simulations were la-
belled a success. Secondly, the general shape of the transient responses for both controllers is similar,
even though the difference between the APF is now more apparent, as demonstrated in Figure 3.1.

However, when examining the transient response metrics, differences become apparent. Fig-
ure 3.11a shows that the inter-molecular controller (3.9) has a slightly slower settling time than the
quadratic controller (3.10). Similarly, the rise-time is also longer for the inter-molecular controller (3.9),
as seen in Figure 3.11b. However, the difference in the rise-time is more significant than in settling-
time. The example in Figure 3.12 shows where these differences come from. Again, the longitudinal
velocity increases faster and to a higher maximum for the quadratic controller (3.10).

Figure 3.13 shows that themaximum value of the vehicles’ inter-vehicle distance decreases through-
out the platoon; the type I disturbance is dampened along the string of vehicles. For the inter-molecular
controller (3.9), the maximum values off all inter-vehicle distances are smaller. This observation implies
that the dampening of the type I disturbance by the inter-molecular controller (3.9) is more significant
than by the quadratic controller (3.10). Lastly, this figure also shows the direct result of the faster ac-
celerations by the quadratic controller (3.10); the second inter-vehicle distance increases more rapid
than for the inter-molecular controller (3.9): thus resulting in the quicker rise-time.

Figure 3.14 illustrates the delay inside the platoon. In this scenario, only the gap between the first
two vehicles has to be closed. The other cars start at the correct distance from each other. However, as
the second vehicle begins to accelerate to close the gap, the other vehicles must also do so. The blue
line in Figure 3.14 represents the desired inter-vehicle spacing, defined by (3.3), for a given longitudinal
speed. When increasing speed, each CAVs trajectory should ideally match this blue line. However,
these CAVs must first detect or receive that the preceding vehicle is accelerating before they can begin
accelerating themselves, resulting in a delayed response. As a result, the trajectories do not match the
blue line.

CAV Scenario Platoon 2: Transient Response

Figure 3.10: Transient response for the Platoon 2 scenario, introduced inSubsection 3.3.3. The two left columns represent the
simulations carried out with the inter-molecular controller (3.9). The two right columns, with the quadratic controller (3.10), are
also indicated by the dashed lines. Each row represents a different noise level, where the first row contains no noise and the
lower row represents the most. Lastly, columns one and three were simulated using the linear plant and columns two and four

with the non-linear plant.
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CAV Scenario Platoon 2: Transient Response Metrics

(a) Settling-Time

(b) Rise-Time

Figure 3.11: Based on the transient response from Figure 3.10, are the settling-time is shown in Figure 3.11a, and the rise-time
in Figure 3.11b. Multiple groups can be seen in the subplot, where each group represents a different amount of measurement

noise. The leftmost group represents simulations without noise, and the rightmost group represents the most noise.
Furthermore, the left violinplot of each group contains the results from the inter-molecular controller (3.9), and the right with the
quadratic controller (3.10). Lastly, the upper subplot represents the simulations with the linear plant and the lower subplot with

the non-linear plant.
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CAV Scenario Platoon 2: Longitudinal Velocity of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.12: The longitudinal velocities for platoon scenario 1 of a single experiment is visualized. The rightmost plot
represents the leader vehicle, and the leftmost plot represents the last follower. Figure 3.12a is the result of the simulation

carried out by the inter-molecular controller (3.9) and Figure 3.12b by the quadratic controller (3.10). The arrows overlapping
the subplots indicate the amount of dampening along the string of vehicles. These two experiments were simulated using the

non-linear plant. Furthermore, no measurement noise was used.
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CAV Scenario Platoon 2: Inter-vehicle Distances of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.13: The inter-vehicle distance for platoon scenario 2 of a single experiment is visualized. The rightmost plot
represents the inter-vehicle distance between the leader vehicle and the first follower, and the leftmost plot represents the

distance between the last two followers. When the trajectories converge to 𝛿Δ𝑋 = 0, this result implies that Δ𝑋 = 𝑋𝑟 and the
desired safety distance is reached for the corresponding 𝑣ref. Figure 3.9a is the result of the simulations carried out by the

controller with the inter-molecular controller (3.9) and Figure 3.9b the quadratic controller (3.10). These two experiments were
simulated using the non-linear plant. Furthermore, no measurement noise was used.
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CAV Scenario Platoon 2: Longitudinal Velocity & Relative Longitudinal Position

(a) Inter-molecular Platoon APF (3.9)

(b) Quadratic Platoon APF (3.10)

Figure 3.14: The progress of the different inter-vehicle distances Δ𝑋 is visualized against the longitudinal velocity of the
corresponding following vehicle. The contour plot represents the longitudinal platoon APF, supported by the right colour bar.
The dots on each red trajectory is the progress throughout time. For the lower three subplots, it should be noticed that the

trajectory goes back and forth on the plotted right line, whereas for the upper subplot, the trajectory starts at the right and ends
at the left. Furthermore, the light blue is the CTH (3.3); if each vehicle had perfect knowledge of the situation, its trajectory

would lie on top of this line. However, in this case, the trajectories overlay this blue line indicating that there are delays inside
the platoon. Figure 3.14a is the result of the simulation carried out by the controller with the inter-molecular controller (3.9) and
Figure 3.14b the quadratic controller (3.10). These two experiments were simulated using the non-linear plant and the vehicles

according to platoon scenario 2. Lastly, no measurement noise was used.
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3.4.3. Scenario Platoon 3: Disturbance Type II - Three-Second Time Gap
The transient responses in Figure 3.15 differ in shape from those in scenario two: for the inter-molecular
controller (3.9) the plots rise linearly-like, whereas the shape of the transient responses for (3.10) is
comparable to the other scenarios. Furthermore, Figure 3.16 shows even more differences compared
to the last two scenarios. For the simulations with the linear plant, all simulations achieve string stabil-
ity. However, for the non-plant, with the highest noise level, only a few simulations by inter-molecular
controller (3.9) manage to achieve string stability. Whereas for the quadratic controller (3.10), no sim-
ulations manage to reach string stability with the non-linear plant in combination with the highest noise
level.

Analyzing the velocities in Figure 3.18 reveals the difference in the shape of the transient responses
between the two controllers. Again, the quadratic controller (3.10) increases the CAVs velocity much
more than the inter-molecular controller (3.9). For the latter controller, the velocity remains constant for
a few seconds because the velocity APF (2.14) prevents the velocity from growing further; when Δ𝑋
increases, the derivative of (3.1) decreases (while the derivative of (3.2) increases). As a result, Δ𝑋
does not decrease for the first part of the simulation for the last few followers, as seen in Figure 3.19.
This reason explains why the transient reaction in Figure 3.15 has a linear-like form. However, for
the quadratic controller (3.10), the velocity does not saturate but rises along the string of vehicles; the
peak velocity keeps increasing through the platoon, which does not indicate dampening as introduced
in Subsection 3.3.1.

Furthermore, when CAVs drive at a higher speed, other aspects next to lateral control become
more challenging. Figure 3.20 shows that for the simulations with the quadratic controller (3.10) the
rear CAVs have a sizeable lateral deviation even without noise. The vehicles in this scenario were
perturbed from the centre of the lane at the start of the simulation. Consequently, the vehicles must
return to the centre of the lane while following the preceding vehicle’s lateral position. This task appears
to be conflicting and thus challenging for some simulations: the last two cars cross the lane markers,
as seen in Figure 3.21.

This problem emerges when each CAV predicts the future position of the other vehicles for the
eMPC horizon based on their current motion states. When a preceding vehicle starts moving to the
middle of the lane, it is headed to the adjacent lane. At this moment, the following CAV expects the
preceding CAV to make a lane change and begins to follow it. With multiple CAVs after each other, this
problem can lead to large lateral manoeuvres and the CAVs crossing the lane markers.

For some simulations, the platoon still manages to reach the desired platoon configuration after
such an undesired evasive manoeuvre. From a longitudinal perspective, the platoon thus managed to
reach string stability, and one could argue that the lateral control was insufficient. However, even though
the lateral control could have been inadequate, the quadratic controller (3.10) controller increased the
longitudinal velocity to the point where the coupling between the longitudinal and lateral dynamics
became an issue. With the inter-molecular controller (3.9), this problem did not arise. As no saturation
of the longitudinal velocity has been observed for the quadratic controller (3.10), a larger maximum
velocity can be expected for an even larger initial time gap. Therefore, the coupling of longitudinal
and lateral dynamics is a larger source of concern when using the quadratic controller (3.10) based
on quadratic platoon APF (3.2) compared to the inter-molecular controller (3.9) based on the inter-
molecular platoon APF (3.1).
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CAV Scenario Platoon 3: Transient Response

Figure 3.15: Transient response for the Platoon 3 scenario, introduced inSubsection 3.3.3. The two left columns represent the
simulations carried out with the inter-molecular controller (3.9). The two right columns with the quadratic controller (3.10), are
also indicated by the dashed lines. Each row represents a different noise level, where the first row contains no noise and the
lower row represents the most. Columns one and three were simulated using the linear plant, and columns two and four with
the non-linear plant. Lastly, the lower right subplot has no trajectories because not a single trajectory was able to converge to

string stability. Thus no normalized transient response was calculated.

CAV Scenario Platoon 3: Success Ratio

Figure 3.16: Visualization of the amount of success for the Platoon 3 scenario, introduced inSubsection 3.3.3. Each group
represents a different noise level; the leftmost group represents no noise, and the rightmost group the most noise. The results
in the upper subplot were gathered using a linear plant and the lower subplot with the non-linear plant. Lastly, the left column
from each group represents the simulations carried out with the inter-molecular controller (3.9), and the right two columns with

the quadratic controller (3.10). Lastly, the red areas indicate failure and the green success.
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CAV Scenario Platoon 3: Transient Response Metrics

(a) Settling-Time

(b) Rise-Time

Figure 3.17: Based on the transient response from Figure 3.15, are the settling-time is shown in Figure 3.17a, and the rise-time
in Figure 3.17b. Multiple groups can be seen in the subplot, where each group represents a different amount of measurement

noise. The leftmost group represents simulations without noise, and the rightmost group represents the most noise.
Furthermore, the left violinplot of each group contains the results from the controller with the inter-molecular controller (3.9),
and the right with the quadratic controller (3.10). The upper subplot represents the simulations with the linear plant, and the

lower subplot with the non-linear plant.
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CAV Scenario Platoon 3: Longitudinal Velocity of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.18: The longitudinal velocities for platoon scenario 3 of a single experiment is visualized. The rightmost plot
represents the leader vehicle, and the leftmost plot represents the last follower. Figure 3.18a is the result of the simulation
carried out by the controller with the inter-molecular controller (3.9) and Figure 3.18b the quadratic controller (3.10). The
arrows overlapping the subplots indicate the amount of dampening taking place along the string of vehicles. These two

experiments were simulated using the non-linear plant. Furthermore, no measurement noise was used.
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CAV Scenario Platoon 3: Inter-vehicle Distances of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.19: The inter-vehicle distance for platoon scenario 3 of a single experiment is visualized. The rightmost plot
represents the inter-vehicle distance between the leader vehicle and the first follower, and the leftmost plot represents the

distance between the last two followers. When the trajectories converge to 𝛿Δ𝑋 = 0, this result implies that Δ𝑋 = 𝑋𝑟 and the
desired safety distance is reached for the corresponding 𝑣ref. Figure 3.19a is the result of the simulation carried out by the

controller with the inter-molecular controller (3.9) and Figure 3.19b the quadratic controller (3.10). Lastly, these two
experiments were simulated using the non-linear plant without measurement noise.
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CAV Scenario Platoon 3: Lateral Position of Single Experiment

(a) Inter-molecular APF (3.9)

(b) Quadratic APF (3.10)

Figure 3.20: The lateral position for platoon scenario 3 of a single experiment is visualized. The rightmost plot represents the
leader vehicle, and the leftmost plot represents the last follower. Figure 3.20a is the result of the simulations carried out by the
controller with the inter-molecular controller (3.9) and Figure 3.20b the quadratic controller (3.10). These two experiments were

simulated using the non-linear plant. Furthermore, no measurement noise was used.
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(a) Last CAV predicts second-last CAV to make a lane change, but due to lane APF, it plans to stay in
the current lane.

(b) Last CAV predicts second-last CAV to make a big lane change, and plans to make lane change as
well.

(c) Last CAV predicts second-last CAV to make a lane change, but due to lane APF, it plans to stay in
the current lane.

Figure 3.21: The last two vehicles of the platoon move too much to the side of the lane resulting in an unnecessary, dangerous
manoeuvre. Each sub-figure represents a moment in time. The light blue vehicles represent the predicted position of each

preceding vehicle at the end of the prediction horizon. The red dots represent the discrete steps during this horizon. Lastly, the
blue arrows indicate the local longitudinal velocity and the heading of each CAV.
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3.5. Discussion
Two platoon controllers were compared based on two different longitudinal platoons APFs (3.2) and
(3.1). Three different scenarios were used to examine the platoon stabilizing capabilities. Even though
the main focus was longitudinal control, it was also found that the lateral control was influenced by these
longitudinal APFs as well when the velocity was increased too much. Furthermore, it was observed that
the platoon could not match the desired safety distance (3.3) while rejecting the platoon disturbance.
This section will discuss these parts in more detail and summarise the key points.

Longitudinal Control
Both controllers can reach string stability for the lower noise levels for the three scenarios. The tran-
sient responses of Δ𝑋tot have negligible overshoot, which is desirable for collision avoidance. Both
controllers can handle the situation in the first scenario similarly. In the second scenario, both con-
trollers still reached string stability but with a different approach.

However, with the third scenario, the results of the quadratic controller (3.10), were not satisfactory.
Although the platoon reached the desired formation, the approach was undesirable. The maximum ve-
locity of each individual CAV kept increasing along the string of vehicles. Next to reaching the desired
relative longitudinal position, string stability also implies that the platoon disturbances are not increased
along the string of vehicles. On the contrary, the inter-molecular controller reached the desired longi-
tudinal position while the maximum velocity did not increase through the platoon.

Furthermore, controllers handle the last two scenarios differently for a larger time-gap. Gap-closing
happens much faster for the quadratic controller (3.10) than the inter-molecular controller (3.9). This
difference could be seen as either more efficient or less comfortable.

This difference in velocity can be explained when one looks at the gradient from the quadratic
longitudinal platoon APF (3.2) in Figure 3.1: when Δ𝑋 increases, the gradient keeps increasing. On
the contrary, the gradient of the inter-molecular platoon APF(3.1) decreases when Δ𝑋 increases. This
characteristic is the reason that the quadratic controller (3.10) kept increasing the maximum velocity
along the string of vehicles, whereas the inter-molecular controller (3.5) was able to ensure the platoon
disturbance was not amplified.

Lateral Control
Even though both controllers could reach the desired longitudinal formation, the lateral response was
insufficient because lane markers were crossed. When analyzing platoon stability, focusing solely on
longitudinal control is inadequate.

Additionally, this observation raises the question of whether the quadratic APF for lateral control is
sufficient, as minor movements of the preceding CAV should have little impact on the following vehicles.
The objective of this lateral APF is to attract the CAV to a specific spot in the lane. When a CAV is not
in the centre of the lane, the lateral platoon APF (3.4) attracts the following CAV to an exact lateral
position in the lane. However, there is enough room in the lane for the CAV to manoeuvre around. The
following CAV should not be forced to the same lateral position because the lane is wide enough to
allow for manoeuvring around.

Alternatively, one could argue that predicting the CAVs future position based on the current velocity
and direction is overly simplistic and that a more advanced approach or ideal V2V should be utilized.
Perfect position prediction, or V2V, on the other hand, would not enable the following CAV to use extra
lane space; instead, it would merely improve the handling of these high demands.

With the current framework, the high demand by the quadratic lateral platoon APF, along with the
simplistic prediction, leads to this unwanted unstable behaviour. This issue becomes more severe
when driving at a higher velocity. In the AV chapter, hardly any differences between the two plants
were observed. However, due to this increase in velocity, the CAVs operated further away from the
operating point, and this lateral control problem became a more significant issue for the non-linear
plant.

Delay
The desired relative distance for different velocities was defined by (3.3). In Figure 3.14, this safety
distance was visualized. The results showed that the actual trajectories did not match this line. This
difference arises because each CAV must first detect that the preceding vehicle is accelerating before
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it can start accelerating itself. This fact results in a delayed response and a more considerable inter-
vehicle distance than needed. Could extra information or more extensive V2V enhance this response
and ensure that the CAVs trajectory comes closer to this desired inter-vehicle distance (3.3)?



4
Conclusion

After discussing the AV results in Section 2.6 and the CAV results in Section 3.5, the following section
will first answer the thesis sub-questions introduced in Section 1.3. Based on these answers, the main
thesis research question is answered hereafter. Finally, this chapter will end with some recommenda-
tions for future research.

4.1. Sub Research Question
Sub Research Question I

What metrics can be used to measure the performance of this Artificial Potential Function -
economic Model Predictive Control framework?

Analyzing the transient response of the AVs lateral position gave sufficient insights into the ca-
pabilities of the AV. For the CAV, the sum of the inter-vehicle distance is a reasonable parameter
to analyze if the whole group of vehicles is able to form and maintain a platoon formation. By
looking at the longitudinal velocity of the individual vehicles, the platoon’s ability to dampen pla-
toon disturbances along the vehicle string is revealed. Lastly, the lateral position of the rear
vehicle(s) indicates if the platoon is able to stay in the desired lane.

Sub Research Question II

What Artificial Potential Functions can achieve platoon-specific behaviour?

For lateral control, the quadratic lateral platoon APF (3.4) can keep the following CAVs in the
correct lane. However, during more complex manoeuvres, this APF is not sufficient. Due to the
shape of the function, the CAV is prevented from using the whole width of the lane.
For the longitudinal part, the quadratic controller (3.10), based on the quadratic platoon APF
(3.2), can maintain a platoons formation. However, when a platoon is being formed, platoon
disturbances are amplified instead of dampened and more importantly, safe manoeuvring can
not be guaranteed.
On the contrary, the inter-molecular controller (3.9) based on the inter-molecular platoon APF
(3.9) was able to reject the platoon disturbances while maintaining safe lateral manoeuvres.
So the state-of-the-art controller (3.10) is sufficient for maintaining a platoon’s formation, while
the inter-molecular controller (3.9) is more appropriate when creating a platoon.
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Sub Research Question III

Is there a performance guarantee for this Artificial Potential Function - economic Model Predic-
tive Control framework?

From the different simulations performed with the AV and CAV, it can be concluded that the
AV and CAV are both capable of reaching the desired goals till noise level three. For the AV
specifically, this conclusion applies in the same manner both for linear and non-linear plants.
However, for the CAV part, this general statement is still correct, but there are more apparent
differences between them.

Sub Research Question IV

For which kind of CAV-specific scenarios can the Artificial Potential Function - economic Model
Predictive Control be used?

Based on the multiple simulations, it can be concluded that the APF-eMPC, in combination with
the inter-molecular APF, can safely handle the various platoon disturbances and can be used
for gap-closing manoeuvres to form a platoon.

4.2. Research Question
Finally, the main research question of this thesis is answered.

Main Thesis Research Question

How can the Artificial Potential Function - economic Model Predictive Control framework be
used more effectively for a Connected Autonomous Vehicle application?

Based on the inter-molecular platoon APF (3.1), this improved APF-eMPC framework is better
capable of forming platoons without jeopardizing individual vehicle safety than the state-of-the-
art.

4.3. Recommendations
Multiple opportunities for future research arose during the design process and the result analysis.
These recommendations will briefly be discussed. First, specific improvements to an AV based on
the APF-eMPC framework will be shared. Furthermore, as APFs form the backbone of this framework,
some precise details and improvements regarding these will also be shared. Additionally, there are var-
ious ways to extend and improve the numerical analysis. Finally, specific improvements are addressed
to ensure that the framework may be used in a physical case study.

4.3.1. Extending the Framework
One of the CPC strategy’s main goals is to create a more complete framework that is a solution for mul-
tiple problems instead of one [30]. The following extensions will ensure that the APF-eMPC framework
comes closer to such a complete solution. To start, eMPC has also been applied to improve fuel usage
of platoons [94]. As this thesis uses eMPC already, it could be interesting to see how this framework
could be extended to improve a platoon’s fuel usage. This thesis used a yaw rate constraint (2.17g) to
avoid undesirable hard turning. The numerical value represents the maximum experienced yaw rate
during an extreme manoeuvre [129]. The results demonstrated to converge as fast as possible to the
middle of the lane; the AV operates at this maximum allowed yaw rate. However, in any normal sit-
uation, it would be more comfortable if the vehicle would be stimulated to use a lower yaw rate if the
situation allows for it [142]. Again, this additional requirement could be added to the eMPC stage cost.

It could be interesting to see how different methods could improve the AVs and CAVs performance.
The resulting behaviour was not always as expected and desired for the highest used noise level.
Incorporating solutions that deal with the noise, like a Kalman filter, could improve the performance
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further. Furthermore, the main benefit of the CAV is the ability to share information via V2V connectivity.
In the simulations of this thesis, only the current motion state of each vehicle was shared. Next to the
current state, the future planned states of each CAV can be shared. With this extra information, will
each CAV be better able to stay closer to the blue line, depicted in Figure 3.14, representing the CTH
(3.3)?

In practice, however, not all vehicles will be able to share information. The future position of some
obstacle vehicles will still have to be predicted. In Subsection 3.4.3, it was shown that this current
approach is not always ideal. A more advanced method could improve the framework. For instance,
[85] combines APFs with velocity obstacles.

4.3.2. Artificial Potential Functions
The lateral platoon APF based on a square function was found inadequate; the APF attracted the
vehicle to a specific position in the lane while there was sufficient room to move around. A so-called
bump function could be used in future research [143]. The region around the minima is broad and less
steep compared to the quadratic function, allowing more freedom.

More generally, [30] and [34] claim that this APF-eMPC framework omits motion-planning and even
behavioural-decision-making. However, this effect is limited to local planning and control. For example,
the current APFs cannot enforce these manoeuvres if a vehicle wants to exit the highway. Global
autonomous driving is currently impossible with the CPC strategy, and extra APFs must be designed.

The inter-molecular platoon APF (3.5) was fitted on actual traffic data [83]. However, instead of
trying to recreate the way humans drive, different parameters might outperform the human style of
driving: the parameters of this APF could be tuned using machine learning, for example.

4.3.3. Numerical Stability Analysis
This thesis has performed a numerical stability analysis to showcase the possibilities and limits of the
framework for autonomous driving. This analysis can be expanded even further by using the following
suggestions. Firstly, the framework has been shown to work to a certain noise level. However, this
additive white Gaussian noise may not represent the actual noise of a sensor. Looking into real sensors
to determine these noise patterns would result in more realistic simulations.

Next to noise, disturbances due to wind, for example, could make the simulations more realistic.
The simulations could be varied more by perturbing other states of the AV. Even though some state
combinations may not be so likely, they will reveal more about the controller. Furthermore, the vehicle
interactions could be altered by changing the obstacle and (C)AVs dynamics from homogeneous to
heterogeneous. Similarly, the obstacle vehicles could be varied by using different driving styles (e.g.
slower and aggressive road users).

The AV was allowed to operate near its linearization point during the simulations. It was found that
offline linearization was adequate. However, letting the vehicle operate farther away from this state
makes it possible to determine when online linearization would be required. For this thesis, the non-
linear bicycle model served as the most realistic simulator. However, using a more realistic simulator,
like CarSim [144], could result in even more improved simulations. Lastly, it would be interesting to see
how a larger platoon would influence the controller’s ability to reach string stability.

4.3.4. Numerical Implementation
The current codebase optimization uses theConstrainedOptimization BY Linear Approximation (COBYLA)
algorithm from the SciPy library, invented by Powell [139]. This algorithm was developed for problems
where the gradient was not known. However, for most APFs, the gradient and Hessian are straightfor-
ward to calculate. If the gradient and Hessian of each APF could be calculated, an optimization method
from the SciPy library that uses the gradient and the Hessian could improve the computation time.

However, finding the gradient and the Hessian of the distance function for the obstacle APF, (2.12),
is nontrivial. From the APF plots depicted in Figure 2.6, it becomes clear that it is continuous but non-
smooth. However, from the same figure, it can also be observed that the gradient of the APF always
points away from the obstacle set and never towards the subdomains of the obstacle set, which could
ease the derivation.

Lastly, converting the code base to a c++ equivalent would result in much quicker run times, further
improving the computation time. Hereafter, a more extensive parameter sweep could be performed to
optimize the framework further, and an actual physical implementation could be attempted.





A
Numerical Values

Parameter Value Unit Explanation
𝑤road 3.5 𝑚 road width
𝐿min −25 𝑚 sensor reach forward
𝐿max 50 𝑚 sensor reach backward
𝑣ref 14 𝑚/𝑠 velocity reference
𝜖 2 % settling-time threshold
𝑛𝑝 5 − amount of vehicles in platoon

Table A.1: Numerical values which are simulation specific

Parameter Value Unit Explanation
𝜎𝑣𝑥 1 𝑚/𝑠 perturbing longitudinal velocity
𝜎𝑋 0.5 𝑚 perturbing longitudinal position
𝜎𝑌 0.05 𝑚 perturbing lateral position

Table A.2: Numerical values for the standard deviation to vary initial state based on Gaussian function with zero mean

Parameter Value Unit Explanation
𝑚 1450 𝑘𝑔 mass vehicle
𝐼𝑧 2740 𝑘𝑔 ⋅ 𝑚2 moment of inertia around z-axis
𝑙𝑓 1.1 𝑚 distance from COG to front axle
𝑙𝑟 1.6 𝑚 distance from COG to rear axle
𝐶𝑓 65000 𝑁/𝑟𝑎𝑑 front wheel cornering stiffness coefficient
𝐶𝑟 65000 𝑁/𝑟𝑎𝑑 rear wheel cornering stiffness coefficient
𝐶𝛿 0.8 𝑟𝑎𝑑 limits of steering wheel
𝐶𝐹 5000 𝑁 limits of engine
𝑤𝐴𝑉 5 𝑚 outer width of AV
𝑙𝐴𝑉 2 𝑚 outer length of AV
𝑇 0.1 𝑠 time-step

Table A.3: Numerical values for Bicycle Model [30]
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Parameter Value Unit Explanation
𝑢min [−1,−1]⊺ - input constraints min
𝑢max [1, 1]⊺ - input constraints max
Δ𝑢min [−0.3, −0.5]⊺ - input rate constraints min
Δ𝑢max [0.3, 0.5]⊺ - input rate constraints max
𝑣𝑥,min 0 𝑚/𝑠 longitudinal velocity constraint min
𝑣𝑥,max 30 𝑚/𝑠 longitudinal velocity constraint max
𝛾𝑥,min −0.5 𝑚/𝑠 yaw rate constraint min
𝛾𝑥,max 0.5 𝑚/𝑠 yaw rate constraint max

Table A.4: Numerical values for constraints

Parameter Value Unit
𝑘Road 1 -
𝑘Lane 12 -
𝜎Lane 1.2 -
𝑘Obstacle 1.5 -

𝛼 1 -
𝑘Velocity 25 -
𝑘Velocity,2 1 -
𝜎Velocity 3 -
𝑘Platoon,X1 300 -
𝑘Platoon,X2 0.172 -
𝑘Platoon,Y 0.35 -
𝑎 [83] 1.648 -
𝑏 [83] 0.713

Table A.5: Numerical values for the parameters of the APFs

Parameter Value Unit Explanation
𝐾𝑢 1 - weight APF
𝑅 𝐼2 - weight Input
𝑁 15 - horizon
tol 1𝑒−4 - final accuracy COBYLA

maxiter 1𝑒6 - max iterations allowed

Table A.6: Numerical values for optimization problem
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Lane Keeping: Lateral Position

Figure B.1: When the trajectories converge to 𝛿𝑌 = 0, the AV manage to converge to the expected lane. Furthermore, the left
column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row represents a

different amount of white noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Lane Keeping: Transient Response Lateral Position

Figure B.2: When the trajectories converge from zero to one, the AV manage to converge to the expected lane. Furthermore,
the left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row

represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row had
the most noise.
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Lane Keeping: Transient Response Metrics

(a) Success Ratio

(b) Rise Time

(c) Settling Time

(d) Overshoot

Figure B.3: Transient response metrics for the scenario Lane Keeping. The blue text box indicates how many simulations were
labelled as an success, which is also visualized in Figure B.3a.
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Lane Keeping: Longitudinal Velocity

Figure B.4: 𝛿𝑣𝑥 = 0 implies that AV is driving with the desired referenced velocity. Furthermore, the left column represents the
simulations carried out with the linear plant and the right with non-linear plant. Each row represents a different amount of white

noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Lane Keeping: Yaw Rate

Figure B.5: The left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each
row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row

had the most noise.
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Lane Keeping: Steering

Figure B.6: The left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each
row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row

had the most noise.
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Lane Keeping: Acceleration

Figure B.7: The left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each
row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row

had the most noise.
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Car-Following: Lateral Position

Figure B.8: When the trajectories converge to 𝛿𝑌 = 0, the AV manage to converge to the expected lane. Furthermore, the left
column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row represents a

different amount of white noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Car-Following: Longitudinal Velocity

Figure B.9: 𝛿𝑣𝑥 = 0 implies that AV is driving with the desired referenced velocity. Furthermore, the left column represents the
simulations carried out with the linear plant and the right with non-linear plant. Each row represents a different amount of white

noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Car-Following: Yaw Rate

Figure B.10: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.



B.2. Car-Following 83

Car-Following: Steering

Figure B.11: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Car-Following: Acceleration

Figure B.12: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Lane Changing: Lateral Position

Figure B.13: When the trajectories converge to 𝛿𝑌 = 0, the AV manage to converge to the expected lane. Furthermore, the left
column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row represents a

different amount of white noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Lane Changing: Transient Response Lateral Position

Figure B.14: When the trajectories converge from zero to one, the AV manage to converge to the expected lane. Furthermore,
the left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row

represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row had
the most noise.



88 B. Results Autonomous Vehicle

Lane Changing: Transient Response Metrics

(a) Success Ratio

(b) Rise Time

(c) Settling Time

(d) Overshoot

Figure B.15: Transient response metrics for the scenario Lane Changing. The blue text box indicates how many simulations
were labelled as an success, which is also visualized in Figure B.15a.
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Lane Changing: Longitudinal Velocity

Figure B.16: 𝛿𝑣𝑥 = 0 implies that AV is driving with the desired referenced velocity. Furthermore, the left column represents the
simulations carried out with the linear plant and the right with non-linear plant. Each row represents a different amount of white

noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Lane Changing: Yaw Rate

Figure B.17: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Lane Changing: Steering

Figure B.18: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Lane Changing: Acceleration

Figure B.19: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Emergency Stop: Lateral Position

Figure B.20: When the trajectories converge to 𝛿𝑌 = 0, the AV manage to converge to the expected lane. Furthermore, the left
column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row represents a

different amount of white noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Emergency Stop: Transient Response Lateral Position

Figure B.21: When the trajectories converge from zero to one, the AV manage to converge to the expected lane. Furthermore,
the left column represents the simulations carried out with the linear plant and the right with non-linear plant. Each row

represents a different amount of white noise used during the simulations. The upper row had no noise and the lower row had
the most noise.
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Emergency Stop: Transient Response Metrics

(a) Success Ratio

(b) Rise Time

(c) Settling Time

(d) Overshoot

Figure B.22: Transient response metrics for the scenario Emergency Stop. The blue text box indicates how many simulations
were labelled as an success, which is also visualized in Figure B.22a.
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Emergency Stop: Longitudinal Velocity

Figure B.23: 𝛿𝑣𝑥 = 0 implies that AV is driving with the desired referenced velocity. Furthermore, the left column represents the
simulations carried out with the linear plant and the right with non-linear plant. Each row represents a different amount of white

noise used during the simulations. The upper row had no noise and the lower row had the most noise.
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Emergency Stop: Yaw Rate

Figure B.24: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Emergency Stop: Steering

Figure B.25: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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Emergency Stop: Acceleration

Figure B.26: The left column represents the simulations carried out with the linear plant and the right with non-linear plant.
Each row represents a different amount of white noise used during the simulations. The upper row had no noise and the lower

row had the most noise.
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C.1. Scenario Platoon 1: Disturbance Type I - One Second Time
Gap

CAV Scenario Platoon 2: Sum of Inter-Vehicle Distances

Figure C.1: Sum of the inter-vehicle distance for the platoon 1 scenario. The two left columns represent the simulations carried
out with the the inter-molecular controller (3.9), and the right two columns with the quadratic controller (3.10), also indicated by

the dashed lines. Each row represents a different noise level, where the first row contains no noise and the lower row
represents the most. Lastly, columns one and three were simulated using the linear plant and columns two and four with the

non-linear plant.
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CAV Scenario Platoon 1: Transient Response

Figure C.2: Transient response of the sum of the inter-vehicle distance for the platoon 1 scenario. The two left columns represent
the simulations carried out with the the inter-molecular controller (3.9), and the right two columns with the quadratic controller
(3.10), also indicated by the dashed lines. Each row represents a different noise level, where the first row contains no noise and
the lower row represents the most. Lastly, columns one and three were simulated using the linear plant and columns two and
four with the non-linear plant.

CAV Scenario Platoon 1: Success

Figure C.3: Visualization of the amount of success for the Platoon 1 scenario. Each group represents a different noise level;
the left-most group represents no noise, and the rightmost group the most noise. The results in the upper subplot were

gathered using a linear plant and the lower subplot with the non-linear plant. Lastly, the left column from each group represents
the simulations carried out with the inter-molecular controller (3.9), and the right two columns with the quadratic controller

(3.10). Lastly, the red areas indicate fail and the green success.
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CAV Scenario Platoon 1: Rise Time

Figure C.4: Based on the transient response the Rise Time displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.

CAV Scenario Platoon 1: Settling Time

Figure C.5: Based on the transient response the Settling Time displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.
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CAV Scenario Platoon 1: Overshoot

Figure C.6: Based on the transient response the overshoot displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.
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C.2. Scenario Platoon 2: Disturbance Type I - Three Second Time
Gap

CAV Scenario Platoon 1: Sum of Inter-Vehicle Distances

Figure C.7: Sum of the inter-vehicle distance for the platoon 2 scenario. The two left columns represent the simulations carried
out with the the inter-molecular controller (3.9), and the right two columns with the quadratic controller (3.10), also indicated by

the dashed lines. Each row represents a different noise level, where the first row contains no noise and the lower row
represents the most. Lastly, columns one and three were simulated using the linear plant and columns two and four with the

non-linear plant.
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CAV Scenario Platoon 2: Transient Response

Figure C.8: Transient response of the sum of the inter-vehicle distance for the platoon 2 scenario. The two left columns
represent the simulations carried out with the the inter-molecular controller (3.9), and the right two columns with the quadratic
controller (3.10), also indicated by the dashed lines. Each row represents a different noise level, where the first row contains no
noise and the lower row represents the most. Lastly, columns one and three were simulated using the linear plant and columns

two and four with the non-linear plant.

CAV Scenario Platoon 2: Success

Figure C.9: Visualization of the amount of success for the Platoon 2 scenario. Each group represents a different noise level;
the left-most group represents no noise, and the rightmost group the most noise. The results in the upper subplot were

gathered using a linear plant and the lower subplot with the non-linear plant. Lastly, the left column from each group represents
the simulations carried out with the inter-molecular controller (3.9), and the right two columns with the quadratic controller

(3.10). Lastly, the red areas indicate fail and the green success.
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CAV Scenario Platoon 2: Rise Time

Figure C.10: Based on the transient response the Rise Time displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.

CAV Scenario Platoon 2: Settling Time

Figure C.11: Based on the transient response the Settling Time displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.
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CAV Scenario Platoon 2: Overshoot

Figure C.12: Based on the transient response the Overshoot displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.
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C.3. Scenario Platoon 3: Disturbance Type II - Three Second Time
Gap

CAV Scenario Platoon 3: Sum of Inter-Vehicle Distances

Figure C.13: Sum of the inter-vehicle distance for the platoon 3 scenario. The two left columns represent the simulations
carried out with the the inter-molecular controller (3.9), and the right two columns with the quadratic controller (3.10), also

indicated by the dashed lines. Each row represents a different noise level, where the first row contains no noise and the lower
row represents the most. Lastly, columns one and three were simulated using the linear plant and columns two and four with

the non-linear plant.
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CAV Scenario Platoon 3: Transient Response

Figure C.14: Transient response of the sum of the inter-vehicle distance for the platoon 3 scenario. The two left columns
represent the simulations carried out with the the inter-molecular controller (3.9), and the right two columns with the quadratic
controller (3.10), also indicated by the dashed lines. Each row represents a different noise level, where the first row contains no
noise and the lower row represents the most. Lastly, columns one and three were simulated using the linear plant and columns

two and four with the non-linear plant.

CAV Scenario Platoon 3: Success

Figure C.15: Visualization of the amount of success for the Platoon 3 scenario. Each group represents a different noise level;
the left-most group represents no noise, and the rightmost group the most noise. The results in the upper subplot were

gathered using a linear plant and the lower subplot with the non-linear plant. Lastly, the left column from each group represents
the simulations carried out with the inter-molecular controller (3.9), and the right two columns with the quadratic controller

(3.10). Lastly, the red areas indicate fail and the green success
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CAV Scenario Platoon 3: Rise Time

Figure C.16: Based on the transient response the Rise Time displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.

CAV Scenario Platoon 3: Settling Time

Figure C.17: Based on the transient response the Settling Time displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.
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CAV Scenario Platoon 3: Overshoot

Figure C.18: Based on the transient response the Overshoot displayed. Multiple groups can be seen in subplot, where each
group represents a different amount of measurement noise. The left-most group represents simulations without noise, and the
rightmost group represents the most noise. Furthermore, the left violinplot of each group contains the results from the controller
with the inter-molecular controller (3.9), and the right with the quadratic controller (3.10). The upper subplot represents the

simulations with the linear plant and the lower subplot with the non-linear plant.



D
Compact Optimization Formulation

This appendix explains how the constraints of (2.17) can be rewritten to compact equivalent. This
variation is used in the numerical implementation of this thesis. The constraints are rewritten to an
inequality, 0 ≤ 𝑔(𝒰𝑢) with 𝑔 representing the constraints.

D.1. State Evolution
First, (2.17b), in combination with the LTI system, can be replaced by a matrix variant,

�̄� = 𝑇𝑥0 + 𝑆𝒰𝑢 , (D.1)

with the prediction matrices 𝑆 ∈ ℝ(𝑁)𝑛×𝑁𝑚 and 𝑇 ∈ ℝ(𝑁)𝑛×𝑛,

𝑆 =
⎡
⎢
⎢
⎢
⎣

0 0 0 ⋯ 0
𝐵 0 0 ⋯ 0
𝐴𝐵 𝐵 0 ⋯ 0
⋮ ⋮ ⋮ ⋱ 0

𝐴𝑁−2𝐵 𝐴𝑁−3𝐵 𝐴𝑁−4𝐵 ⋯ 𝐵

⎤
⎥
⎥
⎥
⎦

, (D.2)

𝑇 =
⎡
⎢
⎢
⎢
⎣

𝐼
𝐴
𝐴2
⋮

𝐴𝑁−1

⎤
⎥
⎥
⎥
⎦

. (D.3)

D.2. State Constraints
Because 𝑣𝑥 and 𝛾 are part of the state space vector 𝑥, the corresponding constraints (2.17f), (2.17g)
will be combined by making use of the previous introduced matrices 𝑆 and 𝑇. However, because 𝑘 = 0
is not part of these constrains, the top matrix row is omitted,

𝑆′ =
⎡
⎢
⎢
⎣

𝐵 0 0 ⋯ 0
𝐴𝐵 𝐵 0 ⋯ 0
⋮ ⋮ ⋮ ⋱ 0

𝐴𝑁−2𝐵 𝐴𝑁−3𝐵 𝐴𝑁−4𝐵 ⋯ 𝐵

⎤
⎥
⎥
⎦
, (D.4)

𝑇′ =
⎡
⎢
⎢
⎣

𝐴
𝐴2
⋮

𝐴𝑁−1

⎤
⎥
⎥
⎦
. (D.5)

Furthermore, the limits can be formulated as a matrix as well,

𝑀𝑥,max = 1𝑁⊗ [ 𝑣𝑥max ] , (D.6)
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𝑀𝑥,min = 1𝑁⊗ [ 𝑣𝑥min ] , (D.7)

where⊗ is the kronecker product, and 1𝑁 is a column vector of size 𝑁, containing only ones. Because
𝛾 and 𝑣𝑥 are the only two states that are constrained, they need to be isolated as �̄�′ = 𝑇′𝑥0 + 𝑆′𝒰𝑢
calculates all states along the prediction horizon. The matrix 𝐹1 extracts the required rows from the
prediction matrices 𝑆′, 𝑇′,

𝐹1 = 𝐼𝑁⊗ [ 1 0 1 0 0 0 ] . (D.8)

By combining (D.4), (D.5), (D.6), (D.7), (D.8), a matrix variant of (2.17f) can be formulated into the
desired inequalities,

0 ≤ −(𝐹1𝑆′𝒰𝑢 + 𝐹1𝑇′𝑥0) + 𝑀𝑥,max (D.9a)
0 ≤ (𝐹1𝑆′𝒰𝑢 + 𝐹1𝑇′𝑥0) − 𝑀𝑥,min, (D.9b)

which as well can be combined into one matrix inequality,

0 ≤ 𝑍𝑥𝒰𝑢 +𝑀𝑥 , (D.10)

where

𝑍𝑥 = [
−𝐹1𝑆′
𝐹1𝑆′ ] (D.11)

𝑀𝑥 = [
(−𝐹1𝑇′𝑥0 +𝑀𝑥,max)
−(−𝐹1𝑇′𝑥0 +𝑀𝑥,min) ] . (D.12)

D.3. Input Constraints
The input constraints from (2.17c) can be reformulated to the following inequalities as well,

0 ≤ −𝑢𝑘 + 𝑢max (D.13a)
0 ≤ 𝑢𝑘 − 𝑢min, (D.13b)

which can be rewritten to a matrix form with the matrix input limits 𝑀𝑢,max ∈ ℝ𝑁𝑚 𝑀𝑢,min ∈ ℝ𝑁𝑚, based
on the horizon 𝑁,

0 ≤ −𝐼𝒰𝑢 +𝑀𝑢,max (D.14a)
0 ≤ 𝐼𝒰𝑢 −𝑀𝑢,min. (D.14b)

where

𝑀𝑢,max = 1⊺𝑁⊗𝑢max, (D.15)

𝑀𝑢,min = 1⊺𝑁⊗𝑢min. (D.16)

Again (D.15), (D.16) can be combined with (D.14),

0 ≤ 𝑍𝑢𝒰𝑢 +𝑀𝑢 , (D.17)

where

𝑍𝑢 = [
−𝐼
𝐼 ] , (D.18)

𝑀𝑢 = [
𝑀𝑢,max
−𝑀𝑢,min

] . (D.19)
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D.4. Input Rate Constraints
Similarly, the input rate constraints from (2.17d), (2.17e) can be reformulated,

0 ≤ −𝑢𝑘+1 − 𝑢𝑘 + Δ𝑢max (D.20a)
0 ≤ (𝑢𝑘+1 − 𝑢𝑘) − Δ𝑢min. (D.20b)

In matrix form, with the matrix input rate of change limits 𝑀Δ𝑢,max ∈ ℝ𝑁𝑚,𝑀Δ𝑢,min ∈ ℝ𝑁𝑚 based on 𝑁,
with the matrix Δ𝑈 ∈ ℝ𝑁𝑚×𝑁𝑚 which represents the difference calculation,

0 ≤ −Δ𝑈 𝒰𝑢 +𝑀Δ𝑢,max (D.21a)
0 ≤ Δ𝑈 𝒰𝑢 −𝑀Δ𝑢,min, (D.21b)

where

Δ𝑈 =

⎡
⎢
⎢
⎢
⎢
⎣

𝐼 0 0 ⋯ 0
−𝐼 𝐼 0 ⋯ 0
0 −𝐼 𝐼 ⋱ ⋮
0 ⋱ ⋱ ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋮
0 ⋯ 0 −𝐼 𝐼

⎤
⎥
⎥
⎥
⎥
⎦

, (D.22)

𝑀Δ𝑢,max = 1⊺𝑁⊗Δ𝑢max +
⎡
⎢
⎢
⎣

𝑢(𝑡 − 1)
0
⋮
0

⎤
⎥
⎥
⎦
, (D.23)

𝑀Δ𝑢,min = 1⊺𝑁⊗Δ𝑢min +
⎡
⎢
⎢
⎣

𝑢(𝑡 − 1)
0
⋮
0

⎤
⎥
⎥
⎦
, (D.24)

with 𝑢(𝑡−1) being the input that was injected in the system during the previous timestep 𝑘 = −1. Again
(D.15), (D.16) can then be combined with (D.20),

0 ≤ 𝑍Δ𝑢𝒰𝑢 +𝑀Δ𝑢 , (D.25)

where

𝑍Δ𝑢 = [
−Δ𝑈
Δ𝑈 ] , (D.26)

𝑀Δ𝑢 = [
𝑀Δ𝑢,max
−𝑀Δ𝑢,min

] . (D.27)

D.5. Optimization Problem
All matrix constrains, (D.9), (D.17), (D.25), can be combined such that (2.17) can be rewritten more
compactly,

arg min
𝒰𝑢

ℙ𝑁(𝑥0) ∶ 𝑉𝑛 =
𝑁−1

∑
𝑘=0

𝑙(𝑥𝑘 , 𝑢𝑘) (D.28a)

subject to 0 ≤ 𝑍𝒰𝑢 +𝑀, (D.28b)

where
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𝑍 = [
𝑍𝑥
𝑍𝑢
𝑍Δ𝑈

] , (D.29)

𝑀 = [
𝑀𝑥
𝑀𝑢
𝑀Δ𝑢

] . (D.30)
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