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Model Predictive Path Planning of AGVs: Mixed
Logical Dynamical Formulation and
Distributed Coordination

Jianbin Xin™, Member, IEEE, Xuwen Wu, Andrea D’ Ariano ™, Rudy Negenborn™, and Fangfang Zhang

Abstract—Most of the existing path planning methods of
automated guided vehicles (AGVs) are static. This paper proposes
a new methodology for the path planning of a fleet of AGVs to
improve the flexibility, robustness, and scalability of the AGV
system. We mathematically describe the transport process as
a dynamical system using an ad hoc mixed logical dynamical
(MLD) model. Based on our MLD model, model predictive
control is proposed to determine the collision paths dynamically,
and the corresponding optimization problem is formulated as 0-1
integer linear programming. An alternating direction method
of multipliers (ADMM)-based decomposition technique is then
developed to coordinate the AGVs and reduce the computa-
tional burden, aiming for real-time decisions. The proposed
methodology is tested on industrial scenarios, and results from
numerical experiments show that the proposed method can obtain
high transport productivity of the multi-AGV system at a low
computational burden and deal with uncertainties resulting from
the industrial environment.

Index Terms— Automated guided vehicles, path planning,
model predictive control, mixed logical dynamical model.

I. INTRODUCTION

UOMTAED guided vehicles (AGVs), which are intelli-

gent mobile robots, are commonly used in the industrial
environment for transporting materials or performing specific
tasks in manufacturing systems, warehouses, container termi-
nals, and other applications [1], [2], [3]. Due to the require-
ments of Industry 4.0, as more nongeneral and diversified
products are increasingly ordered, the AGVs must be more
intelligent, autonomous, and efficient so that the manufacturing
system can be more resilient and agile under complex and
dynamic operation circumstances [4].
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To meet the requirements of the manufacturer, there are
two challenges for planning the operations of a fleet of
AGVs. First, each AGV should be smart enough to properly
respond to the change in the operational environment (e.g.,
breakdown of the machine, change of delivery points [5]),
and therefore, reduce the economic loss resulting from these
uncertainties [6]. Second, each AGV should coordinate with
the other AGVs to avoid collision more efficiently [4]. The
current trend of operating AGVs is toward decentralization,
and each AGV should decide its actions individually. Low-
cost but real-time distributed computing is recommended to
handle the limitations of the computational burden and the
communication band [7].

Motivated by the above challenges, in this paper, we focus
on improving the flexibility, robustness, and scalability of
path planning of AGVs in manufacturing and logistics envi-
ronments. We investigate the transport process of the AGVs
from the perspectives of discrete-event dynamical systems
and distributed control. We regard the transport process as
a dynamical system via the MLD representation to model
the transport process mathematically. We also propose model
predictive control to address uncertainties resulting from the
transport process and develop an efficient distributed opti-
mization technique based on the alternating direction method
of multipliers (ADMM) to reduce the computational burden,
which is considerably valuable for real-time decisions.

A. Related Work

Path planning is one of the most fundamental problems
that mobile robots need to manage for autonomous navigation
and exploration in complex environments. The path planning
problem is typically defined as a mobile robot searching for
an optimal or suboptimal path from an initial state to a target
state according to certain performance criteria, given a robot
and its working environment. We next review the related work
from single-robot and multirobot perspectives.

1) Single Robot/AGV: The path planning methods of
a single robot can be mainly categorized as graph-
search approaches, sampling-based approaches, and intelli-
gent approaches. Graph-based approaches, including classical
methods, such as Dijkstra, A* and D*, represent the environ-
ment as a graph with nodes and edges and use a search-based
algorithm to compute the shortest path. Sampling-based
approaches use randomization to construct a set of points
sampled from the (continuous) obstacle-free space to build a
roadmap of feasible trajectories. The most influential examples
are probabilistic road maps (PRMs) and rapidly exploring
random trees (RRTs). For intelligent approaches, artificial
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intelligence techniques have been proposed for planning the
path of single robots in a complex environment. Reference [8]
provides a comprehensive review for readers. In addition to
these three main categories, other methods exist that are based
on robot kinetics, e.g., artificial potential field and dynamical
window approaches [9]. These kinetics-based methods are also
used for continuous path planning of autonomous vehicles in
complex road environments [10].

2) Multiple AGVs: AGV moves on a predefined roadmap,
which is logically represented by a graph with nodes and
arcs. Here, we focus on this particular type of robot in
detail. Path planning follows the results of task assignment,
which distributes a given set of tasks to a fleet of AGVs
optimally [11]. When assigning these tasks, the task sequences
processed by each AGV are often involved, and the objective
is typically to minimize the makespan (i.e., the completion
time of all given tasks) or the tardiness of all the defined
tasks.

Following the determined task assignment, path planning
determines the optimal path to execute these tasks from its
origin and destination in the guided roadmap, and collision
avoidance must be considered when planning the detailed path.
The path planning of multiple AGVs (or mobile robots) has
received increasing attention since new sensing technologies
(e.g., LIDAR SLAM or visual SLAM) have been introduced.
Compared to a single robot, the path planning of multiple
AGVs is more complex because each robot needs to consider
the behavior of other robots, and the neighboring robots might
become dynamic obstacles.

The path planning of multiple AGVs can be divided into
offline and online approaches. The offline approaches typi-
cally determine the collision-free path of each AGV a priori,
and the decision is not updated when performing the task
for each robot. Most offline approaches are addressed in
a centralized manner. For instance, the time-space network
approach is regarded as an effective modeling representation
to detect and resolve the conflicts in a grid roadmap layout
[12], [13]. One alternative method is designing an optimal
controller to prevent AGVs from any collision based on labeled
Petri nets [14]. In addition to these centralized approaches,
reference [3] proposed a decentralized zone-based planning
algorithm relying on prioritized rules to resolve the conflicts
between various AGVs.

Offline path planning of multiple AGVs is also integrated
with other problems, e.g., task allocation and scheduling.
A simultaneous dispatching and conflict-free routing for bidi-
rectional automated guided vehicle (AGV) systems is inves-
tigated in [15]. Miyamoto and Inoue [16] integrated task
allocation with path planning as an overall problem based on
the time-space network framework. Furthermore, conflict-free
AGYV routing approaches are integrated with job shop schedul-
ing and flop shop scheduling, according to the applications
required into the production workshop [17], [18] or container
terminals [19].

Compared to the off-line approaches that have been
investigated intensively for the movement of AGVs, online
approaches, which are more capable of dealing with unex-
pected situations, have received little attention. The com-
putational burden for dynamic coordination between these
multiple AGVs can be expensive. Therefore, one effective
way to resolve this issue is to simplify the coordination

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 24, NO. 7, JULY 2023

by using global congestion-aware metrics to disperse traffic
flow and ensure sufficient transport capacity of the vehicles
[20], [21]. The improved A* algorithm is then used to search
the idle path and avoid collisions. Moreover, a dynamic motion
planning method has been recently proposed for a multi-AGV
system [22], and prioritized update logic is implemented in a
centralized controller to resolve motion conflicts.

However, it can be observed that the current online
approaches are addressed in a centralized way for path plan-
ning of multiple AGVs. These centralized approaches simplify
the coordination among these AGVs (e.g., by using prioritized
rules). The position of each AGV cannot be predicted without
a dynamical model when replanning these AGVs. Due to the
lack of this information, the AGV performance cannot be
further improved.

B. Contributions

To address the above limitations, in this paper, we make the
following contributions:

« We develop a new model for describing the transport
process of the AGV fleet as a dynamical system in
an industrial environment. The transport process is rep-
resented by a mixed logical dynamical (MLD) model,
which is able to predict the vehicle positions in advance.
Advanced real-time control strategies can be further con-
sidered based on the MLD model.

o Model Predictive Control (MPC) is proposed for dynam-
ically deciding the path of the AGVs. An ADMM-based
decomposition technique is then developed to coordinate
the AGVs. The computational burden is reduced consid-
erably by the proposed methodology on tested industrial
case studies.

In this paper, we use the knowledge of discrete-event
dynamical systems and model the path evolution of the AGVs
as a mixed logical dynamical system. We further analyze the
feasibility of the global path planning problem, which can be
regarded as an optimal control problem, in which an integer
linear programming (ILP) problem must be solved. Based on
the developed MLD model, we develop a dedicated MPC
controller to determine the paths dynamically by receiving the
measured vehicle position in the roadmap. The global planning
problem is transformed into a local planning problem that
is focused on planning regional paths, and an ADMM-based
distributed planning algorithm is designed to improve the per-
formance of online planning, which is promising for real-time
decisions capable of dealing with the uncertainties resulting
from the industrial environment. Experimental results show the
effectiveness of the proposed planning strategy under different
roadmaps and scenarios.

The remainder of the paper is organized as follows:
Section II describes the research problem and provides the
global planning representation based on the developed MLD
model. Section III proposes a dedicated centralized MPC
controller to dynamically determine the collision-free paths.
In Section IV, an ADMM-based distributed planning method is
proposed to coordinate the multi-AGV system. Section V dis-
cusses the results of the proposed methodology on the numer-
ical tests and further analyzes its performance. Section VI
concludes this paper and provides future research directions.
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Fig. 1. Example of a 4 x 4 squared roadmap of the guide path network.

II. PROBLEM DESCRIPTION AND FORMULATION

This section introduces the studied path planning problem of
multiple AGVs and the mathematical formulation of this plan-
ning problem as a dynamical model based on the developed
MLD formulation. Afterward, we present the global planning
problem formulation and analyze its solution existence of the
roadmap configuration.

A. Problem Description

In an industrial environment, multiple materials need to be
transported by multiple AGVs in a connected guided path
network. In the process of transporting materials, it is required
to plan a collision-free vehicle path for each AGV from its
starting node to its delivery node. The starting and delivery
nodes are assumed to be assigned to each AGV in advance.

Here, we consider a squared AGV roadmap that contains
several nodes, and the distance between any adjacent nodes
is equal, as illustrated in Fig. 1. AGVs can only wait or
change directions at each node of the roadmap, and every
side represents the vehicle lane. Each AGV can only reach
its adjacent nodes, which are connected to its location node
by one move, and the AGV cannot arrive at the nonadjacent
connected nodes by one move.

For this path planning problem, we make the following
assumptions, as suggested in [5] and [12]:

o The geometrical size of an AGV is sufficiently small, and
the AGV is regarded as a point occupying a particular
node.

« Each AGYV is assigned a task from its pickup node to its
delivery node, and these nodes are different.

« The velocity of the AGV is constant, and the turning time
can be included in the corresponding traveling time.

o Each AGV can wait or change direction at the node of
the path network, and each node can be occupied by at
most one AGV at any time.

o The lanes are bidirectional, and a lane can be occupied
by at most one AGV at any time.

« When an AGV completes a particular task, this AGV
stays at the end node.

o Every pickup-delivery node pair is connected, and the
number of AGVs is less than the number of nodes.

B. Mathematical Formulation

In this part, we model the transport process of multi-
ple AGVs in the guide path network via a mixed logical
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TABLE I
INDEX VARIABLES AND INPUT PARAMETERS
Symbol: | Description
At Discretized time step
H Time horizon
t Discretized time instance, t € {0, 1, ..., H}
N; Set of adjacent nodes to node %
N Set of nodes
E Set of arcs
Nn Total number of nodes in the graph
Naav Total number of AGVs
P Set of AGVs, ® = {1,2,..., Nagv}
Sk Start node of AGV k
G End node of AGV k

dynamical formulation. The MLD model is a powerful mod-
eling approach, and this MLD model can describe the motion
changes of the AGVs in a computationally friendly manner
that is well-suited for the formulation of the system and
control design (e.g., optimal control and model predictive
control) [23]. The MLD model has been successfully used
in the domain of power systems [24], transportation systems
[25], [26] and other applications.

The whole planning horizon is equally discretized into a set
of time slots denoted by {Az,2 x At, ..., H x At}, where At
is the time step and H is the total number of time steps. The
roadmap is regarded as a directed graph G = (N, E). N is
the set of nodes, while £ = {(i, j)|i € N, j € N} is the set
of directed arcs (i, j). Since the roadmap can be visited by
every AGYV, the graph G is shared by all the AGVs.

Before providing the MLD formulation for modeling the
movement process, we first introduce the related state variable
x{‘ (1) and control variable ui." j(t). The related symbols are
given in Table I.

o x{‘ (1) is defined as the state variable. x{‘ (t) = 1 means that

AGV k arrives at node i at time ¢; otherwise, xk(t) =0;

(t) is defined as the control variable; uk (t) = 1 indi-
cates that AGV k moves from node i at tlme ¢t to node
Jj at time 7 + 1. Note that nodes i and j can be identical
if AGV k stays in the same node from ¢ to ¢ + 1.

Based on the defined xk (1) and uk (t) we observe that V
node j (j € N), k € D,

1, if S uffj(t) =1
ieNji#j (1)
X,

else
where N; is the set of adjacent nodes for node j.
Remark 1: Equation (1) provides the update of state xf (1)
from time ¢ to time ¢ + 1 in two situations. The first situation
is given as follows:

ieN; i#]

which means that AGV k moves from one of its
adjacent nodes, and AGV k arrives at node j at time 7 + 1
(xf (t+1) = 1). The second situation, which is the complement
of the first situation, is described as follows:

> k=0, 3)

€N i#]

Aae+1) =

uf (=1, 2)
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which suggests that AGV k does not move from node i to its
adjacent node j (i # j). For node i at time ¢, one connection
at most can be made from nodes i to j (including node i
itself), and we have the following operational constraint:

> oo+ D> ulo=1 (4)

i€ENj,i#] iEN;,i=]

which indicates, following Equation (3), >;cy, i—; uf ) =
1 or ZieNj’i:j uﬁj(t) = 0. The former means that AGV k&
stays at the same node j, while the latter indicates that AGV
k does not occupy node j from ¢ to ¢ + 1. In both conditions,
the value of x;? does not change, and we can conclude that
e+ =xo.

As Equation (1) cannot be directly implemented in a stan-
dard optimization formulation, we rewrite Equation (1) as
follows:

de+h= D uf,o+Foa- D ub;m)

ieN;,i] ieN;,i#j

_ ke Lk k k

=k -xkoy D ub o+ D ubo.
ieNj,ij i€Nj,i#]
(%)
The product xj?(t) > uf‘ J.(t) is a nonlinear term,
ieN;i#j

A

and we define an auxiliary binary variable 8]]‘. ®H =

xj? ® > uf’ j(t). Based on this replacement, Equation (5)

iEN;,i#]
can be rewritten as follows:
de+n=xko-so+ D ufo. ©6)

iEN; i)

The nonlinear equation 8’;. ) = xf(t) > uf j(t) can be
ieNji#j

expressed by a number of linear equalities [27], as follows:

HORSHOEI (7)

O MRTSORY 8)
ieN;,i#j

do+ D w0 -8 <1 )

ieN;,i]

In addition to the above motion dynamics, other constraints
are considered for the capacity of the roadmap of collision
avoidance both for the nodes and the vehicle lanes and for
initial and terminal conditions.

For the roadmap capacity and connectivity, we have the
following constraints:

Do <1,

Vke ®,t=0,...H (10)

ieN
Dxfy <1, YieNt=0,...H (1)
ked
w0 +dk 0y <1, V=0, H (12)
ked,jeN;
> k41 =2, (13)
JEN;

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 24, NO. 7, JULY 2023

Constraint (10) ensures that each AGV stays at only one
node at any time. Constraint (11) guarantees that every node
can be occupied by at most one AGV. Constraint (12) requires
that the connection between nodes i and j is unidirectional and
that every connection can only be occupied by one AGV at
most at any time. Constraint (13) ensures that AGV k moves
node i to its adjacent nodes.

Furthermore, we have the constraints for the initial and
terminal conditions as follows:

x5 0)=1ked
Sk ) = 1.gvke d,.1=0,....H
t

(14)
15)

xG (1) < xg (t+1). Vked® t=0,....H—1 (16)

Constraint (14) provides the initial position of all the consid-
ered AGVs. Constraints (15) and (16) indicate the destination
of AGVs, thus requiring the AGVs to reach the destination
within the total planning horizon H.

We let

x(t) = [xll @, ..., x}vn(t), ... ,x{VAGV(t), e xfoV(t)]T,
5(t) = [5%(;), Bl O, 8, L 5Z:GV(r)]T

T
N N
u(?) = [u}’l(t), e, M}Vn,Nn(t)" cuph @), uN:%n(t)] ,

where x(7) is the system state vector, u(t) is the control logic
variable vector, and &(¢) is the auxiliary logic variable vector.
Based on the abovementioned variable vectors, the motion
dynamics, including (6)-(16), can be rewritten into a compact
MLD model representation derived from [27] as follows:

x(t + 1) = Ax(t) + Bru(t) + B3 (t)
Exd(t) < Ezx(t) + Equ(t) + Eq4

a7)
(18)

where matrices A, B, B2, Ei, E», E3, and E4 are obtained
from the transport process described by (6)—-(16) when this is
transformed into the compact form (17) and (18). This MLD
model can describe the motion dynamics in a computationally
friendly manner that is well-suited for the formulation of the
system and control design [27].

We next provide the objective function, such that the overall
optimization problem of the global planning can be given.
Typically, the objective of multiple-vehicle path planning is
to minimize the sum of the transport times of the AGV fleet.
In this paper, we define the objective as J, which is given as
follows:

H
T==>>"x5 .

ked t=0

19)

Here, we define @ = [ut),...,uT(H -
1,8%0),...,8T(H — 1)]T. Then, the global planning
problem (defined as P;) can be formulated as follows:

(P1) min J
u
s.t. (6) — (16),

where minimizing J allows all the AGVs to arrive at their
destinations as soon as possible. Problem P; is regarded as an
optimal control problem based on motion dynamics with initial
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and terminal conditions. Problem P is treated as a standard
0-1 ILP problem that can be solved by commercial solvers
(e.g., CPLEX or Gurobi).

However, the global optimization problem P; is static, and
uncertainties cannot be dealt with during the planning process.
Furthermore, although the problem P; may be effectively
solved by a commercial solver, its computational burden can
be unsatisfactory for the real-time decision requirement as
the system scale increases considerably. To address these
limitations, we propose the MPC controller and discuss its cen-
tralized and distributed control strategies in the next section.

C. Path Feasibility

It can be observed that, for problem P, the setting of the
roadmap is typically assumed that the origin (pickup) and the
destination (delivery) nodes are connected [5], [28]. Especially
in [28], the configuration of up to n robots and an n-vertex
connected graph is investigated. For the studied problem P,
an interesting question would be about which configurations
of the roadmap planning problem P; is solvable, i.e., a feasible
solution exists. Here, we discuss its solvable conditions.

As mentioned in Section II. A, we assume that the number
of AGVs is less than the number of nodes in the graph.
This condition is typically considered for discrete multirobot
path planning because empty nodes are required as swap
spaces [28]. The case in which the number of AGVs is equal
to the number of nodes is beyond the scope of this paper.

Here, we are interested in the condition that the graph
contains at least one cycle and one additional connected
node, which is commonly seen in the industrial environment
[5], [29]. The situation of a single cycle is discussed in [30].
The cycle is defined as the number of nodes connected in a
closed chain. The free node refers to the node for which there
is no AGV occupied. The bridge is defined for a particular
edge if the edge connects two subgraphs, while removing the
edge disconnects the graph. For the roadmap used for the
AGVs, we make the following remark:

Remark 2: Assuming the graph contains at least one cycle
and one additional connected node, the problem P; can be
considered solvable only if a cycle exists in the graph and the
number of free nodes is greater than or equal to the maximum
bridge length.

The details of the proof for Remark 2 can be found in
Section IV of [31], which discusses Remark 2 under two
conditions (the current position of AGV k and its goal position
are in a single cycle or in two different cycles).

Fig. 2 provides an example to illustrate the condition of
solution feasibility for the global planning problem P;. In this
example, a cycle and three connected nodes are included in the
graph. Cycle 1 is composed of Nodes 1, 2, and 3. The bridges
are (3,4), (4,5) and (5,6). The maximum bridge length is 3,
equal to the number of free nodes. Following Remark 2, this
example is solvable, and every robot can reach any node in the
graph. For example, if Robot 1 wants to move from Node 1 to
Node 6, Robots 1, 2 and 3 synchronize their moves in Cycle 1
(clockwise or counterclockwise), and then Robot 1 reaches
Node 3. Afterward, Robot 1 arrives at Node 6 throughout
Nodes 4 and 5 (free nodes) in the bridge.

In summary, Remark 2 provides the solvable condition for
our path planning problem, and it is assumed that the number

6947

Robot 2
Robot 3
Cycle 1
030520
\ Bridges /
O Occupied node by a robot
O Free node
Fig. 2. Tllustrative example of the solution feasibility for Pj.

of AGVs is less than the number of nodes in the roadmap
graph, which is consistent with the settings in industrial
scenarios. The solution feasibility can be guaranteed when
testing the planning algorithms for industrial scenarios in later
sections under such conditions provided by Remark 2.

III. MODEL PREDICTIVE CONTROL

The MLD model obtained in Section II is indeed dynamic.
Based on the developed MLD model, this section further
proposes an MPC controller for planning the collision-free
paths of the AGVs dynamically. The first part improves the
original MLD model used for local planning in a centralized
way, while the second part discusses the selection of the
planning horizon.

A. MPC Strategy

MPC is a control strategy that explicitly uses a dynam-
ical model to determine control actions by minimizing the
desired objective over a finite receding horizon. This control
strategy has been successfully implemented in transportation
and robotics [32], [33]. The MPC provides an online planning
framework to control complex systems that contain interacting
variables, complex dynamics, and constraints. This online
planning method is suitable for handling flexible manufactur-
ing, customized products, and complex product specifications
in a dynamic manufacturing environment [34].

We consider a centralized MPC controller for planning the
collision-free paths of the fleet of AGVs dynamically. The
objective of this controller is to minimize the total transport
times of the AGV fleet. The MPC controller plans the path
according to the position state of the AGVs at a time instant
and updates the path plan in real-time considering the motion
change of the AGVs.

The proposed MPC planner uses a local planning strategy,
which is similar to the A* algorithm for a single robot. The
global planning problem P; is decomposed into smaller local
planning problems, which are solved repeatedly with a rolling
horizon T,(T}, is much smaller than H). In local planning, the
size of the optimization problem is smaller than the global
problem. Furthermore, the localization of the AGV can be
limited by its sensor, which makes local planning (by using
the MPC strategy) suitable for implementation in the industrial
environment.

B. Local Planning Formulation

In this part, a local MLD model is formulated, and the cor-
responding MPC formulation is presented. For local planning,
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TABLE 1II X, X, X,
DMPC 1 > DMPC 2 > DMPC N gy
NEW DEFINED NOTATIONS FOR LOCAL PLANNING
A ry r Yy
Symbols Description
Tp Local planning horizon , X u, X2 Nagy Nagy
Ny, Set of local ending nodes within 77,
Djq, Approximated distance between nodes j and G, for AGV k > Y Y
Varlab'le Descrlptlf)n ' ‘ . AGV 1 AGV 2 AGV N,y
CF (binary) | CF =1if AGV k arrives at node j at time Tp, else 0
Fig. 3. Architecture of the proposed D-MPC method.

new decision variables and parameters need to be introduced,
while several constraints of the MLD model also need to
be adjusted, as the initial constraints were made for global
planning to fit the framework of the MPC controller design.
These new parameters and decision variables are given in
Table II.

For the local MLD model, we modify constraints (15) and
(16) to ensure that each AGV arrives at a local ending node
within the local planning horizon 7;,. The modified constraints
are given as follows:

> k=1,
j

k k .
xj(Tp) = Cj, ked®, jeNL

ked, je N, (20)

2y

where constraint (20) ensures that each AGV chooses a local
ending node in the considered local problem. Constraint (21)
ensures that each AGV can only stay at one of the local ending
nodes (j € NL) by t = Tp.

For constraints (6)-(13) of the original MLD model, when
local planning is considered, the domain of ¢ needs to be
changed from r € {0, 1, .., H} to t € {0, 1, .., Tp}.

Regarding the objective function, J also needs a local
version J, which is defined as follows:

T=>(> ct«Djg +Ty.

ked jeNy

(22)

, where the parameter D; ¢, is obtained by approximating the
distance between node j and destination node Gy for AGV k.

Here, we define 1 = [™0),...,u™(1, -
1),8%0),...,8T(T, — 1), CT]T, where C is the set of
Cj? . Then, the local planning problem (defined as P,) can be
formulated as follows:

(P) minJ
u

s.t. (6) — (14), (20) — (21).

Using the proposed MPC strategy, when carrying out the
path planning of the AGVs, the local model only considers the
path planning within the local range 7}, for AGVs, finding the
local ending nodes, and approximating the distance between
the local ending node and the global ending node obtained in
an off-line way. We use precomputed distance data to estimate
the target value of this model from the global roadmap config-
uration. Although this method cannot guarantee the optimality
of the obtained solution, the accuracy can be reasonably high
with a faster computation speed than global planning if a
proper Ty, is selected.

Note that the multicommodity can be incorporated into
our model by extending the node capacities of the origin
and destination pairs. Additionally, the multitrip aspect can
be considered based on the proposed dynamic planner by

updating the corresponding destination for the new task when
the current task is completed. The sequences of these multiple
trips are determined by solving an allocation problem at a
different level and received by the dynamic planner.

IV. DISTRIBUTED MPC PLANNING

The previous section presents the design of our MPC con-
troller based on the developed MLD model, in which the paths
of the AGVs are determined dynamically in a centralized way.
However, because of the requirements of the Industry 4.0 plan
(including flexibility, robustness, and scalability issues, due to
memory limitations, communication, and computation), decen-
tralized planning is required to distribute the intelligence of the
overall AGV system [4]. Distributed computing decomposes
the centralized problem into smaller problems, and each AGV
makes its own decisions based on the interactions with the
other AGVs. This can reduce the overall computational burden
and greatly improve computational efficiency.

In this section, we propose an ADMM-based distributed
MPC controller, in which a serial iterative control method
based on the ADMM is developed. The distributed control
architecture is illustrated in Fig. 3. In the following sections,
the separable optimization formulation for the distributed MPC
is provided, and the proposed distributed planning algorithm
is presented.

A. ADMM Decomposition

ADMM is a widely used decomposition method to solve
distributed MPC problems [33], [35]. ADMM is recommended
since this is intended to blend the decomposability of dual
ascent with the superior convergence properties of the method
of multipliers [36]. When using the ADMM method, the
augmented Lagrangian of the original optimization problem
is first constructed, while the primal and dual variables are
updated in an alternating or sequential fashion. The algorithm
continues until a given stopping criterion is satisfied.

We next explain the augmented Lagrangian function regard-
ing the problem P,. The capacity constraints (8) and (9) are
coupled for the multiple AGVs. We introduce two nonnegative
Lagrangian multipliers A; and A; to relax these two coupled
constraints. The augmented Lagrangian function of problem
P> is formulated as follows:

Le= ) (> ChsDjg+Ty

ked jeNL
+a O xf) - D+ 0O Wl o +udk ) -1
ked ked
+e/2Q xfw) - 1)
ked
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/2Ot ;) +uf (1) = 1),
ked

Vke ®,ieN,jeNLt=0,....T, (23)

where € is the augmented Lagrangian parameter. For the sake
of computation, we let

b 2 xF(t) — 1/Nagy, Vk e ®
Y £ uf (0 +ub (1) = 1/Nagy.

The problem of minimizing L. is not separable into
AGV-level subproblems due to the incorporated quadratic
penalty term. To maintain separability, a linearization tech-
nique is used for the cross-penalty part around the estimated
optimal solution [37]. The augmented Lagrangian function L.
can be additive for AGV k by using the first-order Taylor

(24)

Vied (25

Nagv

expansion. | > ¢y| can be expressed as follows:
k=1

Nagv Nacv Nagv Nagv—1

2
D] =D P +2D. D o
k=1 k=1 k=1 =1

The last (cross-product) terms of (26) are linearized by a
first-order Taylor expansion around the point (¢, ¢;) for a
good estimation. In this way, [>, ¢k’2 is expanded into the
following expressions:

(26)

2
Nagv
R
k=1
2 2
Nagv Nagv—1 Nagv [Nagv—1
~ D>+ D di| - ¢
k=1 I=1,I5k k=1 |i=1,i%k
Nagv  Nagv-—1
22 % 2 &
k=1 =1
2 2
Nagv Nagv—1 Nagv—1 Nagv—1
= > |+ D & —| D l—2¢kz¢l
k=1 I=1,l#k I=1,l#k
(27)

where ¢ = >, (x¥(t) — 1/Nagv), and @ is regarded as a
constant. For each k, the original |Zk ¢k]2 is separable.

> i ¥k can be linearized in a similar way. Therefore, the
original centralized problem P, can be decomposed into a
series of subproblems (one for each AGV). The objective
function for AGV k can be written as follows:

L = (D Ch«Djg+Ty) + ki + M)

JENL
Nagv—1
+e/(pe + Y dil
I=1,1#k
Nagv—1 Nagv—1
-1 > @l -2 Z )
I1=1,1%k
Nagv—1 Nagv—1
He/DWW+ D Wl =1 D Wl
I=1,l#k I=1,l#k

6949

_NAGV*I o
=29 D W)

=1

(28)

The dual function is defined as the minimum value obtained
by the objective function L’L‘, for . For each set of (A1, A2),
we need to find @ that minimizes L¥, while different (11, 12)
correspond to different values of the dual function. The dual
function of each subproblem for AGV k is defined as follows:

Gk (A1, A2) = min LE(@, hq, A2). (29)
u
Thus, the related dual problem can be written as follows:
Nagv
(30)

max g (A, A2) =
Al,A2

D ak(u, 22).
k=1

B. ADMM-Based DMPC

After providing the decomposed dual problem, this part
details the procedures of the proposed serial iterative
ADMM-based distributed algorithm. The serial scheme is
effectively scalable to coordinate subproblems for the dis-
tributed MPC [7], and this scheme can be easily implemented
based on the above decomposed augmented Lagrangian
function.

Algorithm 1 provides the pseudocode of the ADMM-based
distributed algorithm. In the proposed distributed algorithm,
the original centralized problem P is decomposed into multi-
ple blocks, and each block is updated alternately by following
the vehicle index sequence. In each iteration, when the solution
of each subproblem for a particular AGV is computed, the
predictive path related to the subproblem is sent to the other
AGVs in serial communication. As a result, possible collisions
are avoided regarding the predictive paths via the predictive
position information available. The algorithm stops when
the primal and dual residuals are satisfied or the maximum
iteration number is reached.

For the decomposed subproblem, the decision variable iy,
of AGV k at iteration p is computed as follows:

ik (p,t) = argmin(qr(A1(p, 1), la(p, 1)), Vk € ®. (31)

The Lagrange multipliers are updated as follows:

Mp+1L0 =20, 0+ep,nQ (fp+1,0-1)
k

Ma(p+ 1,0 = ha(p, 1) +e(p, OQ_(uf ;(p+1,0)
k

+ub (p+1.0) = 1).

Penalty parameter € is updated by a self-adaptive method,
as suggested in [38], as follows:

(32)

2¢(p,t), forr(p,t)>10s(p,t)
e(p+1,1)=13e(p,t)/2, fors(p,t)>10r(p,t) (33)
e(p, 1), otherwise

where r(p,t) and s(p,t) are the primal and dual residuals,
respectively. r(p, t) and s(p, t) are defined as follows:

r(p,t) = Ix"(p,0) =X(p, D2, (34)
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Algorithm 1 Serial Iterative ADMM-Based Distributed MPC
Require: Task assignment of AGVs
1: while r €{0,1,..., H} do
2:  Initialize Lagrangian multipliers A; = 0 and A, = 0 and
parameters €y = 10.
3:  for iteration p =1 : pmax do

4: for AGV k = 1: Nagv do

5: Each AGV determines #; by solving the local
subproblem (31)

6: Update Lagrangian multipliers A(p,?) and
A2(p, 1) by (32)

7 Update primal residual r(p,t) and dual residual
s(p,1) by (33), 34)
Update penalty coefficient €(p, t) by (33)

: end for
10: /! Stopping condition
11: if r(p, 1) < riim or s(p,t) < Slim OF P = Pmax, then
break
12: p=p+1

13:  end for
14:  // Update the state of each AGV and move to next step

15 t=t+1
16: end while

(o le(p,t) o ZxNAGV(p,t)) is

the average preprocessmg result for each subproblem in the
state vector at iteration p at time 7.

s(p+Lt)=—e(p+1LOIx(p+1,6)—%(p,Dll2 (35

Algorithm 1 continues until r(p, t) < rjjym or s(p, t) < Siim
OF P = Pmax- "im and rjiy are set to 1073, as suggested in [35].

where X(p,t) =

V. COMPUTATIONAL EXPERIMENT RESULTS

This section evaluates and discusses the results of the
proposed methodology via the MLD model and the developed
solution approaches. Numerical case studies are carried out
to assess the performance. First, the involved case study
setting is introduced. Then, the results on the proposed control
method for dealing with uncertainty are discussed, and the
advantage of our distributed MPC method is assessed in terms
of productivity and computation metrics.

A. Experiment Settings

To evaluate the performance of the proposed planning
strategy, we consider two benchmarks related to two types
of AGV roadmaps. Benchmark 1 corresponds to a squared
roadmap graph, which contains m x m nodes and 2m x (m — 1)
links [28], [39], as introduced in Fig. 1. Benchmark 2 contains
an irregular graph with unbalanced connections, which is
derived from a real world transport company, as shown in
Fig. 4 and in [5]. In Fig. 4, we can observe that the roadmap
of Benchmark 2 is not regular because the topology is not
squared. Its connectivity is not as strong as the one of
Benchmark 1 because multiple nodes of Benchmark 1 have
more than 2 adjacent nodes, while most nodes of Benchmark 2
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o Node
40 @ Pickup node
@ Delivery node

Fig. 4.

Illustration of the second roadmap layout as considered in [5].

have only two adjacent nodes. These two roadmap layouts can
be found in related applications for AGVs and robots [5], [28],
[39].

We evaluate the following five methods: centralized MPC
(C-MPC), ADMM-based distributed MPC (D-MPC), prior-
itized MPC (P-MPC), static planning (SP), and dynamic
prioritized planning (DPP). P-MPC plans the path of each
AGYV following a fixed priority based on the MPC framework
and regards the planned paths as collision constraints. SP is a
mainstream planning method implemented via the time-space
model proposed in [5]. DPP is a state-of-the-art dynamic
approach that uses a dynamically updated priority list to
resolve AGV conflicts based on offline paths [22]. The three
MPC methods are based on the proposed MLD model, which
predicts the feasible AGV positions.

The mathematical modeling is implemented in Python on
Windows 10, while solver Gurobi 9.0.3 is used for solving
the formulated planning problems. The computer hardware is
Intel Core i7-8750 (3.0 Hz) with 16 GB of memory.

We consider three commonly used key performance indica-
tors (KPIs) as follows:

o The sum of completion times of all the AGVs, which is

defined as costl.

o The completion time of the last AGV (makespan), which
is defined as cost2.

o Computational time, (CT for short), which is the time
it takes to compute its optimal solution and certify its
optimality, which is guaranteed by the solver, Gurobi.

The first KPI is stricter than the second since the makespan
focuses on the last completed task. Next, we present the com-
putational results with normal operations and uncertainties.

B. Choice of Planning Horizon

In the proposed MPC strategy for local planning, the
planning horizon T, is a key parameter. For a very small 7p,
unnecessary waiting time increases as the path prediction is
not efficient, so the planning is not productive. Each arc (i, j)
has a unit time slot, and thus, we consider 7}, > 1.

Table III compares the experimental results, searching for
a proper Tp. It was found from Table III that 7, = 4 reaches
the best costl with the shortest 7;,, and we choose T, = 4 in
the following experiments.
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TABLE III

PERFORMANCE COMPARISONS UNDER DIFFERENT
Tp VALUES (UNIT SECONDS)

Settings Tp =2 Tp =3 T, =4 Tp, =5
m  Nagv | costl CT costl CT costl CT costl CT
5 4 25 0.08 24 0.10 24 0.18 24 0.26
5 5 28 0.10 28 0.13 28 0.19 28 0.28
6 6 35 0.31 34 0.27 32 0.35 32 0.54
7 7 43 0.41 41 0.48 40 0.73 40 0.91

Sum of all vehicle completion times: 25
24 4
22 A
20 A
g 18
2 16 1
'S 144
n
5 121
2101
o
a g4
6
4 E
2 -
0- T T T T
0O 1 2 3 4 5 6 7 8 9 10 11 12 13 14
t
Fig. 5. Planned AGV paths when 7p =2 (4 AGVs)).

Sum of all vehicle completion times: 24

AGV1
AGV2
AGV3
AGV4

Al
-
o

N A

o

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14

t

Fig. 6. Planned AGV paths when T, = 3 (4 AGVs)).

Figs. 5 and 6 provide the paths of four AGVsina5 x 5
grid roadmap under the conditions 7, = 2 and 7, = 3. Both
figures show that all possible collisions are avoided since there
is no more than one AGV in the same node for any ¢. When
comparing these two figures, case T, = 3 has better transport
productivity than case T, = 2, as more roadmap information
can be considered for local planning.

C. Computational Results

We first evaluate the computational results of the proposed
C-MPC and D-MPC methods in comparison to the SP, P-MPC,
and DPP methods. These experimental results are reported in
Table IV and Table V for Benchmarks 1 and 2, respectively.

Table IV provides the performance of the five tested meth-
ods concerning Benchmark 1, which uses the squared roadmap
(m changing from 5 to 20). Table IV shows that the proposed
D-MPC method presents a good balance between the objec-
tive function value and the computational burden. There are
small gaps (approximately 2%) in the productivity objectives
(costs 1 and 2) between the proposed D-MPC and the static
planner SP. These gaps result from approximating the global
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cost when using the MPC planner. However, SP struggles with
computational complexity as all the roadmap information is
considered, and the computation times of large-scale scenarios
can be more than 1000 seconds. Moreover, SP assumes that
there are no disruptions during the transport process. Our MPC
planner has a great advantage in computational efficiency,
and the proposed D-MPC method computes a solution in
approximately 10 seconds for large-scale scenarios (against
approximately 1000 seconds using SP), which has the potential
for real-time applications in industrial environments. Com-
pared to the large gap in the computation time, the gaps in
the productivity metrics are relatively small with respect to
costs 1 and 2.

Table IV shows the effectiveness of the proposed
ADMM-based decomposition technique, since D-MPC
achieves the same values of costs 1 and 2 as C-MPC. Note
that the values of cost 1 and cost 2 are computed when
all the tasks are completed. Since the paths of C-MPC and
D-MPC are the same, the values of cost 1 and cost 2 of
D-MPC are equal to those of C-MPC. However, some small
errors exist due to the decomposition technique introduced
by ADMM. Fig. 7 provides the converging trajectories
of the primal residual r(p) and the dual residual s(p) in
addition to the cost difference between the proposed D-MPC
and C-MPC when applying the MPC of the instance with
m = 10. These converging behaviors show that there is
a small difference between the value of the augmented
Lagrangian function (Equation (23)) and the value of the
original objective function (Equation (19)). This difference
comes from inequality constraints (11) and (12) because

k(t) = 0 and u (t) + u’j‘ (t) = 0 for these nodes that are
not visited by any AGV. The small errors are reported with
more decimals in Fig. 7.

Table V reports the performance of the five methods for
Benchmark 2, and the computational results on Benchmark
2 are consistent with those on Benchmark 1. The D-MPC
achieves high productivity with a much lower computation
time among the five methods, which can also be seen in the
irregular roadmap of Fig. 4.

Tables IV and V show that the proposed D-MPC gives high
competitive performance in comparison to C-MPC, P-MPC
and DPP. Costs 1 and 2 of D-MPC are the closest to those
of SP, with almost the shortest computation time. In the
next subsection, we show the advantage of the proposed
MPC methods when dealing with the uncertainties during the
transport process.

D. Addressing Uncertainties

We next present the advantages of the proposed MPC strat-
egy when dealing with uncertainties in the production envi-
ronment during operations. We consider the second instance
of Benchmark 2 as an illustrative example, and the cor-
responding roadmap topology is given in Fig. 4. In this
instance, four AGVs move from their origin to their destination
(AGV 1:Node 18—Node 42, AGV 2:Node 57—Node 11,
AGV 3:Node 22—Node 40, AGV 4:Node 58—Node 20).
To show the effectiveness of the proposed real-time decision,
the centralized MPC method is compared with the static
planning method, in which the AGV paths are predetermined
offline.
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TABLE IV
COMPARISON OF NUMERICAL RESULTS WITH RESPECT TO BENCHMARK 1. (UNITS: SECONDS)
Settings Sp C-MPC D-MPC P-MPC DPP
m  Nagv costl cost2 CT costl cost2 CT costl cost2 CT costl cost2 CT costl cost2 CT
5 4 24.5 7.6 0.76 25.0 7.8 0.11 25.0 7.8 0.07 25.5 7.9 0.11 26.5 8.3 0.15
5 5 30.3 79 0.94 31.1 8.1 0.13 31.1 8.1 0.08 31.3 8.2 0.12 33.0 8.8 0.15
6 5 29.8 8.3 1.87 30.6 8.5 0.24 30.6 8.5 0.17 31.1 8.6 0.27 32.0 9.0 0.15
6 6 34.3 8.5 221 353 8.7 0.27 353 8.7 0.20 35.6 8.8 0.29 36.9 9.2 0.16
7 6 349 9.1 341 359 9.4 0.35 359 9.4 0.22 36.2 9.4 0.35 38.0 9.8 0.16
7 7 38.7 9.6 3.73 39.6 9.9 0.46 39.6 9.9 0.26 40.2 9.9 0.36 413 10.4 0.28
8 7 38.9 9.9 5.71 39.9 10.2 0.55 39.9 10.2 0.30 40.4 10.2 0.45 422 10.8 0.30
8 8 44.7 10.1 6.37 46.0 10.4 0.77 46.0 104 0.34 46.7 10.4 0.67 479 11.0 0.35
9 8 46.4 10.8 8.71 47.5 11.1 0.84 47.5 11.1 0.42 479 11.2 0.71 49.7 11.7 0.36
9 9 50.7 11.3 9.88 523 11.7 1.08 523 11.7 0.44 52.6 11.7 0.73 49.8 12.2 0.36
10 9 512 12.1 13.78 52.5 12.5 2.11 52.5 12.5 0.58 53.1 12.6 1.24 54.6 13.0 0.39
10 10 553 12.4 15.61 573 12.8 3.35 57.3 12.8 0.71 57.7 13.0 1.76 59.0 13.3 0.45
15 12 166.9 18.1 476.19 172.0 18.7 47.79 172.0 18.7 5.46 174.7 18.8 8.91 176.9 19.4 4.92
15 16 206.6 18.6 624.95 2129 19.2 55.24 2129 19.2 7.23 216.5 19.4 13.68 219.8 20.0 741
15 20 245.6 18.1 897.39 253.4 18.7 64.77 2534 18.7 9.44 258.2 189 16.81 | 261.5 195 1026
15 25 307.3 18.1 1391.07 316.4 18.3 71.26 316.4 18.3 13.26 320.7 18.7 16.93 332.6 19.2 12.18
15 30 368.4 18.2 2109.18 397.2 18.3 90.43 378.3 18.3 17.49 375.6 18.7 22.01 384.2 19.2 14.72
20 12 178.4 232 896.81 180.7 24.0 57.81 180.7 24.0 741 185.6 242 17.91 190.0 249 8.01
20 16 235.2 25.6 112898 | 2424 26.5 65.64 2424 26.5 9.21 245.0 26.6  24.86 | 253.8 27.5 9.53
20 20 282.9 23.7 1496.21 291.6 24.5 75.61 291.6 24.5 14.11 295.3 24.7 28.36 305.0 254 12.96
20 25 3579 24.7 2091.32 365.9 25.1 94.36 365.9 25.1 18.24 3729 252 32.88 378.9 25.6 14.14
20 30 428.6 25.1 3126.48 437.2 254 113.37 437.2 254 21.33 445.1 25.5 35.41 453.1 26.0 16.92
Average 148.07  15.05 650.53 152.85 15.45 33.93 152.85 1545 5.77 154.00 1557 10.22 | 157.58 16.14 5.19
TABLE V
COMPARISON OF NUMERICAL RESULTS WITH RESPECT TO BENCHMARK 2. (UNITS: SECONDS)
Settings Sp C-MPC D-MPC P-MPC DPP
Nacv costl cost2 CT costl cost2 CT costl cost2 CT costl  cost2 CT costl  cost2 CT
3 32.1 134 45.94 32.8 13.8 293 32.8 13.8 0.47 33.1 13.9 0.63 34.0 14.2 1.06
4 45.7 13.5 76.87 46.7 14.0 3.42 46.7 14.0 0.69 47.2 14.0 0.87 49.3 14.4 1.52
5 56.4 13.8 85.87 57.8 14.3 427 57.8 14.3 1.07 58.5 14.3 1.49 60.0 14.8 2.06
6 67.6 14.1 114.71 69.4 146 627 69.4 14.6 1.68 70.2 14.6 2.07 722 150 234
7 79.2 15.1 192.75 81.3 15.6 11.59 81.3 15.6 1.77 82.6 15.6 221 83.8 16.1 2.88
8 95.4 14.8 207.65 98.0 153 14.78 98.0 15.3 2.14 99.7 154 2.87 101.0 15.8 3.42
9 1072 152 221.36 110.3 158  21.64 | 1103 15.8 297 | 1124 158 396 | 113.0 162 3.70
10 1238 153 269.89 127.7 159 29.88 | 1277 15.9 366 | 1292 159 422 | 1306 163 3.89
15 181.6 154 589.42 185.3 16.0 49.76 185.3 16.0 743 188.1 16.1 9.21 189.9 16.7 5.95
20 248.7 15.6 840.61 253.4 16.0 57.66 253.4 16.0 9.07 257.7 16.2 12.89 | 265.3 16.5 8.71
25 3079 157 144723 | 313.8 162 6843 | 3138 162 1239 | 3182 163 1639 | 3274 168 11.02
30 369.2 154  2037.56 | 375.2 159 8436 | 3752 159 1697 | 381.3 161  20.01 | 390.8 164  13.06
Average | 1429 1478 51082 | 14598 153 2958 | 14598 153 5.03 | 1482 154 746 | 1514 158 497
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'—g 20" — AGV1
% 15. . — AGV2
= 10/ 4 | d Hestinti — AGV3
g 5x10 planned destination AGV4
B 2 KCAP N % A I . NG B N . 0 B
0L e G} ¢ ,+ planned destination
0 10 20 30 40 50 60 70 80 90 100 .f ~
2 30
g 15 2 1
210 6x10" 8201 ~ \“ b -
= ~— \ planned destination
% 5 — "~ — ‘\
— S 10 A ——— RS
L T T planned destination
20 30 40 50 60 70 80 90 100
O e e e e B B B e e S
8 -5 / 012 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20
=
g-10{ . t
g-15 -18x10 ) . . .
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-301
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Fig. 7. Convergence behavior of primal residuals, dual residuals and their
difference with the optimal cost by the D-MPC.

Figs. 8 and 9 depict the predetermined paths when using
static planning and the adjusted paths when using the proposed
C-MPC method. The planned path is marked with a dashed
line, while the actual path is labeled with a solid line. It is
assumed that AGV 3 breaks down at ¢+ = 1 in node 33. Fig. 9
shows that the other three AGVs collide with AGV 3. AGVs 1,
2 and 4 collide with AGV 3 at¢t =11,¢t =8, and t = 12,

respectively. Because these paths are scheduled off-line, they
cannot be adjusted when the breakdown of AGV 3 takes place.

Fig. 9 shows that the paths of AGVs 1, 2, and 4 are adjusted
after the breakdown of AGV 3 via the proposed MPC method.
After this uncertainty has happened (¢ 1), these three
AGVs do not follow their predefined paths and need to search
for alternative collision-free paths. The three unbroken AGVs
complete their transport tasks successfully, although the total
transport time of these three AGVs increases slightly because
some connections become impossible.
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Fig. 9. Example of the proposed MPC method in the case of a breakdown.

In addition to the AGV breakdown of AGVs, other types
of uncertainties, such as operation delay for picking up the
materials and changes in the delivery destinations, can also be
taken into consideration by the proposed MPC method.

VI. CONCLUSION AND FUTURE RESEARCH

The decision-making process for path planning of AGVs
in the manufacturing and logistics environment is expected to
be able to deal with uncertainty in the transport process with
a low computational burden. For this reason, we propose a
new methodological contribution to the dynamic path plan-
ning of automated guided vehicles in the bidirectional guide-
path layout. The material transport process is mathematically
described as a dynamical system via an MLD representation.
Based on the MLD model, a customized MPC planner is
proposed to dynamically determine collision-free AGV paths,
and an ADMM-based decomposition technique is introduced
to improve the computational efficiency.

The advantages of the proposed methodology are verified on
case studies derived from industrial scenarios in comparison
to the commonly used static planning and state-of-the-art
online methods. First, the ADMM-based D-MPC achieves
high productivity metrics (i.e., the sum of completion times
and makespan) at a low computational burden compared to
state-of-the-art online approaches (P-MPC and DPP). This
superiority is valuable when implementing planning decisions
in manufacturing and logistics. It was found that the com-
putation time of the distributed MPC method is only 1% of
the static planner with the increase of the objective values
by less than 3% on average. Second, the uncertainties (e.g.,
vehicle breakdown and changes in the delivery destination)
during the transport process have been better addressed by
the proposed MPC planner. The related case studies show
that the transport completion rate is considerably improved
by the proposed MPC planner compared to the static planner.
These improvements result from the predictable MLD model
and the ADMM-based distribution coordination, and both are
integrated under the MPC framework to achieve these benefits.

Regarding future research work, model-free approaches,
such as deep Q-learning, can be investigated as an alternative
approach to model-based solving methods. Moreover, the
proposed distributed method can also be incorporated into
the guide-path design problem of the AGVs, reducing the
computational burden when designing the AGV layout.
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