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SUMMARY

Banks constitute important areas for the river ecology since they provide a multitude 
of favourable conditions for flora and fauna. The hydromorphological diversity typical 
of these transitional zones between water and land, and the associated processes of 
erosion and accretion, make riverbanks vital for many aquatic and riparian plants and 
animals. In recent decades, the increasing awareness of the ecological significance of 
rivers and water bodies resulted in the gradual implementation of extensive stream, 
river and floodplain restoration. In the EU, these practices are regulated by the Water 
Framework Directive. An important and largely applied re-naturalization measure in 
highly trained watercourses is the removal of bank protections to reactivate erosion 
processes and promote habitat diversity.

In rivers used as waterways, ship waves can be an important cause of bank erosion 
and ecological disturbance. The sediment yield from bank erosion may alter 
navigable depths, the water quality, and flood conveyance, for which enhancing the 
hydromorphology is a challenge in multifunctional rivers. Due to pressing needs to 
improve riverine habitats, large-scale restoration works have been implemented based 
on conceptual schemes without a comprehensive knowledge of wave erosion processes 
or a precise estimate of long-term bank retreat. The Meuse River in the Netherlands 
constitutes a remarkable example of systematic rehabilitation, where bank protections 
have been removed along 100 km between 2008 and 2020.

Given that ship-induced erosion is still poorly understood, the management of navigable 
rivers and the planning of restoration measures would benefit from a solid and deeper 
understanding of natural bank dynamics induced by ship waves, for both economic 
and ecological reasons. Moreover, more precise estimates of long-term bank retreat 
would help to optimize different functions and reduce conflicts of interest within the 
river system. Therefore, the main objective of this investigation is to understand and 
predict erosion processes and the morphological evolution of natural banks in regulated 
navigable rivers.



12

Summary

The research goal is pursued through the thorough investigation of a river reach that 
presents a wide range of erosion rates after the removal of bank protections. This 
main case study consists of a 1.2-km straight reach in the Meuse River, near Oeffelt in 
the Netherlands, the left bank of which was re-naturalized in 2010 by extracting the 
riprap. The Meuse is a midsize river with a pluvial regime, which has been canalized 
and is regulated with a series of weirs to enable navigation. Here, field techniques and 
complementary laboratory tests are utilized including topographic surveys with UAV, 
wave measurements with ADV, soil coring, geotechnical tests, and RTK GPS profiling. 
Processing and analysis of data are carried out with MATLAB.

Four research steps are conducted. First, a methodology to quickly survey the 3D 
bank topography along a midsize river reach is determined to measure bank erosion 
processes. Second, distinct patterns of bank erosion that appeared along the Meuse 
River after protection removal are investigated. The aim is to disentangle the causes 
of the size, location and asymmetry of large embayments before analysing erosion 
processes at single river sections. Third, bank erosion processes in regulated navigable 
rivers are characterized and conceptualized. Fourth, a tool to estimate long-term or 
final retreat of re-naturalized banks in regulated navigable rivers is developed.

The results of the first research component show that structure from motion 
photogrammetry applied to photos taken from an UAV is a practical and accurate 
method to measure riverbank erosion. By distributing ground-control points sufficiently 
spaced from the bank into the floodplain, digital surface models are georeferenced 
with sufficient accuracy to compare bank profiles between successive surveys. The 
identification of ground-control points in photographs is facilitated by placing oblique 
plaques on the floodplain, reducing the need for another perspective along banks. A 
single UAV flight with an oblique perspective of the bank becomes then sufficient to 
capture its three-dimensional complexity. Eight overlaps among consecutive images is 
the minimum number not to reduce the precision potential of a single UAV flight. The 
proposed methodology is fast to deploy in the field and surveys reach-scale riverbanks 
in sufficient resolution and accuracy to quantify bank retreat and identify morphological 
features of the complete erosion cycle, which enables the characterization of bank 
erosion at the process scale.

Second, the oblique orientation of heterogeneous sedimentary strata with respect to 
the canalized Meuse River alignment explains the formation and asymmetry of large 
embayments. Depositional layers of varying compositions, structured by scroll-bar 
formation during former river meandering, led to wide-ranging erosion rates within a 
relatively short reach, which formed distinct bankline patterns across diverse lithologies 
and above the controlled water level of the river. The frequent occurrence of this water 
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level and the persistent ship wave attack shaped bank profiles of varying strengths with 
a mild sloping terrace. The presence of isolated trees on the floodplain only locally 
delay erosion rates. Bank retreat rates at single cross sections primarily depend on the 
lithology near the minimum regulated water stage.

Third, the evolution of bank profiles revealed the active role of ship waves in erosion 
progression, even at well-developed terraces. Currents initially contribute to all phases 
of the erosion cycle, but they gradually exert less shear stresses on the upper bank as 
the terrace elongates. Their later role at intermediate stages of development is reduced 
to the destabilization of steep high banks through water level fluctuations, without 
capacity to transport slump blocks. The resistance to erosion of the bank lithology 
defines the terrace geometrical proportions and the pace of morphological evolution 
of bank profiles. For instance, at a given time after protection removal, less cohesive 
banks can be present at intermediate stages of development while more cohesive 
banks remain at early stages. The latter present shorter and shallower terraces whereas 
the opposite holds for the former. Vegetation temporarily protects the upper bank 
from failure and toe erosion, but its permanence is subject to terrace stability and 
effectiveness to dissipate waves. Biofilms are able to partially cover well-developed 
terraces, changing entrainment thresholds.

Fourth, based on the above conceptual framework of bank profile evolution, a model 
was developed which captures the observed non-linear morphodynamics driven by ship 
waves in regulated settings. This new tool estimates long-term retreat by accounting 
for the main erosion drivers and essential mechanisms. Equilibrium bank profiles are 
reached once wave-induced shear stresses fall below the threshold for entrainment 
of cohesive soils. Unlike previous models of ship-induced erosion, the process-based 
approach enables to distinguish the contribution of each factor to erosion. Primary 
waves are found to exert the highest loads on the terrace, shaping long-term profiles 
and defining ultimate retreat. To apply the model, it is necessary to measure or estimate 
the largest primary wave and the soil cohesion at the controlled level, preferably in the 
range -1.00 m to +0.50 m with respect to it.

The above findings are based on cohesive banks in a straight reach of a regulated river. 
The presence of gravel layers in the bank changes the morphological response to ship 
waves due to the armouring of lower strata. In such cases, the bank terrace can reach 
a transverse slope in dynamic equilibrium defined by grain size, as long as longitudinal 
currents do not transport the gravel to the lower bank. The lower non-cohesive layer of 
composite banks responds in a similar way, eventually reaching a dynamic equilibrium, 
after which a final retreat of the upper cohesive layer is possible. The position of banks 
in the river planform affects the magnitude and duration of the contribution of currents 
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to upper bank erosion. Their direct impact, especially during high floods, can dominate 
bank retreat during long periods if the flow is persistently steered against the upper 
bank, as at outer bends. Unregulated rivers present higher shear stresses than those 
with controlled stages. Their sandy strata of composite banks are normally exposed to 
currents and waves, creating larger morphodynamics and more challenging conditions 
for vegetation growth.

The new model to estimate final retreat of cohesive banks may be used to prepare 
a reach scale strategy that defines the most convenient approach for stretches with 
similar morphological behaviour and available space to develop. In this way, the eventual 
need to reduce or stop erosion at sections with future excess retreat is determined in 
advance. In order to make the most of re-naturalized banks in terms of their benefits for 
ecological processes and habitat diversity in navigable rivers, the advantages of shallow 
areas with less perturbated zones should be sought where possible. Two phases of 
interventions are recommended, a first phase where ship waves freely reach the bank 
for terrace creation, responding to local lithologies, and a second phase with lowered 
erosive loads, facilitated by slightly submerged pre-banks. The latter phase increases 
the possibilities for vegetation, and likely other living organisms, to develop.

The knowledge and tools now available create new possibilities for improved 
management of re-naturalized banks in navigable rivers. The progress made helps to 
better understand the contribution of different drivers to bank erosion and to identify 
which factors control retreat at different bank types, stages of development, and 
settings. The new insights explain how to apply SfM-UAV to monitor bank erosion 
processes along river reaches, interpret bankline patterns, assess the role of isolated 
trees in bank retreat, and manage expectations regarding bank retreat and the role 
of vegetation to control erosion. The understanding of erosion processes in regulated 
navigable rivers and the possibility to estimate final erosion magnitudes open future 
opportunities to analyse the river system from a holistic perspective and to find creative 
ways to balance diverse river functions.
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SAMENVATTING

Oevers vormen belangrijke zones voor rivierecologie aangezien zij een veelheid 
aan gunstige omstandigheden leveren voor flora en fauna. De hydromorfologische 
diversiteit die deze overgangszones tussen water en land typeert, en de daarmee 
verbonden processen van erosie en aangroei, maken rivieroevers van vitaal belang voor 
vele aquatische en riviergebonden terrestrische planten en dieren. In recente decennia 
resulteerde het groeiende bewustzijn van het ecologisch belang van rivieren en 
waterlichamen in de geleidelijke uitvoering van omvangrijk herstel van beken, rivieren 
en uiterwaarden. In de EU wordt deze praktijk gereguleerd door de Kaderrichtlijn 
Water. Een belangrijke en wijd en zijd toegepaste maatregel voor natuurherstel in strak 
vastgelegde waterlopen is het verwijderen van oeververdedigingen om erosieprocessen 
te reactiveren en habitatdiversiteit te bevorderen.

In rivieren die als vaarweg gebruikt worden, kunnen scheepsgolven een belangrijke 
oorzaak zijn van oevererosie en ecologische verstoring. De toelevering van sediment als 
resultaat van oevererosie kan vaardieptes, waterkwaliteit en hoogwaterafvoercapaciteit 
wijzigen, waarvoor versterking van de hydromorfologie een uitdaging is in 
multifunctionele rivieren. Als gevolg van een dringende noodzaak om riviergebonden 
habitats te verbeteren, zijn grootschalige herstelwerken uitgevoerd gebaseerd op 
conceptuele schema’s zonder uitgebreide kennis van golferosieprocessen of een 
nauwkeurige schatting van de terugschrijding van oevers op lange termijn. De rivier 
de Maas in Nederland vormt een opvallend voorbeeld van systematisch herstel, waar 
oeververdedigingen tussen 2008 en 2020 over 100 km verwijderd zijn.

Gegeven dat scheepsgeïnduceerde erosie nog slecht begrepen is, zou het beheer 
van bevaarbare rivieren en de planning van herstelmaatregelen baat hebben bij een 
solide en diepgaander begrip van de door scheepsgolven aangedreven dynamica van 
natuurlijke oevers, om zowel economische als ecologische redenen. Bovendien zouden 
nauwkeuriger schattingen van de terugschrijding van oevers op lange termijn helpen 
om verschillende functies te optimaliseren en conflicten tussen verschillende belangen 
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te verminderen. Daarom is de hoofddoelstelling van dit onderzoek het begrijpen en 
voorspellen van erosieprocessen en de morfologische ontwikkeling van natuurlijke 
oevers in gestuwde bevaarbare rivieren.

Het onderzoeksdoel wordt nagestreefd door grondig onderzoek van een riviertraject 
dat na de verwijdering van oeververdedigingen een breed bereik aan erosiesnelheden 
te zien geeft. Deze hoofdcasestudie bestaat uit een 1,2 kilometer lang recht traject 
van de rivier de Maas, nabij Oeffelt in Nederland, waarvan de linkeroever in 2010 
weer natuurlijk was gemaakt door verwijdering van de steenbestorting. De Maas is 
een middelgrote rivier met een regenregiem, die gekanaliseerd is en gereguleerd wordt 
door een serie stuwen om scheepvaart mogelijk te maken. Hier worden veldtechnieken 
en complementaire laboratoriumtests gebruikt inclusief opnames van de topografie 
met UAV, golfmetingen met ADV, grondboringen, grondmechanische tests, en 
profielopnames met RTK GPS. Verwerking en analyse van data wordt uitgevoerd met 
MATLAB.

Er worden vier stappen in het onderzoek uitgevoerd. Ten eerste wordt een methodologie 
bepaald voor snelle opname van de 3D oevertopografie langs een middelgroot 
riviertraject om oevererosieprocessen te meten. Ten tweede worden onderscheiden 
oevererosiepatronen onderzocht die langs de rivier de Maas optraden. Het doel is 
om de oorzaken te ontrafelen van de afmetingen, de locatie en de asymmetrie van 
grote inhammen alvorens erosieprocessen bij afzonderlijke riviersecties te analyseren. 
Ten derde worden oevererosieprocessen in gereguleerde bevaarbare rivieren 
gekarakteriseerd en geconceptualiseerd. Ten vierde wordt een instrument ontwikkeld 
om de langjarige of uiteindelijke terugschrijding te schatten van weer natuurlijk 
gemaakte oevers in gestuwde bevaarbare rivieren.

De resultaten van de eerste onderzoekscomponent laten zien dat toepassing van 
structure-from-motion-fotogrammetrie op vanuit een UAV genomen foto’s een 
praktische en nauwkeurige methode is om de erosie van rivieroevers te meten. Door 
controlepunten op de grond met voldoende onderlinge afstanden vanaf de oever de 
uiterwaard in te verdelen, worden digitale oppervlaktemodellen van geografische 
coördinaten voorzien met voldoende nauwkeurigheid om oeverprofielen tussen 
achtereenvolgende opnames te vergelijken. Het identificeren van controlepunten op 
de grond op foto’s wordt vergemakkelijkt door schuine platen op de uiterwaard te 
plaatsen, die de noodzaak van een andere kijkhoek langs de oevers verminderen. Een 
enkele UAV-vlucht met een schuine kijkhoek op de oever wordt dan voldoende om haar 
driedimensionale complexiteit te vangen. Acht overlappen tussen achtereenvolgende 
beelden zijn het minimum aantal om het potentieel aan nauwkeurigheid van een 
enkele UAV-vlucht niet te reduceren. De voorgestelde methodologie is snel in het 
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veld in te zetten en neemt rivieroevers op trajectschaal met voldoende resolutie en 
nauwkeurigheid op om terugschrijding van oevers te kwantificeren en om morfologische 
kenmerken van de volledige erosiecyclus te identificeren, hetgeen het mogelijk maakt 
om oevererosie op processchaal te karakteriseren.

Ten tweede verklaart de scheve oriëntatie van heterogene sedimentlagen ten opzichte 
van de belijning van de gekanaliseerde rivier de Maas de vorming en asymmetrie van 
grote inhammen. Afzettingslagen van variërende samenstelling, gestructureerd door 
de vorming van kronkelwaardruggen tijdens het voorheen optredende meanderen van 
de rivier, leidden tot wijd uiteenlopende erosiesnelheden binnen een betrekkelijk kort 
traject, hetgeen onderscheiden oeverlijnpatronen vormde dwars door verschillende 
lithologieën en boven het stuwpeil van de rivier. Het veelvuldige voorkomen van deze 
waterstand en de voortdurende aanval door scheepsgolven vormde oeverprofielen 
van variërende sterktes met een flauw hellend terras. De aanwezigheid van geïsoleerde 
bomen op de uiterwaard vertraagt erosiesnelheden slechts lokaal. Snelheden waarmee 
oevers in individuele dwarsprofielen terugschrijden hangen primair af van de lithologie 
bij het laagste stuwpeil.

Ten derde legde de ontwikkeling van oeverprofielen de actieve rol bloot van 
scheepsgolven in de progressie van erosie, zelfs bij goed ontwikkelde terrassen. 
Stromingen dragen aanvankelijk bij aan alle fases van de erosiecyclus, maar zij oefenen 
geleidelijk minder schuifspanningen uit op het bovenste deel van de oever als het terras 
langer wordt. Hun latere rol bij tussenstadia van de ontwikkeling wordt teruggebracht 
tot het destabiliseren van steile hoge oevers door fluctuaties in de waterstand, zonder 
capaciteit om afgeschoven oeverblokken te transporteren. De weerstand van de 
oeverlithologie tegen erosie definieert de geometrische afmetingen van het terras en 
het tempo van de morfologische ontwikkeling van oeverprofielen. Bijvoorbeeld, op 
een bepaald tijdstip na verwijdering van verdediging kunnen minder cohesieve oevers 
bij tussenstadia van de ontwikkeling aanwezig zijn terwijl meer cohesieve oevers 
blijven bij vroege stadia. Die laatste laten kortere en minder diepe terrassen zien 
terwijl het tegenovergestelde geldt voor de eerstgenoemde. Begroeiing beschermt het 
bovenste deel van de oever tijdelijk tegen bezwijken en teenerosie, maar haar blijvende 
aanwezigheid is onderworpen aan terrasstabiliteit en effectiviteit in het dempen van 
golven. Biofilms zijn in staat om goed ontwikkelde terrassen gedeeltelijk te bedekken, 
waarbij ze de drempelwaarden voor het meenemen van deeltjes veranderen.

Ten vierde werd, gebaseerd op het bovengenoemde conceptuele raamwerk voor 
de ontwikkeling van oeverprofielen, een model ontwikkeld dat de waargenomen 
niet-lineaire morfodynamica vangt die wordt aangedreven door scheepsgolven 
in gestuwde omgevingen. Dit nieuwe instrument schat de terugschrijding op lange 
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termijn door rekening te houden met de voornaamste aandrijvingen van erosie en 
essentiële mechanismen. Evenwichtsoeverprofielen worden bereikt zodra door 
golven geïnduceerde schuifspanningen beneden de drempelwaarden vallen voor het 
meenemen van deeltjes van cohesieve bodems. Anders dan bij voorgaande modellen 
van scheepsgeïnduceerde erosie, maakt de op processen gebaseerde aanpak het 
mogelijk om de erosiebijdrage van elke factor te onderscheiden. Gevonden wordt 
dat primaire golven de hoogste belastingen op het terras uitoefenen, waarmee ze de 
profielen op lange termijn vormen en de uiterste terugschrijding definiëren. Om het 
model toe te passen is het nodig om de grootste primaire golf en de cohesie van de 
grond te meten of te schatten bij het stuwpeil, bij voorkeur in het bereik van -1.00 m 
tot +0.50 m ten opzichte van dit peil.

Bovenstaande bevindingen zijn gebaseerd op cohesieve oevers in een recht traject 
van een gestuwde rivier. De aanwezigheid van grindlagen in de oevers verandert de 
morfologische respons op scheepsgolven als gevolg van het afpleisteren van lager 
gelegen lagen. In zulke gevallen kan het oeverterras een dwarshelling bereiken in een 
door korrelgrootte bepaald dynamisch evenwicht, zolang stromingen in lengterichting 
het grind niet naar lagere delen van de oever transporteren. De lager gelegen niet-
cohesieve laag van samengestelde oevers reageert op een vergelijkbare manier en 
bereikt uiteindelijk een dynamisch evenwicht, waarna de laatste terugschrijding van 
de hoger gelegen cohesieve laag mogelijk is. De ligging van de oevers in de plattegrond 
van de rivier beïnvloedt de grootte en de duur van de bijdrage van stromingen aan 
erosie van het bovenste deel van de oever. Hun directe impact kan, vooral tijdens 
hoge hoogwaters, gedurende lange periodes de oeverterugschrijding domineren als de 
stroming aanhoudend tegen de bovenste oever wordt gestuurd, zoals bij buitenbochten. 
Ongestuwde rivieren vertonen hogere schuifspanningen dan die met gestuwde peilen. 
Hun zandige lagen van samengestelde oevers worden normaal blootgesteld aan 
stromingen en golven, zodat ze grotere morfodynamica scheppen en meer uitdagende 
omstandigheden voor vegetatiegroei.

Het nieuwe model om de eindterugschrijding van cohesieve oevers te schatten kan 
gebruikt worden om een strategie op trajectschaal voor te bereiden die de handigste 
aanpak definieert voor stukken rivier met vergelijkbaar morfologisch gedrag en 
beschikbare ruimte om zich te ontwikkelen. Op deze manier wordt van tevoren 
de eventuele noodzaak bepaald om erosie te reduceren of te stoppen in secties 
met een toekomstig teveel aan terugschrijding. Om het meeste te halen uit weer 
natuurlijk gemaakte oevers in termen van hun baten voor ecologische processen 
en habitatdiversiteit in bevaarbare rivieren, zouden waar mogelijk de voordelen 
gezocht moeten worden van ondiepe gebieden met minder verstoorde zones. Twee 
interventiefases worden aanbevolen, een eerste fase waarin scheepsgolven de oever 
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vrij bereiken voor het vormen van een terras, in reactie op lokale lithologieën, en 
een tweede fase met verlaagde erosieve belastingen, gefaciliteerd door net onder 
water gelegen vooroevers. De laatstgenoemde fase verhoogt de mogelijkheden voor 
vegetatie, en waarschijnlijk andere levende organismen, om zich te ontwikkelen.

De nu beschikbare kennis en instrumenten scheppen nieuwe mogelijkheden voor 
verbeterd beheer van weer natuurlijk gemaakte oevers langs bevaarbare rivieren. 
De gemaakte vooruitgang helpt om de bijdrage van verschillende aandrijvende 
mechanismen aan oevererosie beter te begrijpen en om te identificeren welke 
factoren de terugschrijding bepalen bij verschillende oevertypes, ontwikkelingsstadia, 
en omgevingen. De nieuwe inzichten leggen uit hoe SfM-UAV toegepast kan 
worden om oevererosieprocessen langs riviertrajecten te monitoren, hoe 
oeverlijnpatronen geïnterpreteerd kunnen worden, hoe de rol van geïsoleerde bomen 
in oeverterugschrijding bepaald kan worden, en hoe verwachtingen gemanaged 
kunnen worden ten aanzien van oeverterugschrijding en de rol van vegetatie voor het 
beheersen van erosie. Het begrip van erosieprocessen in gestuwde bevaarbare rivieren 
en de mogelijkheid om de uiteindelijke erosiegroottes te bepalen openen toekomstige 
kansen om het riviersysteem vanuit een holistisch perspectief te analysen en om 
creatieve manieren te vinden om de verschillende rivierfuncties in balans te brengen.
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1.1. CONTEXT AND RELEVANCE
Natural rivers migrate across their floodplains forming fascinating shapes that captivated 
the wonder of many (Figure 1.1), offering diverse natural environments while providing 
fertile areas and corridors for economic development. The dynamic behaviour of rivers 
is determined by processes that involve both inert elements and living organisms. The 
interplay between water and sediments shape the river bed by scour and deposition 
(Garcia, 2008). These processes commonly interact with vegetation, which in turn 
grows under specific conditions given by sediment characteristics and flow dynamics 
(Curran and Hession, 2013). These mechanisms and exchanges create a diversity of 
habitats where different species flourish (Amoros, 2001), often conflicting with human 
requirements such as navigation and flood control (Jansen et al., 1994), for which a 
balance between all functions has become a need for a sustainable use of rivers.

Figure 1.1. “The Banks of a River” painted by Jacob Isaacsz van Ruisdael in 1649, inspired on the 
landscape of the Nederrijn near Rhenen, province of Utrecht, the Netherlands.

Alluvial river channels migrate as a result of two processes occurring at their margins: 
bank erosion and bank accretion (Figure 1.2). Bank erosion is typically a cyclic process 
that comprises the collapse of a soil mass after flowing water scours the bank toe and 
steepens the bank front. The fallen material gradually disaggregates and is transported 
away, which enables subsequent erosion of bank material until another failure occurs 
(Thorne and Tovey, 1981). Bank accretion involves several factors and processes, 
including lateral deposition of sediments in sequences of high and low flows, and 
colonization by vegetation of emerging surfaces to form new floodplain areas (Page et 
al., 2003; Wintenberger et al., 2015).
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Figure 1.2. Schematic navigable river with naturally evolving banks and a stabilized stretch.

Banks are important areas for the river ecology, since they provide a diversity of 
favourable conditions for flora and fauna (Naiman et al., 1993; Beechie et a., 2010), 
particularly along middle and low river reaches where riparian habitat availability and 
physical heterogeneity are higher (Vannote et al., 1980). Moreover, banks represent an 
important ecotone between aquatic and terrestrial ecosystems that provide habitats 
for invertebrates, amphibians, reptiles, birds and mammals (Florsheim, et al., 2008). It 
is then both the hydromorphological diversity and the processes involved that make 
riverbanks vital for many aquatic and riparian plants and animals.

Over the last centuries, however, technical and economic developments led to the 
progressive adjustment of rivers without sufficient consideration of nature preservation 
(Wohl, 2014). For instance, in the Netherlands, river training was motivated to ensure 
navigable water depths and safety against floods, especially considering the silting 
up of the riverbeds that was occurring as a natural process typical of lowland rivers 
in a delta (Nienhuis, 2008). As a consequence, major Dutch rivers like the Waal, the 
IJssel, the Nederrijn-Lek and the Meuse were regulated and canalized through the 
construction of weirs, ship locks, series of groynes, meander cut-offs, and revetments. 
These waterways, together with a vast network of dug canals, were the main routes to 
transport goods and people until early 20th century, and remain essential until today.

During the last decades, the awareness of the ecological importance of rivers, streams 
and canals significantly increased (Brookes et al., 1983; CUR, 1994; Brierley and Fryirs, 
2005; Best, 2018). This resulted in the gradual implementation of extensive stream, 
river and floodplain restoration (Verdonschot and Nijboer, 2002; Bernhardt et al., 
2005; Gumiero et al., 2013; Theiling et al., 2015; van Denderen, 2019). These measures 
were supported and regulated by national and international legislation that provide 
common environmental policies, such as the Clean Water Act in the USA and the Water 
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Framework Directive (WFD, 2000) in the EU. Following the latter, diverse measures 
were taken in EU countries to improve the water quality and habitat diversity (Kallis 
and Butler, 2001; Pearce, 2013; RESTORE, 2020).

In this context, scientific knowledge is crucial to provide a basis for the success of 
restoration practices, e.g. on hydromorphology, ecological processes, or physical-
biological feedbacks (Dufour and Piégay, 2009; Wohl et al. 2015; Gurnell et al., 2016). 
To improve the natural value of trained rivers, the traditional revetments protecting 
the banks against currents or ship waves (see e.g., scheme in Figure 1.2) were recently 
changed for nature-friendly alternatives searching to balance technical and ecological 
requirements (Boeters et al., 1997; Rauch et al., 2014; Heibaum and Fleischer, 2015). 
Particularly after the WFD (2000), several countries across the EU implemented 
bioengineering protections or the complete removal of revetments, such as Austria 
(Liedermann et al., 2014), Germany (Schmitt et al., 2018) and France (ONEMA, 2018). 
In the Netherlands, the Meuse River constitutes an outstanding example of systematic 
rehabilitation, where bank protections were removed along 80 km between 2008 and 
2020 (www.rws.nl/maasoevers). An example of the latter is shown in Figure 1.3.

Figure 1.3. Re-naturalized bank in the Meuse River (right-hand side) opposite to the port of 
Gennep.

Nevertheless, the execution of bank re-naturalization measures were based on 
conceptual schemes (Peters et al., 2005), without a comprehensive understanding of 
ship-induced erosion or a precise estimate of long-term bank retreat. For instance, 
vegetation and slump blocks can reduce erosion (Parker et al., 2011; Vargas‐Luna et al., 
2019) but it is unclear under which conditions and to what extent these could control 
bank retreat. Ship waves can be an important driver of bank erosion (Nanson et al., 
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1994, Liedermann et al., 2014; Larson et al., 2017), with economic (Rapaglia et al., 2015) 
and ecological implications (Gabel et al., 2012). Furthermore, ship-induced erosion not 
only concerns riverbanks but also shorelines of navigable lakes, estuaries and coasts, 
where morphological, economic and ecological consequences are significant (Houser, 
2010; Parnell et al., 2007; Gabel et al., 2012; Rapaglia et al., 2015; Zaggia et al., 2017; 
Scarpa et al., 2019; Styles and Hartman, 2019). A solid and deeper understanding of 
natural bank dynamics induced by ship waves would allow managers and practitioners 
to optimize diverse functions that are crucial for sustainable waterways.

This investigation is part of the RiverCare programme (2014-2019, www.rivercare.nl) 
that studies the consequences of interventions in order to improve the design and 
maintenance of multifunctional rivers. Before stating the specific research objectives, 
this chapter presents a review of processes and factors affecting riverbank erosion, 
a description of technical-biological protections, and available tools to predict ship-
induced erosion.

1.2. RIVERBANK EROSION

1.2.1. PRIMARY CAUSES AND SCALE OF ANALYSIS
The primary drivers of riverbank erosion can be distinguished between those natural 
and human-induced. Natural causes are essentially driven by climate, which defines 
a precipitation regime in a given basin and a discharge regime at a river reach, as 
well as riparian vegetation characteristics. Currents then act with different intensities 
against channel boundaries and produce bank erosion when and where shear stresses 
exceed the thresholds for material entrainment. In addition, climate produces subaerial 
erosion through freeze-thaw and wetting-drying cycles. The anthropogenic origins 
of bank erosion are direct and indirect. A direct cause are ship waves generated by 
commercial and recreational navigation. Indirect causes are those perturbating the 
preceding conditions of a river system, such as damming causing sediment discontinuity 
(Kondolf, 1997), land-use changes that increase discharge and thus shear forces on 
banks (e.g., Dragicevic et al., 2012), or sediment mining from the riverbed that can later 
produce channel incision and bank instability (e.g., Rinaldi et al., 2005).

The indirect anthropogenic and climate-dependent causes generally act at large 
spatial scales affecting entire river reaches. The consequent morphological changes 
often occur at large temporal scales too. The approach of understanding the river 
system as a whole to identify and tackle erosion problems from their source has a high 
practical importance. However, smaller scales of analysis provide better insights into 
the spatial and temporal variability of bank erosion at single river cross sections, even 
when boundary conditions are changed for entire reaches. This thesis then focuses on 

1
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the process scale to understand the mechanisms and factors that locally control bank 
retreat.

1.2.2. BANK EROSION CYCLE
The process of bank erosion typically occurs in cycles of fluvial entrainment of the bank 
and near-bank bed material, bank collapse, and slump-block disintegration and removal 
(Thorne and Tovey, 1981). Figure 1.4 illustrates these phases for homogeneous cohesive 
banks with varying water levels. Entrainment occurs when shear stresses exerted over 
soil particles and near-bank bed material exceed the threshold for detachment and 
initiation of motion, respectively (Arulanandan et al., 1980; Clark and Wynn, 2007; 
Kimiaghalam et al., 2016). This process steepens the bank that eventually fails due to 
geotechnical instability (Osman and Thorne, 1988; Langendoen and Simon, 2008). The 
wasted bank material lying at the bank toe, in the form of a wedge or blocks, needs to 
be removed before further entrainment can happen (Wood et al., 2001; Parker et al., 
2011; Patsinghasanee et al., 2018).

Figure 1.4. Schematic bank erosion phases: Slump-block removal (left), entrainment of bare 
bank (right), and incipient mass failure (centre).

Entrainment
Flowing water entrains soil particles when the drag and lift forces surpass the stabilizing 
forces of the boundary sediment. In case of non-cohesive sediments, the critical Shields 
parameter qc (Equation 1.1) is used to characterize the stochastic process of initiation 
of motion, whose dependence on the grain size (or the dimensionless particle Reynolds 
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number /epR g DD �� � ) is empirically obtained (Buffington, 1999; Zuo et al., 

2017).
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where τc (Pa) is the time-averaged critical bed shear stress, ρ (kg/m³) the water density, 
g the gravitational acceleration, ∆= (ρs-ρ)/ρ (-) the submerged specific gravity of the 
sediment, ρs (kg/m³) the sediment density, D (m) is the mean grain diameter, and u (m²/s) 
the kinematic viscosity of water. Non-cohesive sediments are found in meandering 
rivers at the lower layers of banks, deposited in a fining-upward sequence during the 
channel lateral migration (Nanson and Crook, 1992). Fine cohesive sediments are then 
found in the upper layers of alluvial banks.

The resisting forces of cohesive sediments depend on interparticle physicochemical 
bonds and biological processes that are difficult to accurately quantify and parameterize 
(Reddi et al., 1997; Grabowski et al., 2011; Karamigolbaghi et al., 2017). Four modes 
of erosion have been observed and characterized in cohesive beds as shear stress 
and erosion rates increase (Winterwerp and van Kesteren, 2004): particle by particle 
erosion, floc erosion, surface erosion (layer detachment), and mass erosion (undrained 
detachment). In fluvial environments, the most used approach to represent erosion 
by entrainment has been the excess shear stress formula (Equation 1.2) ascribed to 
Partheniades (1965) (Rinaldi and Darby, 2007), despite its limitations. The latter include 
the lack of time-dependency of erosion rates and considerations on the stochastic 
nature of the involved phenomena (van Prooijen and Winterwerp, 2010).
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where τb (Pa) is the boundary shear stress, a is a dimensionless empirically-derived 
exponent generally assumed equal to one, and ε (m/s/Pa) the erodibility coefficient 
establishing the consequent linear relation between excess shear and erosion rate. 
τc and ε can be estimated through laboratory or field measurements, e.g. with the 
cohesive strength meter (Tolhurst et al., 1999), the JET method (Hanson and Cook, 
2004), or the erosionometer (Salem and Rennie, 2017). However, the methods to 
estimate e and τc encompass high uncertainty and require careful assessments (Vardy 
et al., 2007; Grabowski et al., 2010; Karamigolbaghi et al., 2017). It is also common 
practice to use e and τc for calibration purposes (Julian and Torres, 2006; Crosato, 2007; 
Rinaldi and Darby, 2007; Constantine et al., 2009).

1
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Failure
The bank size, geometry, geotechnical parameters (mainly internal friction angle and 
cohesion), stratigraphy, and erodibility of each sedimentary layer in alluvial rivers lead to 
different geotechnical failure mechanisms (Thorne and Tovey, 1981; Thorne and Osman, 
1988b; Thorne, 1990; Darby and Thorne, 1994; Langendoen and Simon, 2008; Midgley 
et al., 2012). For instance, rotational failures are common in high banks because shear 
stresses in the soil increase faster over the depth than soil shear strength (Terzaghi et 
al., 1996). Planar failures occur with steep slopes, e.g. higher than 60°, that are often 
present in cohesive soils and river bends (Osman and Thorne, 1988). These failures can 
happen in any plane along the bank height and not necessarily passing through the bank 
toe. Toppling is typical of low banks, where tension cracks occupy a significant extent 
of the bank height and stability depends more on tensile than shear strength (Thorne 
and Tovey, 1981). Figure 1.5 provides examples of different types of failures.

Figure 1.5. Signatures of different types of mass failures: (a) rotational slip, (b) toppling, (c) 
incipient cantilever (note the man is one meter away from the bank edge).

The conditions for failure are analysed with the limit equilibrium method that accounts 
for resisting and mobilizing forces over a potentially collapsing soil mass. The factors 
and conditions under analysis have significantly increased in the literature over the 
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last decades. At present, models consider saturated and unsaturated zones, different 
soil layers, root reinforcement, seepage, different failure modes, and dynamic water 
tables (Osman and Thorne, 1988; Simon and Curini, 1998; Simon et al., 2000, Simon 
and Collison, 2002; Pollen and Simon, 2005; Darby et al., 2007; Langendoen and 
Simon, 2008; Pollen-Bankhear and Simon, 2010; Zong et al., 2017). Although current 
mechanistic models of mass failure include a comprehensive range of variables, they 
also inherit a considerable uncertainty from the variability of their input parameters 
(Samadi et al., 2009; Klavon et al., 2017; Lammers et al., 2017).

Slump blocks
The slump-block disintegration and removal, phase termed basal endpoint control after 
Carson and Kirkby (1972), has a duration that depends on the resistance of the waste 
material to hydraulic erosion (Langendoen and Simon, 2008), on their disaggregation 
(Wood, 2001), and on the available capacity to transport the blocks away from the 
toe (Osman and Thorne, 1988; Simon et al., 1999). The temporal protection of the 
bank face is particularly important for cohesive and composite banks because they 
form large blocks and offer high resistance to erosion (Thorne, 1982; Lawler, 1992; 
Parker et al., 2011). In contrast, loose waste material from non-cohesive banks is 
generally transported away relatively quicker by the river flow, leaving the bank sooner 
unprotected (Fukuoka, 1994). River currents typically exert shear stresses on blocks, 
but in navigable rivers ship waves can also significantly contribute to entrain particles 
and remove and disaggregate blocks.

The key distinction between this phase and the entrainment phase of the erosion cycle 
is the possibility of slump blocks to be transported away by the flow, whereas having 
a higher specific surface area for particle entrainment than the vertical bank likely 
plays a secondary role. The entrainment of slump blocks by the flow was estimated 
by Simon et al. (1999) with a Shield’s type of equation (see Equation 1.1), although 
Wood et al. (2001) showed its inadequacy when apparent cohesion adheres blocks to 
the underlying slough-line materials. In addition, the armouring effect of slump blocks 
was suggested dependent on the river size (Motta et al., 2014), due to lower transport 
capacities as rivers decrease in size, and vice versa. It appears that the type of mass 
failure also affects the layout of waste material and thus the exposure of blocks to 
currents (Figure 1.6).

1
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Figure 1.6. Slump blocks at (a) Geul and (b) Meuse Rivers, the Netherlands, respectively resulting 
from planar and toppling failures.

For long-term meandering models, the reduction of bank retreat rates due to slump-
block armouring was considered dependent on the cohesive-soil fraction over the bank 
height, a characteristic block size, and a characteristic block decay time (Parker et al., 
2011; Motta et al., 2014). Eke et al. (2014) proposed a block decay time as function of 
the near-bank Shields number and flood frequency, being consistent with Ikeda et al. 
(1981) erosion law. Even with these efforts, determining a characteristic block size or 
distribution together with its temporal disaggregation and rearrangement remains a 
challenge for slump-block modelling. Such an approach would allow morphodynamic 
models to eventually consider block transport and achieve a comprehensive process-
based approach for basal clean-out. Existing methods, for instance, represent mass 
waste as non-cohesive sediments at the bank toe (Patsinghasanee et al., 2017) or a 
planar wedge at repose angle (Rousseau et al., 2017) despite accounting for complex 
algorithms for either cantilever or rotational and planar failures, respectively.

1.2.3.DRIVERS OF BANK EROSION

Flow
Currents act during the entrainment and block removal phases of the erosion cycle 
by inducing shear stresses due to the velocity gradients in the near-bank region. The 
distribution of horizontal velocities in a river cross-section is strongly influenced by 
water depth when rivers have large width-to-depth ratios (say W/h > 10), which are 
typical of lowland rivers (Uijttewaal, 2014). These flow conditions are normally described 
with depth-average schematizations. However, the near-bank region always presents 
three-dimensional flow features with a significant vertical-velocity component (Knight 
and Shiono, 1990; Knight, 2013). This responds to secondary flows and turbulent 
coherent structures, as observed in the field by Thorne (1978) and Anwar (1986) and in 
laboratory experiments by Blanckaert et al. (2010, 2012). These features have different 
intensities depending on the river planform and become stronger at sharp bends (Figure 
1.7).
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Figure 1.7. Conceptual scheme of flow features at channel bends (source: Blanckaert et al., 
2012). Note the secondary flow cell forming at the top of the outer bank, typical of sharp bends.

The boundary shear stresses are also affected by bank roughness. A higher bank 
roughness, when continuous along the bank, enlarges the near-bank flow cells and 
confines the centre-region mean flow (Konsoer et al., 2016a), increasing the turbulent 
kinetic energy between these zones and the energy consumption from the mean 
flow (Blanckaert et al., 2012). This results in lower velocities and shear stresses 
against the bank, which also lowers the channel discharge capacity (Masterman and 
Thorne, 1992). Isolated macroscale irregularities along banks create local energy 
losses from recirculating zones, increasing shear stresses when protruding (Koken 
and Constantinescu, 2008) or decreasing them in cavities (Sanjou and Nezu, 2013). 
Intermediate situations in between discontinuous and continuous irregularities have 
different impacts on local shear stresses and the mean-flow energy loss depending on 
the magnitude and spacing of cavities (Meile et al., 2011).

In natural settings, shear stresses and near-bank velocities vary for different riverbank 
shapes that depend on the erosion phase, e.g., inclined banks (Blanckaert et al., 2010), 
undermined banks (Roy et al., 2019), or with slump blocks near the toe (Hackney et 
al., 2015). Natural macro-roughness elements appear, for instance, in the form of 
embayments (Hackney et al., 2015), large woody debris (Manners et al., 2006) or tree 
root plates (Rutherfurd and Grove, 2004). With the purpose of quantifying boundary 
shear stresses that consider the form drag of small-scale bank irregularities, Kean and 
Smith (2006a, 2006b) proposed a model based on parametrized roughness elements. 
This model applied in the Mekong River by Darby et al. (2010) showed that small-scale 
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form drag was a major fraction of the total shear stress, significantly reducing the skin 
friction that drives soil entrainment.

Ship waves
Ship waves can impose significant loads onto banks and affect all phases of the 
erosion cycle, depending on the location of their impact. Sailing vessels generate 
waves classified as primary and secondary (CIRIA et al., 2007), which act at the level 
of the river stage. The primary wave consists of a water level depression caused by 
increased flow velocities around the ship after the Bernoulli principle, with associated 
front and stern waves (Figure 1.8a). This wave increases as the vessel breadth, draught, 
length and speed increase, and as the distance to the bank reduces (Bhowmik et al., 
1982). Secondary waves are created by the hull discontinuity in the flow and typically 
propagate at 35° with respect to the sailing direction (CIRIA et al., 2007). Primary 
and secondary waves can cause bank erosion by steering shear stresses onto banks 
throughout their propagation and breaking (Figure 1.8a,b).

Figure 1.8. (a) Primary and secondary waves after a ship passing. (b) Secondary wave impacting 
a bank with signatures of erosion and undermining. (c) Example of water level fluctuations with 
respect to river stage due to a passing ship.

The load distribution of ship waves along banks depends on wave type and energy, but 
also on wave propagation and breaking location, which interact with the bank geometry 
(Torsvik et al., 2006). For instance, Figure 1.8a shows a primary wave propagating over 
a shallow area, where the water level is being restored by the stern wave after the 
depression, creating a current towards the bank. Both primary and secondary waves 
are usually, but not necessarily, induced by a sailing vessel. The amplitude, period and 
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number of waves depend on every hull design and sailing condition. Furthermore, 
primary waves are sometimes followed by damped oscillations (Figure 1.8c).

Bank hydrology: rainfall, water level changes and seepage
The increase of water content in riverbanks due to prolonged rainfall may result in 
mass failure due to a higher soil specific weight, the loss of apparent cohesion created 
by negative pore-water pressure (matric suction), and the generation of positive pore-
pressure (saturation) that reduces the frictional strength (Simon et al., 2000). Water 
level changes in the river can also trigger the failure of banks (Rinaldi and Nardi, 2013). 
During the rising limb of hydrographs, this can happen due to lateral seepage into 
the soil that removes negative pore-pressure and increases the unit weight (Casagli 
et al., 1999; Simon et al., 2000). In addition to these effects, during the falling limb 
of hydrographs, banks can become unstable due to the loss of confining pressure 
available at high water levels and the development of positive pore pressures that 
reduce effective stresses (Rinaldi et al., 2004; Darby et al., 2007).

Groundwater seepage can be a direct erosive agent too, undercutting banks by soil-
particle entrainment or by tension failures (Hagerty, 1991; Heibaum, 2002; Chu-Agor 
et al., 2008a). The basic mechanism occurs when sufficiently large hydraulic gradients 
along a permeable layer is able to detach and mobilize particles by exceeding critical 
shear stresses (Wilson et al., 2018). The effectiveness of this process depends on 
topography, climate and weather (Bernatek-Jakiel and Poesen, 2018), and especially 
on bank composition, stratigraphy, and hydraulic conductivity (Fox et al., 2007; Chu-
Agor et al., 2009; Fox et al., 2010). Seepage undercutting contribute to destabilize banks, 
particularly with low water levels and low root reinforcement (Cancienne et al., 2008; 
Chu-Agor et al., 2008b). Although seepage can be an important erosion driver, mainly 
when acting together with currents, it is generally not uniformly distributed and its 
contribution to total bank erosion is challenging to determine (Fox et al., 2007; Midgley 
et al., 2013; Rinaldi and Nardi, 2013).

Subaerial erosion
Subaerial erosion results from the weathering of the bank surface, typically under 
wet-dry or freeze-thaw cycles (Hooke, 1979; Lawler, 1993). These processes, especially 
important for soils with high silt-clay content (Couper, 2003), can act as direct agents 
of erosion (Couper and Maddock, 2001) or weaken the bank surface which facilitates 
later entrainment (Thorne, 1990; Green et al., 1999). In the former case, the magnitude 
of erosion per cycle is usually small (in the order of centimetres), but depending on 
the river reach location, a high frequency of occurrence may account for significant 
contributions within short periods of time (Lawler, 1992; Couper and Maddock, 2001). 
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As preparatory process for entrainment, weathering can affect the bank erodibility 
and critical shear stress (Rinaldi and Darby, 2007; Kimiaghalam et al., 2015), presenting 
seasonal variations (Wynn et al., 2008). Despite great changes in material erodibility, 
the depth over which weathering affects the bank surface is normally shallow, e.g. 5 
cm as observed by Konsoer et al. (2015).

1.2.4. BANK VEGETATION
The presence of vegetation (grass, bushes, saplings, trees) on a riverbank, can affect 
all phases of the erosion cycle (Section 1.2.2) and hence retreat rates (e.g., Beeson 
and Doyle, 1995). Entrainment rates of bank material change in the presence of roots, 
canopies and large woody debris. Bank stability is affected by mechanical reinforcement 
of roots permeating the bank, surcharge (mainly from trees), and vegetation hydrological 
effects. Slump blocks held by roots take longer to disaggregate. Furthermore, the 
bank height, root depth and vegetation position on the bank alter the effectiveness of 
vegetation on reducing erosion rates.

Hydraulics and entrainment
Vegetation affects fluvial hydrodynamics at different spatial scales depending on its 
distribution and density within the channel (Nepf, 2012; Curran and Hession 2013). The 
dynamics of in-channel vegetation, including growth and uprooting, interacting with 
the river flow and sediment transport shape from local bed morphologies to channel 
patterns (Gurnell et al., 2012; Gurnell, 2014). Bank vegetation in particular, in the form 
of emerging canopies and roots or large woody debris lying on the bank slope, affects 
the near-bank flow by increasing roughness and reducing velocities and shear stresses 
(see Section 1.2.3, Flow). This depends on vegetation type (Hopkinson and Wynn, 2009) 
and occurs when those features cover a sufficient bank extent (Thorne, 1990), such as 
river bends (Thorne and Furbish, 1995; Daniels and Rhoads, 2004; Konsoer et al., 2016a). 
On the other hand, local obstructions with a sufficient density accelerate the flow at 
their side and reduce downstream velocities, as vegetation patches (Bennett, 2004) or 
debris jams (Manners et al., 2006).

Furthermore, soil resistance to erosion increases when permeated with roots. Roots and 
rhizomes of plants create additional bonds within the soil that reduce the weakening 
and loosening mechanisms that precede detachment (Thorne, 1990). As a result, 
entrainment rates induced by jet tests on soil samples with grass roots significantly 
drop compared to bare soils, as root density, length and biomass increases (Pollen‐
Bankhead and Simon, 2010). Khanal and Fox (2017) showed that this mainly happens 
through an increase of critical shear stress for detachment. Vannoppen et al. (2017) 
further demonstrated a dependency on root and soil types, so that taproots are more 
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effective in reducing entrainment rates in cohesive soils than in sandy soils, whereas 
fibrous roots exhibit the opposite effect, they are more efficient in reducing erosion 
rates in sandy soils than in cohesive substrates.

Resistance against failure
The soil resistance against failure rises due to the presence of roots, which was 
considered in stability analyses as an apparent cohesion increase (Wu et al., 1979; Simon 
and Collison, 2002). This is because surfaces across the soil mass that can potentially 
fail are intercepted by roots, increasing the shear strength (Ghestem et al., 2014). This 
strengthening depends on the diameter and density of roots which vary in space and 
time (Pollen, 2007). Root growth and architecture, including the distribution over depth, 
depends on plant species, soil type, and water table fluctuations (Docker and Hubble, 
2009; Pollen‐Bankhead and Simon, 2009; Polvi et al., 2014; Gorla et al., 2015). Besides 
reinforcing against shear, the presence of vegetation adds extra weight on the bank, for 
which the net contribution to stability may result slight (Van de Wiel and Darby, 2007) 
or substantial (Abernethy and Rutherfurd, 2000a) depending on the case.

Vegetation also affects the pore-water content of the soil by intercepting rainfall and 
extracting moisture for transpiration, which reduces positive pore-water pressure and 
increases matric suction, resulting in higher shear strength (Simon and Collison, 2002; 
Pollen‐Bankhead and Simon, 2010). These effects are seasonal due to variations in 
canopy density and evapotranspiration, which, for instance, can be higher during spring 
and summer (Langendoen et al., 2009). Moreover, canopy interception and stemflow 
can locally concentrate pore-water pressures (Durocher, 1990) as roots allow water to 
percolate deeper into the ground, which is especially relevant for large rainfall events. 
The net effect of vegetation on the stability of a given bank thus results from the partial 
influence of the aforementioned factors in a given time. Models that account for this 
complexity can evaluate measures for erosion control (Simon et al., 2011) or advice on 
convenient vegetation types for bank stabilization (Polvi et al., 2014).

Slump block degradation
The degradation of slump blocks extends in time due to root-reinforcement (Parker et 
al., 2011) and increased cohesion (Thorne, 1990), as they decrease entrainment rates 
(see above Subsection Hydraulics and entrainment). Blocks keep their original size for 
longer time, reducing their mobility (Gray and MacDonald, 1989). The necessary time 
for these effects to become ineffective depends on root decomposition, which in turn 
depends on root species and diameter (Vergani et al., 2017).

1
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Bank height, root depth and vegetation position on the bank
The effectiveness of vegetation to retard the erosion cycle or control erosion depends 
on bank height, root depth, and position of vegetation on the bank profile. First, bank 
height not only determines the available volume of material to erode but also relates 
to failure type (Thorne and Tovey, 1981), failure timing (Osman and Thorne, 1988; 
Samadi et al., 2009), and distance of mass displacement (Fujita et al., 2000). In fact, 
bank height is utilized in numerical models as crucial parameter to predict bank erosion 
(Mosselman, 1995, 1998), being both practical to determine and independent of grid 
resolution (Stecca et al., 2017).

Root reinforcement against failure is effective over the depth that roots extend through 
the bank height (Thorne, 1990). Furthermore, the root structure, especially the density 
distribution over depth, influences bank stability at low banks due to the variation of 
root density intercepting failure planes (Pollen-Bankhead and Simon, 2009). Moreover, 
entrainment rates are higher below the extent of roots leading to undermining of 
root plates (Rutherfurd and Grove, 2004). Different combinations of bank height and 
vegetation type, with respective root depths, thus result in contrasting effects on bank 
stability (Tengbeh, 1989; Lammers et al., 2017) and retreat rates (Rood et al., 2015; 
Konsoer et al., 2016b).

Root depth also conditions the size of slump blocks or failure block, being larger the 
deeper a soil mass is reinforced. This aspect is particularly relevant in relation to stream 
power and river size, to which the bank height can be related if the channel is not incised 
or aggraded (Wilkerson and Parker, 2011). Those two factors influence the transport 
capacity of slump blocks and dislodged vegetation at the bank toe, and therefore the 
duration of the slump-block removal phase, as expressed by Motta et al. (2014). For 
instance, streams with low banks may experience a drastic change in lateral mobility 
once vegetation establishes on floodplains and permeates the full extent of the bank 
height (Vargas-Luna et al., 2018). The latter is not only in response to relative large 
blocks compared to bank height but also a consequence of the increased stability 
against failure and little undermining (Figure 1.9a).
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Figure 1.9. Examples of different types of root-reinforced banks in lowland rivers in the Neth-
erlands. (a) Grass, herbaceous plants (trimmed), and saplings, with roots reaching bank toe 
(Lunterse Beek, 05/04/2016). (b) Closely spaced trees at bank toe (Geul River, 17/04/2016). (c) 
Undermined large tree with shallow roots and smaller trees at bank toe (Geul River, 17/04/2016). 
(d) Closely spaced trees with continuous roots along the bank reaching the bank toe (Geul River, 
17/04/2016). (e) Isolated tree with shallow roots (Meuse River, 19/07/2016).

The contribution of roots to bank stability depends on the vegetation position across 
the bank profile, being highest near potential failure planes, either on the floodplain 
or at the bank toe (Abernethy and Rutherfurd, 2000b; Van de Wiel and Darby, 2007). 
Figure 1.9b shows an example of the latter, where a group of trees grew at the bank 
toe, presenting a strong resistance against failure (Thorne, 1990). Such more stable 
root system i.e. staying longer before mass failure or dislodgement, enables a longer 
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entrainment phase of the erosion cycle, which in turn benefits from the reduction 
of shear stresses against the bank face offered by roots. This is a double benefit of 
vegetation at bank toe. On the other hand, trees on the floodplain can be more easily 
undermined, as for example shows Figure 1.9c, where root density is lower at deeper 
elevations.

Figure 1.9d shows a continuous and deep root reinforcement of an outer bank, 
where trees have imbricated roots along the bend while reaching the bank toe. Such 
combination of vegetation density (tree spacing) and root depth compared to bank 
height appears very effective in delaying erosion (Google Earth, E 5.930° N 50.759°). 
In contrast, isolated trees with shallow roots compared to bank height can be faster 
undermined and, if river size and transport capacity allows for it, be carried downstream 
after eventual dislodgement (e.g., Figure 1.9e presents a large tree with shallow roots in 
a midsized river). Finally, even if river size and stream power may transport large trees, 
these may offer great resistance to erosion if roots are deep enough, as it is the case 
for some Australian species whose deep rooting evolved to cope with the extended 
droughts (Hubble et al., 2010).

1.2.5. NAVIGABLE RIVERS AND TECHNICAL-BIOLOGICAL BANK PROTECTIONS
The primary requirement of navigable rivers is having sufficient water depths over a 
certain width for vessels to sail. Depending on the catchment hydrology, a discharge 
regime may or may not provide that condition throughout the year. Large rivers, as the 
Parana in South America, have sufficient discharge and water depths along hundreds 
of kilometres, naturally enabling commercial navigation. On the other hand, rivers 
with more restrictive conditions need to regulate the discharge, water levels, width, 
or planform to facilitate navigation. Examples of important European rivers with 
regulated water levels include the Meuse, Main, Rhine, and Danube. Hereafter in this 
work, regulated rivers refer to those with controlled water levels, resulting impounded 
especially during low flows, whereas unregulated rivers indicate those whose water 
levels respond to available discharge.

In navigable rivers, revetments were traditionally applied to prevent bank erosion, 
whereas more recently, technical-biological protections have been also considered 
(Section 1.1). Nature-friendly bank protections have the dual function of not to erode 
in an uncontrolled manner and to provide improved ecological conditions compared to 
revetments. On the other hand, these measures usually require more available space 
to be implemented, in addition to maintenance where erosion occurs or vegetation 
needs care. Moreover, it is a challenge to precisely quantify the additional strength 
provided by vegetative elements, for which experience and test cases are of great 
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value to better understand and promote these alternative practices. For example, 
stretches with different nature-friendly protections were tested in the Rhine River near 
Worms (Schilling et al., 2013; Heibaum and Fleischer, 2015). These include pre-banks 
and willow branch cuttings (Figure 1.10a), willow brush mattresses (Figure 1.10b), dead 
wood fascines and individual stones (Figure 1.10c), reed gabions and plant mats (Figure 
1.10d), riprap with soil alginate and hydroseeding (Figure 1.10e), and pavement with 
reeds (Figure 1.10f).

1
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Figure 1.10. Nature-friendly bank protections in test sections on the Rhine River near Worms, 
on 12/04/2016, after 4.5 years of installation. (a) Stone pre-bank, shallow water zone with dead 
trunks, and bank with riprap, willow branch cuttings, living fascines, and brush and hedge layers. 
(b) Willow brush mattresses transversally installed. (c) Riprap with gravel fill, groups of individual 
stones, and dead wood fascines. (d) Reed gabions and stone mattresses on granular filter, plant 
mats and hedge layers (note riprap with dead wood on the left). (e) Riprap with top soil alginate 
mixture, hydroseeding, and individual plants. (f) Riprap and pavement with reeds. Descriptions 
based on Heibaum and Fleischer (2015).

Pre-banks, in particular, reduce or stop ship waves before reaching the actual bank 
depending on the water level. They act as longitudinal barriers between the fairway and 
the bank (Figure 1.10a) and can be made of stones or sheet piles (Boeters et al., 1997; 
van Ballaer et al., 2010). These indirect protections provide a quieter area for littoral 
species, which is especially beneficial for young fish and nest-building species (Söhngen 
et al., 2008). Figure 1.11 shows an example of a submerged pre-bank constructed to 
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protect a dike against erosion at an inner bend of the Meuse River. In the opposite 
left bank, riprap was removed from the upper bank, above 0.5 meters beneath the 
minimum regulated water level. This bank presented a steep scarp approaching the 
trees after three years of protection removal. The long-term erosion of unprotected 
banks in waterways is currently uncertain. Monitoring is then required to check erosion 
and determine whether interventions are needed. A better understanding of technical-
biological protections or of freely eroding banks would also serve to optimize future 
practices.

Figure 1.11. Example of a submerged pre-bank protection at Balgoij, the Meuse River, con-
structed in 2012 to reduce erosion in front of the dike on the right-hand side (28/09/2016). The 
left eroding upper bank had the riprap removed in 2013 from 0.5 meters beneath the regulated 
water level. Source: Rijkswaterstaat/J.v.Houdt.

1.2.6. BANK EROSION PREDICTION FOR NAVIGABLE RIVERS
There are two available tools to estimate bank erosion driven by ship waves. Glamore 
(2008) proposed a methodology based on some key elements, as bank properties and 
ship-wave energy, to assess the susceptibility to erosion of a river reach with the aim to 
manage sailing conditions. This approach is qualitative in essence, despite considering 
some physical quantities. The other method is a model called Bank Erosion Model (BEM, 
Verheij, 2000), which was adapted to tidal rivers (Stolker and Verheij, 2001a), calibrated 
for the Meuse River (Stolker and Verheij, 2001b) and translated into Excel sheet format 
(Verheij et al., 2007). The formulation for bank retreat is:

			   � �21 ln 2 1
2 EBR c H t�
�

� � 	  (1.3)
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where BR is the bank retreat or terrace length (m), H is a wave height at the terrace toe 
(m), t is time (s), μ is a coefficient for wave attenuation over the terrace (m-1), and cE is 
a coefficient for bank material erodibility (m-1s-1). H is taken as a characteristic largest 
secondary wave height (CIRIA et al., 2007, p440; Stolker and Verheij, 2001b, annex E). 
t is the cumulative duration of secondary ship waves during a specified period at a 
river section, typically one or more years, so that t = Ts*n*N, where Ts is the secondary 
wave period (e.g. estimated as 5.1*vs/g, with vs the sailing speed), n is the number of 
secondary waves per ship passing, and N is the number of ships per year or specified 
period.

The wave damping μ was computed with the 1D model ENDEC, developed by Delft 
Hydraulics in 1990, for a set of boundary conditions to later tabulate the results. These 
conditions included different wave steepness (0.02, 0.03, 0.04), bank (terrace) slopes 
(1:10, 1:20, 1:33, 1:50, 1:100) and relative water depth to wave height (0.1-3.0). Waves 
were assumed to propagate perpendicular to the bank, and no primary waves were 
considered. BEM offers the possibility to account for additional wave attenuation due 
to a pre-bank protection (e.g., see Figure 1.11) and reed growth on the terrace, and 
for periodic erosion delay due to slump blocks. These three elements are integrated in 
Equation 1.3 by adjusting μ.

This model assumes a constant water level, a protected (fixed) lower bank, a 
homogeneous soil, no erosion due to currents, and no variations in longitudinal 
direction. An important aspect of BEM is that the user needs to set a priori the terrace 
slope, conditioning the output through μ, to which the model has a high sensitivity 
(Stolker and Verheij, 2001b). The high degree of uncertainty for the user to determine 
the input parameters of BEM, mainly the terrace slope and bank erodibility (cE), is an 
significant limitation to accurately estimate ship-induced bank retreat. Furthermore, 
primary waves are not included in the model, which can particularly have large effects 
on shoreline erosion (Zaggia et al., 2017).

BEM was integrated with the two-dimensional hydrodynamic model Waqua (RWS/RIKZ, 
2009), resulting in a sub-module named WAQBank (Sligte et al., 2012). This functionality 
determines the potential bankline shift along entire river reaches, using the flow field 
computed in Waqua to account for flow erosion and the formulae of BEM to account for 
ship-wave erosion. However, an important limitation is the lack of interaction between 
bank retreat and hydrodynamics, i.e., there is no morphological update and the bank is 
assumed in equilibrium. Such approach serves to estimate short-term bankline shifts 
and eroded volumes with respect to the initial condition defined in Waqua (Spruyt et 
al., 2012). This tool can also be used to identify stretches with relative higher erosion 
rates, having a strong dependence on the input soil type (Spruyt et al., 2012).
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1.3. RESEARCH OBJECTIVE
Given that i) the management of multifunctional navigable rivers and the planning of 
restoration measures would benefit from a deeper understanding of the morphological 
evolution of riverbanks subject to ship-induced erosion, for both economic and 
ecological reasons, and that ii) less uncertain estimates of long-term bank retreat would 
help to better manage conflict of interests within the river system, this investigation 
has the following main objective:

Understand and predict erosion processes and the morphological evolution of 
natural banks in regulated navigable rivers

1.4. APPROACH AND RESEARCH COMPONENTS
This thesis pursues the main goal through the comprehensive investigation of a river 
reach that presents a wide range of erosion rates since bank protections were removed. 
Field studies are chosen, instead of laboratory or numerical experiments, to avoid scale 
effects and simplified schemes of erosion processes and factors, while benefiting from 
unaltered natural bank compositions and the presence of complete physical processes. 
The main focus of analysis is then on a 1.2-km stretch in the Meuse River near a village 
called Oeffelt, the Netherlands (Figure 1.12). A second case study named Noordereiland 
is also investigated, albeit in less detail, located upstream of the main case with a extent 
of 1.0 km.

The most important study site, hereafter called Oeffelt, is the left bank of a straight 
reach that was re-naturalized in 2010 by extracting the riprap. Oeffelt was chosen 
because it presents different bank erosion magnitudes, as shown in Figure 1.12. The 
case at Noordereiland has other bank retreat patterns, for which it is considered to 
complement the former case (see Chapter 3). Afterwards, the research results are 
validated on other riverbanks, having different compositions, locations, and boundary 
conditions (Chapter 5, Discussion).

The Meuse River has a pluvial discharge regime with low flows during the summer, 
reaching 40 m³/s, and floods during the winter, commonly reaching 1,200 m³/s and 
exceptionally 3,100 m³/s (100 years of return period) as occurred in 1993 (Descy et al., 
2009). Its rich geological history defined different channel patterns, the last of which 
consists of an incised low-sinuosity meandering channel (Tebbens et al., 1999; Rixhon et 
al., 2011). The reach under study meandered before its canalization between 1940s and 
1960s, fixing the banks to their current positions. The river width was then normalized 
to 120 meters and water levels were regulated for commercial navigation by means of 

1



44

Chapter 1

weirs. The minimum regulated water level at Oeffelt thereafter remained at 8.0 m NAP 
(Dutch reference sea level).

Figure 1.12. Re-naturalized bank near Oeffelt in the Meuse River: upstream view of first 300 
m (a) and downstream view of middle 500 m (b). Note the series of embayments formed after 
protection removal.

In order to analyse and characterize bank erosion at the process scale, it is necessary 
to account with topographic surveys throughout the hydrological year that could 
provide sufficient temporal and spatial resolution. Given the 3D complexity and large 
extent of the banks at the study sites, and the recent availability of low-cost Unmanned 
Aerial Vehicles (UAV) and Structure from Motion (SfM) photogrammetry techniques 
that proved useful to survey a variety of geomorphic settings (Eltner et al., 2016), 
the application of UAV-SfM to measure bank erosion processes along a midsize river 
reach is first investigated. The goal is to determine a methodology that saves time and 
equipment costs compared to available techniques such as terrestrial laser scanning 
(Brasington et al., 2012).

Furthermore, the wide-range of erosion rates at the case studies form peculiar bankline 
patterns after seven years of protection removal (Figure 1.12), with oblique embayments 
significantly larger than individual mass failures (Leyland et al., 2015), but smaller than a 
river bar or a meander bend (Klosch et al., 2015). In addition, the presence of trees does 
not provide a comprehensive explanation about the location of these embayments. It 
is therefore of primary importance to disentangle the causes of the size, location and 
asymmetry of these embayments before analysing erosion processes at single river 
sections.

The aforementioned objectives are two essential steps to build a solid basis for the later 
understanding and interpretation of bank erosion processes. The main objective is also 
subdivided in two partial goals to organize the steps that guide this work. This results 
in four specific objectives of this thesis that are summarized as follows:

1.	 Determine a methodology to quickly measure the 3D bank topography along a 
midsize river reach.
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2.	 Unravel the causes of distinct bankline patterns in the navigable regulated Meuse 
River.

3.	 Characterize bank erosion processes in regulated navigable rivers.

4.	 Develop a tool to estimate long-term or final bank retreat of re-naturalized banks 
in regulated navigable rivers.

1.5. THESIS OUTLINE
The contents of this thesis are organized in the following way:

Chapter 2:	 Measurement of reach-scale bank erosion processes with SfM-UAV 
(objective 1).

Chapter 3:	 Explanation of distinct patterns of bank erosion in a regulated navigable 
river (objective 2).

Chapter 4:	 Conceptualization of bank erosion processes in regulated navigable rivers 
and prediction of final bank retreat (objectives 3 and 4).

Chapter 5:	 Discussion of the findings at the main case study for other type of banks 
in regulated and unregulated rivers. Chapter 5 also elaborates on the 
implications for the management of re-naturalized riverbanks. This 
chapter finally compares the model developed in Chapter 4 with the 
existing BEM model and discusses its potential application to unregulated 
rivers and to estimate erosion rates.

Chapter 6:	 Conclusions and recommendations.

1



REACH-SCALE BANK EROSION PROCESSES 
MEASURED WITH UAV-SFM2



This chapter analyses the application of Structure from motion (SfM) photogrammetry with 
imagery from an unmanned aerial vehicle (UAV) to measure bank erosion processes along a 
1.2 km long reach of the Meuse River. This technique offers a unique set of characteristics 
compared to previously used methods to monitor banks, such as high resolution combined 
with a relatively fast deployment in the field. However, vert﻿﻿﻿ical scarps lying on a straight 
reach present specific challenges to the UAV-SfM application. A method to survey complex 
riverbanks with the aim to identify erosion processes and quantify erosion rates is proposed 
and evaluated. The accuracy of the digital surface models (DSMs) is assessed with real-time 
kinematic (RTK) GPS points and an airborne laser scanning of the whole reach.

The contents of this chapter are published in Earth Surface Dynamics 6 (2018) under the title: “Bank 
erosion processes measured with UAV-SfM along complex banklines of a straight mid-sized river reach”. 
Authors: Duró, G., Crosato, A., Kleinhans, M. G., and Uijttewaal, W. S. J.
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2.1. INTRODUCTION
Bank erosion, as a fundamental process in morphologically active river systems, has 
been studied from disciplines such as engineering, geomorphology, geology and ecology 
to understand, quantify and model it (e.g., Hooke, 1979; ASCE, 1998; Rinaldi and Darby, 
2007; Osterkamp et al., 2012; Siviglia and Crosato, 2016). Predicting and monitoring 
bank erosion is necessary for sound river management strategies and important for 
both socio-economic problems, e.g. preventing material losses (Nardi et al., 2013), and 
environmental challenges, e.g. promoting habitat diversity through river restoration 
and improving water quality (Reneau et al., 2004; Florsheim et al., 2008).

Bank erosion can be monitored with different spatial resolutions, time frequencies and 
accuracies. The techniques that identify the temporal change in vertical bank profiles 
detect and quantify the different phases of the erosion cycle (Thorne and Tovey, 1981). 
This characteristic helps distinguishing the factors influencing bank erosion and their 
relative role in the whole process (e.g., Henshaw et al., 2013). On the other hand, a 
simple record of sequential mass failure events (see Fukuoka, 1994, for a graph of 
failure-driven retreat) is sufficient to track rates of local bankline retreat and estimate 
eroded volumes, but does not provide further information on the role of single factors 
governing the bank erosion process. In navigable rivers, for instance, it is important to 
differentiate the effects of vessel-induced waves from the effects of river flow, as well 
as those of high flows and water level fluctuations. This requires high spatial resolution 
and relatively frequent measurements that usually involve expensive equipment and 
field logistics when monitoring large extensions. In this context, structure from motion 
(SfM) photogrammetry appears a promising easy-to-use technique to measure bank 
erosion processes along extensive distances (Fonstad et al., 2013).

SfM with imagery from a low-cost multi-rotor unmanned aerial vehicle (UAV) is here 
applied to measure horizontal and vertical bank alignments at the process scale along 
a mid-sized river reach with a standard workflow. In order to do that, the digital surface 
model (DSM) produced by SfM algorithms is compared with real-time kinematic (RTK) 
GPS measurements and airborne laser scanning (ALS), to later analyse erosion features 
in bank profiles. The erosion cycle is used as reference to distinguish this study from 
approaches that measure bank erosion in qualitative terms. A minimum required 
resolution and accuracy of 1/25 times the bank height is thus defined for quantitative 
analysis. The case study is a 1.2 km straight river reach with complex vertical scarps. 
This type of linear domain with vertical surfaces represent challenges to the UAV-SfM 
application, since special UAV paths and camera angles may be needed to capture the 
bank area and rather aligned ground-control points (GCPs) along banks may result in 
rotated solutions during the model linear transformation.
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Next, this chapter presents the framework under which bank erosion is here analysed 
(Section 2.2) and a summary of available techniques to measure bank erosion (Section 
2.3), considering the broader context of other disciplines dealing with this topic. 
Section 2.4 describes the adopted approach to apply UAV-SfM to measure bank 
erosion processes. Sections 2.5.1 and 2.5.2 show the precision of the digital surface 
models relative to other techniques, Section 2.5.3 an analysis of the particular errors 
that may arise from the use of UAV-SfM to survey long riverbanks, and Section 2.5.4 
the features and processes identifiable from the derived bank profiles. Section 2.6 
discusses the precision and error sources of UAV-SfM with the adopted approach, the 
differences found between two reach-scale techniques, and the particular challenges 
and recommendations to apply UAV-SfM for bank erosion. Section 2.6.4 finally discusses 
advantages and limitations of UAV-SfM compared to other available methods to 
measure bank erosion processes.

2.2. FRAMEWORK OF ANALYSIS
Bank erosion can be analysed and measured at two different scales, i.e. the fluvial 
process and the river cross-section. The measurement at the process scale considers 
the bank face disintegration over time with evidence of erosion phases (Figure 1.4): the 
mechanisms of erosion develop and are captured at the vertical dimension of the bank. 
The measurement of bank erosion at the cross-sectional scale, which can be referred 
to as bankline retreat, consists of tracking banklines over time. In this case, the focus is 
on the planimetric changes of the bank edge and estimations of eroded volumes and 
sediment yield. The former approach deals with processes and mechanisms (e.g. Rinaldi 
and Darby, 2007), whereas the latter with landscape development at larger spatial and 
temporal scales. Bank erosion studies determine the survey method based on their 
aims and scales of interest, whereas a given methodology constraints the scope of the 
findings (Massey, 2001; Couper, 2004). Thus, it is important to identify capabilities and 
limitations of each survey technique in the context of river banks, which are inherently 
steep features with small-scale irregularities independent of the scale of the river.

2.3. TECHNIQUES TO MEASURE BANK EROSION AT DIFFERENT 
SCALES
Measuring techniques have four essential characteristics: the extent, resolution, quality 
and frequency of measurements. Extent refers to the area or distance along the river 
covered by each survey; resolution indicates the distance between surveyed points; 
quality is the precision of position of each surveyed point; and frequency derives from 
the time interval between consecutive surveys of the same spatial extent or point. 
The scale of interest may vary among disciplines (e.g. geomorphology, engineering, 
and ecology), so that a diversity of techniques is available with varying spatiotemporal 
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windows of inquiry (Lawler, 1993). Even though the methods currently adopted to 
measure riverbank erosion range from photo-electric erosion pins to terrestrial laser 
scanning, they only have high resolution in either time or space (Couper, 2004; Rinaldi 
and Darby, 2007).

The methods to determine bankline retreat and to estimate eroded volumes are typical 
of remote sensing, for instance, ALS and aerial photography. The former technique has 
typical resolutions of 1 and 0.5 metres, and covers up to hundreds of square kilometres 
per day. Bailly et al., (2012) indicate decimetre vertical precision, which depends on 
several factors including beam footprint size, aircraft inertial measuring system, onboard 
GPS, vegetation cover and filtering technique. ALS has been successfully applied to 
identify river morphological features, such as bar tops (Charlton et al., 2003) and riffle–
pool and step–pool sequences (Cavalli et al., 2008; Bailly et al., 2012). In addition, 
sequential ALS was used to quantify volumes of eroded banks to subsequently estimate 
pollutant loads, achieving reasonable results for those aims (Thoma et al., 2005). 
However, banks are particularly steep areas where this technique tends to increase 
the elevation uncertainty (Bangen et al., 2014). Therefore banks are regions where 
lower ALS accuracies are expected compared to horizontal and flat areas.

Bank retreat can be estimated through approaches such as those described by Lawler 
(1993) that include planimetric resurveys for intermediate timescales (years) and 
sedimentological and botanical evidence for long timescales (centuries to millennia). 
Aerial photography interpretation has also been applied to measure bank migration, 
which is a useful source of information, especially if historical imagery is available over 
extended periods of time. Nevertheless, it provides only limited information on bank 
heights, for which this planform survey technique requires other methods to estimate 
eroded volumes. For example, photogrammetry can serve complementary to quantify 
volumetric changes from overlapping photographs (Lane et al., 2010); or ALS to provide 
recent topographic elevations and reconstruct past morphologies (Rhoades et al., 2009).

Measuring bank erosion at the process scale involves measuring the evolution of the 
vertical bank profile over time and several other techniques are currently available to 
that end. Traditional methods include erosion pins and repeated cross-profiling, which 
provide two-dimensional information with resolutions that, respectively, depend on 
the number of pins and points across the profile (Lawler, 1993). Erosion pins are simple 
and effective, but their accuracy may be affected by several factors, such as subaerial 
processes (Couper et al., 2002). More advanced versions are the photo-electric erosion 
pins that automatically track the bank face during different erosion phases (Lawler, 
2005). Cross-profiling can be done with GPS or total stations with point accuracies of 
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a few centimetres or millimetres, yet with spatial and temporal resolutions that may 
not be sensitive to very localized or intermittent erosion (e.g., Brasington et al., 2000).

Bank geometries can currently be surveyed at the process scale with their three-
dimensional complexity through a number of techniques, whose geomorphic 
applications are broader than bank erosion studies: terrestrial photogrammetry, 
terrestrial laser scanning (TLS), boat-based laser scanning and SfM photogrammetry. 
Terrestrial photogrammetry has shown detailed bank representations, with approximate 
resolutions of 2 cm and precision within 3 cm, covering up to 60 metres of banks (Barker 
et al., 1997; Pyle et al., 1997). At the same time, this method can be labour-intensive 
and requires an accessible bank (Bird et al., 2010), known camera positions and sensor 
characteristics, and ground-control points, among other considerations (Lane, 2000). 
TLS has shown detailed erosion patterns from sequential surveys, with millimetre 
resolutions, which in practice are usually reduced to 2–5 centimetres, and approximate 
final accuracies of 2 cm (Resop and Hession, 2010; Leyland et al., 2015). O’Neal and 
Pizzuto (2011) proved the advantages of 3D TLS in capturing patterns (e.g. overhanging 
blocks) and quantifying eroded volumes over 2D cross-profiling. Even though TLS could 
cover thousands of metres, in practice the extents are generally smaller due to accuracy 
decrease, large incidence angles, occlusion, etc. (Telling et al., 2017), so several scans are 
necessary to measure long distances. For instance, Brasington et al. (2012) surveyed a 
1 km river reach scanning every 200 m along the channel. Alternative boat-based laser 
scanning can continually survey banks with comparable resolutions and accuracies to 
those of TLS, with great time reduction but involving other field logistics, resources, 
and post-processing (Alho et al., 2009).

2.3.1.STRUCTURE FROM MOTION PHOTOGRAMMETRY
Bangen et al., (2014) matched the resolution and practical extent of SfM photogrammetry 
to those of TLS, when SfM photogrammetry is used to survey river topography through 
aerial platforms (e.g., Fonstad et al., 2013). From terrestrial platforms, this technique 
has been applied to measure banks to show its potential use as survey technique with 
different sensors and processing systems (Micheletti et al., 2015; Prosdocimi et al., 
2015). Micheletti et al. (2015) indicated root mean square errors (RMSEs) within 7 cm, 
when combining a 5-megapixel (MP) smartphone or a 16MP reflex camera with either 
PhotoModeler or 123D Catch processing systems. Prosdocimi et al. (2015) identified 
eroded areas of a collapsed riverbank and computed eroded and deposited volumes 
with a precision comparable to that of TLS.

The relatively recent and fast development of UAV technology to take airborne 
photographs has greatly expanded the applications of SfM photogrammetry (Eltner et 
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al., 2016). Recently, SfM has been applied to quantify bank retreat in streams and small 
rivers with a fixed-wing UAV along several kilometres with 12 cm resolution (Hamshaw 
et al., 2017). This study showed the UAV-SfM capabilities to produce extensive 2.5 D 
DSM from a 100 m high nadiral view, which achieved 0.11 m mean error and 0.33 m 
RMSE compared to TLS. However, this work generated DSMs similar to those of ALS, 
which allow for volume computations and bankline retreat but did not use the full 3D 
capacities to investigate undermined banks or identify erosion processes.

Applications of this combined technology span in scale and complexity, covering 
glacial dynamics (Immerzeel et al., 2014), landslides (Turner et al., 2015), agricultural 
watersheds (Ouédraogo et al., 2014), fluvial topography (Woodget et al., 2015), etc. The 
precision achieved relative to the camera–object distance for the mentioned diverse 
settings was approximately 1:1000, with distances ranging from 26 to 300 m and 
different cameras, lighting conditions, and surface types. Interestingly, this precision 
was also found for terrestrial SfM photogrammetry at different scales by James and 
Robson (2012). Other experiences showed lower accuracies, e.g. ~1:200 for moraine-
mound topography (Tonkin et al., 2014) and, on the other hand, higher ones, such as 
~1:2100 for fluvial changes after a flood event (Tamminga et al., 2015). Although it is 
not possible to generalize a precision for all settings, ~1:1000 seems an encouraging 
reference (RMSE of 10 cm for 100 m camera–object distance) to consider for unexplored 
conditions.

Several factors affect the precision of DSM obtained from UAV-SfM, such as surface 
textures at the field site (Cook, 2017), lighting conditions (Gómez-Gutierrez et al., 2014b), 
camera characteristics (Prosdocimi et al., 2015), GCP characteristics (Harwin and Lucieer, 
2012), SfM algorithms (Eltner and Schneider, 2015), and photo overlaps, resolutions and 
perspectives (James and Robson, 2012; Micheletti et al., 2014). Knowledge to improve 
the quality of SfM digital surface models keeps expanding by investigating isolated 
variables, for example, assessing the influences of number and distribution of GCPs 
(Clapuyt et al., 2016; James et al., 2017) or optimizing camera calibration procedures 
to manage without GCPs (Carbonneau and Dietrich, 2017). The flexibility, range, high 
resolution and accuracy that UAV-SfM proved in other conditions shows promise for 
analysing bank erosion processes throughout the scale of a mid-sized river.

The monitoring of bank erosion processes in the case study herein has two specific 
challenges for the UAV-SfM technique. First, the bank has steep, vertical and undermined 
surfaces along the domain. Second, the target area is a straight reach with a large length-
to-width ratio. The first aspect may require non-conventional UAV paths and camera 
angles to be able to adequately capture the bank area. The second matter introduces 
a challenge to georeference the model with rather aligned GCPs, which may result in 
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false solutions rotated around the GCP axis during the model linear transformation. This 
could be the case since GCPs are to be placed in the bank surroundings to be captured 
from the UAV, and this target area consist of an overall linear domain. Therefore, the 
GCP distribution and the image network geometry particularly have key roles in the 
UAV-SfM workflow applied to measure bank erosion at the process scale.

2.4. METHODOLOGY
A flexible multi-rotor UAV platform was used to capture photographs from 
different perspectives along 1200 m of Oeffelt reach (see later Figure 2.2) and SfM 
photogrammetry was later applied to derive the DSMs. Grassy fields used for grazing 
cover the riparian zone, followed by crop fields across the floodplain. In the near-bank 
area there are poplar trees every 100 m, some of which have been dislodged during 
erosion progression. Eight surveys done in 2017 are used in this chapter. Particularly, 
an extraordinarily low water level provided the opportunity to compare the SfM 
photogrammetry with ALS and RTK GPS not only for the banks and floodplain, but also 
for the sub-aqueous terrace at the bank toe (see schematic cross-sections in Figure 
1.12). This terrace was composed of bare soil, without vegetation or obstructions, which 
adds an extra surface for the comparative analysis. This extraordinary exposure was 
the consequence of a ship accident against the downstream weir of Grave (on 29th 
December 2016). All cross sections along the Meuse are identified by their distance in 
kilometres from the Dutch-Belgium border.

Section 2.4.1 describes the UAV paths for photo acquisition and Section 2.4.2 the 
SfM imagery processing. Four steps are taken to assess the capabilities of this survey 
technique with the adopted approach to measure bank erosion at the process scale. 
First, the elevation precision is verified against 129 RTK GPS points of several DSMs 
obtained with diverse number of photographs and camera orientations. In this way, 
an effective number of images to acquire the bank topography with high accuracy is 
identified. Second, the chosen DSM is compared with airborne lidar points to analyse 
elevation precision over the whole river reach, differentiating between areas of bare 
ground, grassland and banks. Third, the georeferentiation accuracy is verified regarding 
the model rotation around GCP axis. Fourth, bank features are searched in SfM-based 
profiles and analogous ones from ALS, as well as signatures of erosion processes along 
sequential SfM surveys. All data used herein are publicly accessible (Duró et al., 2018c).

For the first step, the analysis of the minimum number of photographs needed to 
achieve the highest DSM accuracy, the DSMs is compared with RTK GPS measurements 
to quantify vertical precision. A Leica GS14 RTK GPS was deployed to take 129 points 
across eight profiles on 18-01-2017 (see Figure 2.2), whose root mean square precisions 
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according to the manufacturer specifications are 8 mm + 0.5 ppm in horizontal and 
15 mm + 0.5 ppm in vertical directions. On the same date, the UAV was flown along 
the bank four times with different camera angles and perspectives. A total of eight 
photograph combinations were considered to derive eight DSMs. Then, the comparisons 
were done with the elevation differences between the GPS points and the corresponding 
closest ones of the DSM point clouds (e.g. Westoby et al, 2012; Micheletti et al., 2015). 
CloudCompare software (Girardeau-Montaut, 2017) was used for these computations.

In the second step, the selected DSM from the previous analysis was compared with 
ALS, to analyse topographic differences over the whole river reach. The ALS data were 
acquired on 17-01-2017 from an airplane at 300 m above the ground level. The laser 
scanner, a Riegl LMS-Q680i, measured a minimum of 10 points per square metre 
with an effective pulse rate of 266 kHz. The raw data was not accessible so that the 
automatically generated 0.5 m grid was used. The ALS elevation precision was tested 
against the 129 RTK GPS points using the vertical component of the closest distance to 
a local Delaunay triangulation of the ALS grid, due to the different resolutions between 
both datasets. Then, the distances between the ALS grid points and the corresponding 
nearest ones of the DSM point cloud were computed. Both computations were done 
with the standard cloud/cloud distance tool of CloudCompare, distinguishing between 
surfaces of grassland, bare ground, and bank.

Third, the DSM spatial stability with respect to the potential axis of rotation around the 
GCPs was analysed. The GCPs distributed over the floodplain along the near-bank area 
defined the linear transformation from an arbitrarily scaled coordinate system to the 
real-world coordinates. In order to verify that the DSM was stable and the tendency 
to rotate around co-linear solutions did not affect the accuracy beyond the survey 
target, a regression line with the GCPs was computed to identify the potential axis of 
rotation for the DSM domain. Then, the DSM elevation errors corresponding to the GPS 
points were projected onto the plane perpendicular to the regression line. Afterwards, 
a second regression line with those points was computed to evaluate the alignment of 
errors across the potential axis of rotation.

Fourth, profiles across six sections of dissimilar erosion rates were made to contrast the 
bank representations of i) the SfM DSM, ii) the triangulated ALS grid, and iii) the RTK 
GPS points. The profiles were extracted with MATLAB using i) the Geometry Processing 
Toolbox (Jacobson et al., 2017) adapted to slice triangle meshes, ii) a linear interpolation 
across the triangulated ALS grid, and iii) a projection of the RTK GPS points onto the 
exact cross-section locations. Then, a cross-section with sequential SfM-UAV surveys 
was selected and analysed to show different stages of the erosion cycle, since the bank 
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erosion cycle was used as a reference to distinguish between techniques capable of 
measuring at either the process or the cross-sectional scale.

2.4.1. UAV FLIGHTS FOR IMAGE ACQUISITION
The consumer-grade UAV DJI Phantom 4 was used to take images of the banks. It has a 
built-in camera with a 1/2.3” 12MP sensor and a 94° horizontal angle of view. Prior to the 
image acquisition, a network of GCPs was distributed on the floodplain to georeference 
the DSMs (see Figure 2.2). The GCP were spaced approximately every 50 metres along 
the reach, roughly following the tortuous bankline and avoiding proximity to trees, to 
simplify the field work and facilitate the GCP visibility from the UAV paths (see Figure 
2.1-Figure 2.2). This approach did not include GCP locations at different elevations, as, 
for instance, at the bank toe, and relied on the cross-sectional GCP distribution for the 
stability of the DSM georeferentiation (see Section 2.4.2). The GCPs were 40 by 40 cm 
black ceramic tiles (Figure 2.1c) fixed to the ground with a circular reflector (12 cm CD) 
at its centre for their fast recognition in the photographs (Figure 2.1d-e show how a 
GCP is seen from tracks 1 and 2). The GCP coordinates were measured using the Leica 
GS14 RTK GPS unit, which was also deployed for the cross-profiling.

An initial flight plan was designed using Universal Ground Control Station (UgCS) 
software to photograph the banks from four different perspectives, to later compare 
the results of diverse combinations and find a convenient photo set to survey the target 
topography in subsequent campaigns. The UAV flew four times in straight parallel lines 
along the banks (Figure 2.1a,b,f) to simplify the setup and save flying time, compared 
to paths that follow changes in bankline or include paths across the domain. The first 
track took oblique photos from above the river at a height of 25 metres and an average 
(oblique) distance to the bank of 40 metres (~25 m from the least retreated bankline). 
The second track had a top view from 40 metres above the floodplain level along the 
tree line (Figure 1.12–Figure 2.2). The third and fourth tracks followed the same path 
as the second one in respective upstream and downstream directions, but the camera 
angle was 50 degrees forward inclined from the horizontal plane (see photo footprints 
in Figure 2.2). These perspectives were thought to capture the tortuous and complex 
bank surface (Figure 1.12, Figure 2.1a and Figure 2.2), including undermined upstream- 
and downstream-facing scarps, with an average ground resolution of 2.1 cm per pixel. 
A minimum resolution and accuracy of 1/25 times the bank height of the river was 
considered as a requirement to detect erosion processes, which resulted in a maximum 
acceptable precision of 14 cm for the maximum bank height of 3.5 m at the case study.

Five specific combinations of photographs from the different UAV tracks were tested. 
Test 1 corresponds to the photo set of the first track only, which has the side view with 
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the optimal coverage of the bank. Test 2 uses the nadir view alone, which is similar to 
the viewpoint of classic aerial photography. Test 3 is a combination of the previous 
two sets. Test 4 combines tracks 3 and 4, i.e. both paths from above the bank with the 
oblique forward perspectives in upstream and downstream directions, which allows 
views on all parts of the irregular banks. Finally, test 5 utilizes the four tracks with all 
photographs (Table 2.1).

The first oblique track was also used to evaluate the minimum longitudinal photo overlap 
to efficiently capture the bank relief. The photo overlap along the river is a function 
of the UAV speed and distance to the bank, for a given maximum photo sampling 
frequency, which in the case of the deployed UAV is one every 2 seconds. Then, flying at 
2 m/s along track 1 resulted in 20 photo overlaps for the most retreated areas and 16 for 
those zones with least bank retreat, which corresponds to 95% and 93.7% image overlap, 
respectively. Afterwards in the processing phase, a decreasing number of overlaps by 
twos were successively selected, resulting in four DSMs. These were test 1a when using 
all photos from track 1 (which is the same set as the aforementioned test 1), test 1b 
when using half of them, and so forth for test 1c and test 1d (see Table 2.1).

Table 2.1. Number of photographs and overlaps for the tests.

 Test 1a  Test 1b  Test 1c  Test 1d  Test 2  Test 3  Test 4  Test 5

Track 1 293 147 73 37 147 293

Track 2 232 232 232

Track 3 232 232

Track 4 232 232

Min. overlaps 16 8 4 2 7 15 26 49

Max. overlaps 20 10 5 2 7 17 26 53

2.4.2. SFM WORKFLOW
The principles of SfM photogrammetry are similar to those of digital photogrammetry, 
but camera positions and lens characteristics are not specified in the former to 
reconstruct 3D structures. The camera extrinsic and intrinsic parameters are 
automatically estimated via tracking and matching pre-defined features in overlapping 
photos and an iterative bundle adjustment procedure, which results in a sparse 
point cloud (Hartley and Zisserman, 2003; Snavely et al., 2008; Westoby et al., 2012). 
Afterwards, the (dense) point matching is done at pixel scale to generate a detailed 
point cloud of the scene that has the final survey resolution.

GCPs are commonly used to reference the model to a geographical coordinate 
system, to compute erosion rates and processes through sequential surveys. The 
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georeferencing process involves the Helmert transformation of the point cloud through 
seven parameters that adjust its scale, position, and rotation in a linear and rigid way 
(Fonstad et al., 2013). The estimation of these parameters is done through a least-
squares regression with the GCPs identified in the UAV images. The propagation of linear 
errors is thus given by the accuracy with which the GCPs were measured (in this study 
with the RTK GPS) and then identified in the photographs. Further in the workflow, GCPs 
can be used to refine the camera parameters estimated during the bundle adjustment, 
to reduce the non-linear errors that the estimation of the camera parameters may 
induce (Carbonneau et al., 2017). Ideally, well-distributed, precisely measured, and 
accurately identified GCPs avoid excessive linear and non-linear errors in the point 
cloud. Yet, a third type of error given by the automated image matching process cannot 
be prevented with GCPs. These are local and random errors and represent the classic 
concept of precision.

Agisoft PhotoScan software was used to process the imagery. The camera yaw, pitch, 
and roll recorded during the UAV flight from different perspectives (Table 2.1) were 
input to ensure that the image matching assigned all photos into a single model (Stöcker 
et al., 2015). For this step, three GCPs were used along the reach, two at the extremes 
and one in the middle, all close to the bank and easily visible from tracks 1 and 2. These 
approximate orientations and a priori known ground points helped obtain a consistent 
sparse point cloud of the bank along the entire reach. The resulting camera positions 
and orientations of the photo alignment are visible in Figure 2.1a, evidencing the UAV 
tracks. This figure also shows the DSM textured with colours from the photographs, in 
which the green area on the left side with white patches corresponds to the floodplain 
partially covered with snow (see also Figure 2.1d-f) and the right brownish area is the 
terrace at the bank toe, with snow remains as well.
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Figure 2.1. (a) Camera positions and orientations in perspective view. The digital surface model 
shows the low water condition during January 2017, which exposed a terrace at the bank toe. 
(b) Cross-sectional scheme of UAV paths. (c) Ceramic plaque with CD as ground-control point 
on the floodplain. (d) GCP in photograph from track 1. (e) Same GCP from track 2. (f) Top view 
of DSM with UAV track 1 in blue and tracks 2-4 in yellow.

After obtaining the sparse point cloud, the remaining 15 GCPs we identified (Figure 
2.2) in the photographs, helped by their estimated locations in the model. Then, the 
camera parameters were refined by minimizing the sum of GCP reprojection and 
misalignment errors, i.e. using the camera optimization option in PhotoScan. This 
adjusts the estimated point cloud by reducing non-linear deformations. Once the dense 
point cloud was computed, the points outside the area of interest were removed, as 
well as those points at the water surface, tree canopies and individual bushes at the 
floodplain. Finally, the point cloud was triangulated and interpolated to generate a TIN, 
through the arbitrary surface option and the highest number of mesh faces suggested 
in PhotoScan. This mesh consisted of a non-monotonic surface that was later processed 
in MATLAB to plot 2D cross-sections.

Figure 2.2. Study reach of the Meuse River with GCPs, RTK GPS measurements with cross-section 
locations and numbers, and some image footprints for all UAV tracks.
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2.5. RESULTS

2.5.1. DSM PRECISION: IDENTIFYING NECESSARY PHOTOGRAPHS
The sequentially decreasing photo overlaps of Track 1 (Table 2.1) produced four DSMs, 
tests 1a–1d, whose elevation differences with the 129 RTK GPS points are presented 
in the histograms of Figure 2.3. The elevation errors mostly ranged within 10 cm in all 
tests, but the mean and standard deviation (SD) presented some differences (Table 2.2 
and dot with bar in Figure 2.3). Tests 1a, 1b and 1c presented mean values smaller than 
1 cm and SD within 3–4 cm, while for test 1d these values increased to 4 cm and 7 cm 
respectively (Table 2.2, rows 1–2). The mean errors on the bank area alone for test 1a, 
1b and 1c were lower than 1 cm (Table 2.2, row 5), but test 1c had a higher SD of 7 cm 
compared to 4 and 3 cm of tests 1a and 1b respectively (Table 2.2, row 6). Then, tests 
1a and 1b had the highest precisions and showed little error differences between them: 
less than 1 cm for all values in Table 2.2. Consequently, test 1b with eight photo overlaps 
was as effective as test 1a with 16 overlaps to achieve the highest DSM accuracy. In 
addition, test 1b fully covered the tortuous bank area in contrast to test 1c, especially 
at the perpendicular stretches of embayments (Figure 2.1–Figure 2.2), which assured 
the choice of eight image overlaps over four, despite the general close performance 
of the latter in terms of accuracy (Table 2.2, all rows). Therefore, test 1b became the 
reference for tests 1 and was used in combination with test 2 to generate test 3.

Figure 2.3. Elevation error distributions for SfM tests 1a, 1b, 1c, and 1d, assuming that the RTK 
points are correct and without error. Indicated overlaps are the minimum.
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Table 2.2. Mean and standard deviation of elevation differences between SfM DSMs and GPS 
points. Colour intensity indicates the deviation from zero value with minimum/maximum of 
±0.13 m.

Surface
Error 
(m)

 Test 1a  Test 1b  Test 1c  Test 1d  Test 2  Test 3  Test 4
 Test 

5
All Mean -0.01 0.00 0.00 0.04 0.03 -0.01 -0.05 0.00

Std. dev. 0.03 0.03 0.04 0.07 0.03 0.03 0.05 0.03
Grassland Mean 0.02 0.01 0.01 0.02 0.02 0.01 0.01 0.02

Std. dev. 0.03 0.03 0.04 0.04 0.03 0.02 0.02 0.02
Bank Mean 0.00 0.01 -0.01 -0.01 0.05 0.01 -0.03 0.01

Std. dev. 0.04 0.03 0.07 0.13 0.03 0.03 0.04 0.03
Terrace Mean -0.02 -0.02 0.00 0.06 0.03 -0.02 -0.09 -0.01

Std. dev. 0.02 0.03 0.03 0.06 0.03 0.02 0.03 0.02

Figure 2.4 shows the error distributions of the remaining four DSMs, i.e. tests 2–5, 
which also were mostly within 10 cm, except for Test 4. This test had evident higher 
errors than the rest, mostly concentrated at the terrace (Table 2.2, row 7). Tests 3 and 
5 had the lowest mean elevation errors, both lower than 1 cm, with the same SDs at 
all surfaces that were lower than 3 cm. Test 2 presented a similar SD, but the mean 
was biased 3 cm. This test in combination with test 1b slightly reduced the SD errors of 
the latter (Table 2.2, rows 7 and 6), but without significant overall improvements. All 
in all, tests 1b, 3 and 5 had the best performance with average errors lower than 1 cm 
and standard deviations within 3 cm, however with increasing number of photographs 
(Table 2.1). The most efficient one was then test 1b that used the lowest number of 
photographs to achieve similar precision, especially on banks.

Figure 2.4. Elevation error distribution for tests 2, 3, 4, and 5. Ordinates indicate number of GPS 
points in each bin.

Interestingly, if we consider all tests, the elevation errors on grassland were similar to 
each other (Table 2.2, rows 3 and 6), means between 1 and 2 cm and SD between 2 and 
4 cm, whereas the bank and terrace did not present this behaviour. Furthermore, while 
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the bank values (Table 2.2, rows 4 and 7) did not correlate with those of all grounds 
(Table 2.2, rows 1–2), the terrace mean elevation differences (Table 2.2, row 5) linearly 
correlated with those of all grounds (Table 2.2, row 1) with R2 = 0.97. Therefore, the 
error biases for all grounds throughout the tests were most likely due to the biases 
from the points over the terrace.

To conclude, despite virtually doubling the number of images in comparison with 
test 1b, the test 3 setup with a nadir track and a side-looking track was chosen for 
subsequent UAV surveys on the basis of two findings. First and most important, growing 
vegetation at the bank toe occluded parts of the target surface from the oblique camera 
perspective. Second, the GCPs on the floodplain laid almost horizontal, which made 
them easier to identify from the top view during an initial phase of GCP recognition 
in the photographs. Moreover, at later surveys it was found that growing grass on the 
floodplain was sometimes blocking GCP plaques from the angle of vision of UAV track 1, 
for which using the nadir view of track 2 was advantageous to locate the plaque centres, 
preventing the otherwise disuse of some GCPs.

2.5.2. DSM PRECISION OVER THE REACH: COMPARISON WITH ALS
Compared to the ALS grid, test 3 point cloud showed a good agreement over most of the 
reach. This is observable from Figure 2.5a, corresponding to the blue areas that indicate 
elevation differences lower than 5 cm. However, two notable regions surpassed this 
difference: the bank and the extremes of the reach. The latter were zones beyond the 
GCPs, where higher errors in the DSM are expected when using parallel image directions 
due to inaccurate correction of radial lens distortion (James and Robson, 2014; Smith 
et al., 2014). Consequently, the results outside the GCP limits were not considered 
as reliable as those within, where distortion is minimal, and thus were discarded for 
the subsequent statistical comparisons (beyond the dashed lines in Figure 2.5). Within 
the GCP bounds, the bank area presented relatively high elevation differences, which 
makes the bankline visible in Figure 2.5. Moreover, another sloped area at end of the 
terrace also presented higher differences than surrounding areas, which is visible as a 
thin light-blue line at the bottom of the domain in Figure 2.5a (see also Figure 2.1a-b 
for other perspectives of this slope toward the channel bed).
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Figure 2.5. (a) Absolute elevation differences between SfM and ALS along the reach. (b) Signed 
elevation differences between SfM and ALS with a smaller scale range.

Figure 2.5b presents signed elevation differences with a smaller scale range to highlight 
areas with positive and negative deviations between techniques. Green zones indicate 
higher ground elevations on the SfM DSM than in the ALS grid, red zones indicate the 
opposite, and yellow shows elevation matches. The upstream half domain presented 
a general tendency of SfM to overestimate elevations on the floodplain, and in turn 
underestimate them on the terrace. This trend is also observed in the upper part of the 
downstream reach. Nevertheless, these zones showed exceptions, such as a green patch 
at the terrace close to the dashed limit, and a red patch on the floodplain at the end of 
the upstream half reach. Despite the described general opposed behaviour between 
floodplain and terrace, the downstream reach evidenced two zones with consistent 
trends across the domain, covering both the floodplain and terrace. First, lower SfM 
elevations at the end of the largest embayment (downstream half reach), and second, 
SfM higher elevations at the end of the reach, before the dashed limit.

Figure 2.6 presents the relative frequency distributions of the elevation differences 
divided into three regions: the grassy floodplain, the steep bank, and the bare-ground 
terrace. Over the grassland, both SfM and ALS had rather similar results (Figure 2.6b), 
with 1 cm mean difference and 2 cm of standard deviation (Table 2.3). In contrast, the 
bank had a bias between techniques of 6 cm (Table 2.3) and a relatively high standard 
deviation of the same value. Finally, the terrace showed a slightly higher deviation 
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than over the grassland (Figure 2.6 and Table 2.3) but with a bias of −4 cm. The bank 
area together with the terrace induce an overall small negative bias in the elevation 
difference distribution (Figure 2.6a and Table 2.3). The former has a small contribution 
to the total number of measurements and the latter has a greater number but a lower 
magnitude.

Figure 2.6. Comparison of elevation differences between SfM and ALS for distinct surface types.

Table 2.3 also indicates the differences of SfM DSM and the ALS with the 129 RTK GPS 
points. Interestingly, the ALS presented a constant bias of 1 cm across all surfaces, but 
the standard deviation did change significantly among them: the bank had a standard 
deviation of 9 cm, which doubled the deviation of the terrace and tripled that of the 
grassland. While the SfM DSM had comparable absolute biases than those of ALS, the 
standard deviations were all respectively lower. Particularly at banks, the standard 
deviation of the SfM DSM was only 3 cm in contrast to the 9 cm of the ALS, which makes 
the former approach considerably more accurate than the latter. This could explain the 
relatively large elevation differences between the two methods in the bank area (Figure 
2.6c), occurring due to a lower precision of the ALS, and not vice versa.

Table 2.3. Mean and standard deviation of elevation differences between SfM, ALS and RTK GPS. 
Colour intensity indicates the deviation from zero value with minimum/maximum of ±0.09 m.

Subtraction All grounds Grassland Bank Terrace

SfM - ALS (m)
Mean -0.01 0.01 -0.06 -0.04

Std. dev. 0.03 0.02 0.06 0.03

ALS - GPS (m)
Mean 0.01 0.01 0.01 0.01

Std. dev. 0.05 0.03 0.09 0.05

SfM - GPS (m)
Mean -0.01 0.01 0.01 -0.02

Std. dev. 0.03 0.02 0.03 0.02
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2.5.3. DSM ACCURACY: ROTATION AROUND GCP AXIS
A regression line was computed with the locations of the GCPs to analyse with respect 
to this axis the rotational tendency of the model. The GCP distributions around the 
regression line and the bankline are shown in Figure 2.7a. The adopted GCPs spanned 
19.7 m across the reach and 1.6 m in the vertical direction (Figure 2.7, right). The bank 
scarp along the reach, which is the target survey area, covered 26.9 m in the cross-
sectional direction due to the wide-ranging erosion magnitudes of the case study, with 
maximum bank heights of 3.5 m, indicated with a grey area in Figure 2.7b. This side 
perspective of the domain evidences the potential plane of rotation, whose stability 
depends on the position of the GCPs.

Figure 2.7. (a) GCP horizontal distances to the regression line and (b) respective positions in 
potential rotation plane from the regression line.

The rotation potential of the model is evaluated comparing SfM DSM elevations with 
those of the 129 GPS points (Figure 2.2). Figure 2.8a presents the locations of the GPS 
points used for accuracy control projected at the potential rotation plane, showing that 
they covered the domain across the channel (abscissa axis) and different elevations 
along the scarp area (ordinate axis), resulting in a reasonable sample to assess the model 
georeferentiation stability. Figure 2.8b presents the DSM elevation errors distributed 
across regression line 1. In this plane, a second regression line was computed with all 
129 points, represented with a dashed black line in Figure 2.8b. This line is tilted from 
the horizontal suggesting that the model was rotated with a magnitude equal to the 
respective slope.
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Figure 2.8. (a) Location of GPS measurements in potential rotation plane around regression line 
1. (b) SfM DSM elevation errors across regression line 1, distinguished among areas of grassland, 
bank and terrace.

The GPS points corresponded to difference surface types, shown with different point 
markers in Figure 2.8b. It is clear that on the left side of the regression line 2 down-
crossing, errors mostly had a positive bias, whereas on the right they mostly presented 
a negative bias. At the same time, those errors with positive bias were generally over 
ground covered with grass, and those with the negative trend were measured on slightly 
sloped bare ground (see also Table 2.2, column for Test 3). Then, these tendencies 
could also be ascribed to the overestimation of the grass cover in the former case, and 
a non-linear transverse deformation beyond the GCP bounds, for the latter. Regardless 
of the causes, the results showed an overall transverse DSM inclination with respect 
to the GPS points used for accuracy control. Regression line 2, when evaluated at the 
extremes of the bank scarp area (-7.99 m and +18.87 m), yielded an elevation difference 
between these points of 3.9 cm.

2.5.4. BANK EROSION FEATURES AND PROCESS IDENTIFICATION
Six bank profiles were selected among those surveyed with GPS on January 2017 (Figure 
2.2) to compare the bank representation with the different survey techniques. Figure 
2.9 shows the bank profiles at sections 1, 2, 4, 6, 7, and 8. These sections presented 
distinct erosion magnitudes and features after 7 years of restoration: for example, 
section 8 (Figure 2.2 and Figure 2.9) appeared close to the original condition, with a 
mild slope and nearly no erosion, whereas sections 6 and 7 had vertical scarps. The SfM 
DSM profiles are represented by continuous lines, the ALS profiles with dashed lines, 
and GPS points with circles. The SfM representation had better proximity to the GPS 
points than the ALS in almost all cases. What is more, ALS generally overestimated the 
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elevation corresponding to the GPS points, which confirms the bias observed in the 
comparison of bank elevations shown in Figure 2.5. and Figure 2.6.

SfM profiles showed detailed bank features, such as a collapsed upper bank lying at 
the toe (section 2), an overhang at the bank top (section 1), small-scale roughness on 
scarps (sections 6 and 7), and slump-block deposits (section 4). These features appeared 
as simple shapes in the profiles but they were confirmed with field observations. The 
ALS depicted simpler profiles, smoothed by coarser resolution, which made it difficult 
to identify characteristic features of the erosion cycle in them. Yet, ALS profiles had 
enough point spacing to capture gentle bank slopes with reasonable precision (section 
8), but for steeper ones (sections 1, 2 and 4) and especially at scarps (sections 6 and 7), 
this technique provided lower accuracies.

Figure 2.9. Banks measured with SfM (continuous lines), ALS (dashed lines) and GPS (circles) 
on 17–18 January 2017. Cross-sections are located from left to right, at river kilometres 153.4, 
153.9, 153.5, 154.2, 154.1, and 154.3 (see Figure 2.2 for locations).

The temporal development of section 4 (Figure 2.2 and Figure 2.9) is illustrated in Figure 
2.10a by a sequence of SfM-UAV surveys. The initial stage corresponds to the survey 
of Figure 2.9 on 18 January 2017. The consecutive surveys showed the evolution of 
the vertical bank profile through which different processes can be inferred. The bank 
profile, initially characterized by a top short scarp and slump blocks along the bank 
face, experienced a mass failure and a further removal of blocks between January 18 
and March 15 2017. Between March 15 and April 26, only toe erosion occurred. By 
June 21, another mass failure happened, which left slump blocks along the lower half 
of the bank. On July 19, these blocks were removed, leaving a steep bank face. Then, 
further toe erosion caused a small soil failure at the lower bank whose remains laid at 
the toe. On October 11, this wasted material was removed. Then, until the last survey 
on November 22, entrainment occurred at the lower half of the bank profile, further 
steepening the bank. In light of the results, the methodology resolution and accuracy 
are high enough to identify different phases of the erosion cycle, enabling the analysis 
of bank erosion processes in conjunction with data on potential drivers.
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Figure 2.10. Sequential surveys at cross-section 4, Meuse River kilometre 153.9, over 2017. (a) 
Bank profiles from DSMs. (b) Eroded volume per unit width between consecutive surveys. (c) 
Cumulative erosion along surveys. (d) Bankline locations at the top and toe of the bank.

In addition to process description, eroded volumes can be quantified by computing the 
net area between sequential bank profiles. For example, Figure 2.10b shows eroded 
volumes per unit width between consecutive surveys plotted at the end of each time 
interval, with an error bar based on the RMSE of test 3. Evidently, there were different 
erosion rates during the year and the highest ones happened in the first part of it. Figure 
2.10c presents the respective cumulative eroded volumes per unit width, where the two 
trends can be distinguished: a gentle slope towards the end and higher rates of sediment 
yield during the first half of the year. Given that the topographic measurements are 
limited to a single year, it is not possible to state whether this behaviour is recurrent 
on a yearly basis. However, this case exemplifies the possibilities to quantify eroded 
volumes throughout different phases of the erosion cycle.

The bankline retreat as a measure of bank erosion involves the identification over time 
of the bank top, but this concept could be extended, for instance, to the bank toe. Figure 
2.10d shows the temporal progression of the bankline distance from the river axis for 
both the bank top and the toe, which was arbitrarily defined for this case at 11.1 m 
and 8.1 m, respectively. The top bankline showed a major jump between April and 
June and a smaller one between the first two surveys, corresponding to mass failure 
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events. The bank toe presented a more gradual retreat, with events of slumping and 
temporal accretion that were timely captured along the surveys. This alternative bank 
retreat representation provides evidence of the development of bank erosion at every 
survey. The contrast of bankline retreat at the top and toe of the bank illustrates how 
different processes on their own represent dissimilar erosion evolutions, since they 
constitute different phases of the erosion cycle, i.e. at the top mass failures and the toe 
slump-block removal and entrainment. Finally, the average bankline between bank toe 
and top would best represent the real retreat (dashed line in Figure 2.10d), despite not 
necessarily indicating an actual bank location for a specific elevation. This approach 
logically considers all erosion phases and follows a similar trend to the cumulative 
erosion of Figure 2.10c.

Figure 2.11. Zoomed-in UAV photos from track 1 at section 4, kilometre 153.9, showing diverse 
bank erosion stages: (a) slump blocks at bank toe on June 21, (b) clean bank face after block 
removal on July 19, and (c) undermining on August 23.

Finally, the availability of the UAV imagery provides additional information to analyse 
and interpret bank evolution through direct observation. Figure 2.11 shows photographs 
from the three consecutive surveys on June 21, July 19 and August 23 at section 4, 
kilometre 153.9. At this bank area, the sequence shows on the left side of the panels 
only entrainment at the bank toe, and from the centre (kilometre 153.9) to the right, one 
or more erosion cycles. Cross-section 4 presented on June 21 (Figure 2.11, left panel) 
slump blocks lying at the bank toe that were removed by July 19. Then on August 23, 
this cross-section had incipient undermining at the lower bank and block deposition 
at the toe. The bank area at the right of section 4 experienced a second mass failure 
after June 21, completing one erosion cycle, and further downstream it is more difficult 
to keep track of the cycles due to faster erosion rates. The UAV photos also evidence 
the progressive growth of grass over the floodplain, especially observable next to the 
walking path, which was captured along the surveys (Figure 2.10a).

2.6. DISCUSSION

2.6.1. UAV FLIGHT AND SFM PRECISION
In general, there were no large differences in accuracy between the DSMs derived 
with different photo perspectives and overlaps. The precision of the tests, except for 
test 4, was approximately 10 cm complying with the target precision and resolution 
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of 14 cm, and they all represented characteristic features of the erosion cycle, such as 
slump blocks deposited at the bank toe and mass failures. Other topographic features 
that were hidden from the nadir UAV perspective, such as undermining, were only 
captured from oblique camera perspectives. For instance, the area below the top 
overhangs visible at cross-sections 1 and 2 (Figure 2.9) was not captured in test 2, and 
were represented with a lower resolution in test 4. The UAV viewpoint of track 1 not 
only had the largest bank area coverage compared to the other camera perspectives 
proposed in this work but also achieved the highest elevation precision without the 
need for other tracks. Nevertheless, the nadir view of track 2 contributed to cover an 
additional bank area behind trees and bushes growing at the bank toe along the first 
200 m of the reach (Figure 1.12a), for which it was complementarily used with track 
1. Since vegetation can occlude the bank face, if denser and more abundant, it could 
prevent the usage of the survey technique, in a similar way as high water levels do.

The results herein show that, in the absence of bank toe vegetation, a single oblique UAV 
track with eight photo overlaps and visible GCPs appears effective to survey banks with 
the highest precision and coverage, for the given sensor size and resolution, camera–
object distance and lighting conditions. This number of photo overlaps agrees with 
the laboratory experiment of Micheletti et al. (2015), who found that above eight the 
mean error was only slightly decreased, in contrast to increasing overlaps within the 
range below eight. Nonetheless, they showed that overlaps higher than eight reduced 
the number of outliers, a trend which in this study is evident for less overlaps: test 1c 
(four overlaps) mainly differed from test 1b (eight overlaps) in a higher RMSE but not 
in the mean. This difference may arise from the distinct texture and complexity of 
each surface, which presumably requires different number of images for a similar 
performance (James and Robson, 2012; Westoby et al., 2012; Micheletti et al., 2015).

A RMSE of 2.8 cm to measure a riverbank with the photo combination of test 3 results 
in a relative precision with respect to the average camera–surface distance of 0.0007 
or ~1:1400. This relative precision ratio is somewhat higher than ~1:1000 achieved by 
James and Robson (2012) for steep irregular features at kilometre scale in a volcanic 
crater and decametre scale in a coastal cliff, whereas the precision herein is somewhat 
lower than ~1:2000, which those authors proved at metre scale. More precise results 
could be possible using a bigger and higher-resolution sensor, flying closer to the bank, 
or even trying other oblique bank perspectives. However, this endeavour would only 
be reasonable if such data are needed for research purposes and if GCP positioning 
had also according higher precisions, since registration errors translate into the DSM 
accuracy during camera parameter optimization (Harwin and Lucieer, 2012; Javernick 
et al., 2014; Smith et al., 2014).

2



70

Chapter 2

A precision of 10 cm has implications for the representation of small-scale features 
at bank scarps. Despite the presence of features in the order of decimetres, their 
accuracy could not be assessed given the discrete GPS points and the 0.5 m ALS grid 
used to assess the DSM precision. For instance, Figure 2.10a shows an upper bank scarp 
along the last four surveys that, if assumed unchanged, would indicate a maximum 
distance of 20 cm between surveys, which still would remain within the ±10cm error 
estimated by the GPS comparison. Although these differences could have been caused 
by weathering processes or growing grass on the bank face, potential sources of error 
at such scale could be given, for instance, by registration errors or occlusions caused by 
the surface roughness (Lague et al., 2013). Then, further research is needed to evaluate 
the precision at the roughness scale to, for example, analyse form drag at the bank face 
(Leyland et al., 2015).

The analysis made for test 3 on model rotation evidenced a linear trend with increased 
surface elevations on the floodplain side of the domain and decreased elevations on 
the main channel side (Figure 2.8b). This tendency was probably caused by a rotation 
of the DSM around co-linear GCPs that may lead to rotated solutions of the Helmert 
transformation (Carbonneau and Dietrich, 2017). Yet, the areal SfM-ALS comparison 
within ± 5 cm range (Figure 2.5b), did not evidence a clear axis along the whole domain 
that could suggest a rigid rotation of the DSM, since the ALS did have a constant mean 
accuracy across all surface types (Table 2.3). The linear rotation tendency, then, might 
have been obscured by the error range that was larger across the domain (Figure 2.4b 
and 10b) than the mean rotation magnitude, whose elevation difference between the 
extremes of the cross-sectional domain was 6 cm, and 4 cm within the bank area. Thus, 
other sources of error were also present that resulted in the obtained error range.

The comparative analysis of the DSM elevation errors from different photo combinations 
showed that the ground surfaces surveyed in the case study had different precisions. The 
grassland presented similar errors with a positive bias throughout all tests. The positive 
elevation differences are typical of vegetated surfaces (Westoby et al., 2012; Micheletti 
et al., 2015), whereas the similar performance of different photo combinations might be 
due to the presence of sufficient and well-distributed GCPs in this area (the floodplain). 
The terrace at the toe of the bank, in contrast, presented different error skewness 
throughout the tests, which affected the error distribution for all grounds. Interestingly, 
the error deviation of test 1 increased as the overlaps decreased, which in turn implies 
that more overlaps created more robust models. The linear errors cannot explain this 
behaviour because the same GCP locations were used for all tests, and only the camera 
parameters were optimized for each.



71

	 Measuring bank erosion with UAV-SfM

The error skewness at the terrace throughout the tests could be related to the fact that 
this area was the most distant from the GCPs and it was not surrounded by them, so 
that errors in lens distortion corrections could have especially increased here (James 
and Robson, 2014; Javernick et al., 2014; Smith et al., 2014). This effect was clear at the 
reach extremes (Figure 2.5), where the elevation differences increased with respect to 
the ALS survey further from the GCPs, for which it is called “dome” effect. While James 
and Robson (2014) showed that using different (convergent) camera angles is effective 
to mitigate the “dome” effect, the herein results showed that the DSM precision with 
eight photo overlaps along a single UAV track did not substantially improve by adding 
the extra perspective of track 2. This may imply that the chosen number of overlaps and 
used GCPs were sufficient to avoid distortions in the bank area that exceed the required 
accuracy, together with the fact the track had oblique and not nadiral perspective.

It is most likely that all the mentioned types of error were present in the SfM DSM, i.e. 
linear errors given by rotation (linear trend of errors across potential rotation plane; 
Figure 2.8b), non-linear errors given by the estimation of camera parameters (patches 
of higher or lower SfM elevations across the domain compared to ALS; Figure 2.5b), 
overestimation of ground elevation with grass cover (Table 2.2, Figure 2.5b, Figure 
2.10a), and random errors given by the bundle adjustment that could not be assessed 
in this work. Although the adopted workflow was effective to measure bank erosion 
processes with the target accuracy, linear and non-linear errors could have been 
reduced, for instance, using a larger cross-sectional GCP distribution or better visible 
and bigger GCP targets. Other possibilities are also open, such as combining two oblique 
perspectives with a second angle better capturing the floodplain, GCPs, and bank area.

2.6.2. COMPARISON OF TWO REACH-SCALE TECHNIQUES: SFM AND ALS
The elevation bias at the bank between the SfM-based DSM and the ALS grid (Figure 
2.6) was caused by the topographic overestimation of ALS (Table 2.3 and Figure 2.7). 
This ubiquitous error is ascribed to a known limitation of ALS systems related to 
the laser beam divergence angle, which locates the closest feature within the laser 
footprint at the centre of the footprint. This increases the ground elevation at high-
slope areas (Bailly et al., 2012), which is the case for riverbanks. Still, the ALS resolution 
and precision were enough to identify bank slopes, in accordance with other studies 
(e.g. Tarolli et al., 2012; Ortuño et al., 2017). Furthermore, despite the ALS capability 
to estimate volume changes of eroded banks (Kessler et al., 2013), the method omits 
information related to the phases of the erosion cycle by not surveying erosion features 
smaller than its resolution (in this case, 0.5 m), apparent in contrast with SfM profiles 
(Figure 2.9). Moreover, if finer ALS resolutions are available, for instance, using higher 
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frequency lasers or working with the raw data, more ground details can be captured, 
but still vertical or undermined profiles would be missed.

The elevation differences between the methods observed for grassland (Figure 2.6b) 
were probably caused by dissimilar ground resolutions, because a larger elevation 
scatter is expected in the SfM-based DSM when capturing grass with 2 cm resolution, 
compared to the interpolated ALS samples into a 50 cm grid, even when derived from 
0.16 m beam footprints. Nonetheless, the mean difference was zero (Table 2.3), so that 
both methods overestimate in the same way the real ground elevation due to grass 
cover. The effect of this is visible, for instance, in the increasing surface elevations on 
the floodplain over a year (Figure 2.10a), which happens after the mowing period in 
October. The terrace at the bank toe presented a similar scatter as grassland but had 
a small negative bias that could be explained by a DSM rotation or a slight transverse 
“dome” effect of the SfM DSM.

The distance covered by the SfM-UAV method depends on the flight autonomy. 
The deployed UAV had autonomy of approximately 25 minutes, which limited the 
maximum bank survey extent to approximately 2 km for the tested UAV height and 
speed, and camera resolution and shutter frequency. This practical limit will change 
with the progressive development of UAVs, but the distance covered by a single flight is 
currently significantly smaller than the one covered by ALS. Although a larger camera–
object distance and speed than those used in this work would increase the surveyed 
area, decreasing the ground resolution and the UAV stability may result in the loss 
of sufficient detail to capture erosion features, and what is more, decrease the DSM 
precision that depends on the image scale (James and Robson, 2012; Micheletti et al., 
2015). Therefore, further investigations would be required to explore the practical limits 
of UAV bank monitoring in views of extending the survey coverage.

2.6.3. UAV-SFM CHALLENGES TO MEASURE BANK EROSION PROCESSES
The use of UAV-SfM to measure bank erosion processes presents specific challenges, 
since bank areas usually have vertical surfaces and lengths can be much larger than the 
other two dimensions. Furthermore, the reach under analysis was particularly straight, 
introducing additional complexity to apply the technique.

Vertical surfaces
The bank presented steep, vertical and undermined surfaces that required an oblique 
camera perspective to adequately capture it, whereas GCPs needed sufficient visibility 
from this angle too. Logically, the visualization and accessibility of GCPs depend on where 
and how they are placed across the bank profile. In the herein proposed approach, GCP 
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targets were horizontally placed over the floodplain and close to the bankline, covering 
20 m across the channel, which was convenient for a fast field campaign. However, 
GCPs were not placed at the bank toe or over the bank face, so a very limited vertical 
extent was covered (Figure 2.7-Figure 2.8), and the target area was not surrounded by 
GCPs along the three dimensions. Although a larger vertical range may be effective to 
reduce potential non-linear errors at the bank, the linear errors may not significantly 
be reduced with GCP at the toe, given the relatively short bank height (~3.5 m) and 
corresponding horizontal extent. In the case study, there were no clear non-linear 
effects at the bank area that could justify the placement of GCPs along the bank face.

The apparent cross-sectional extent of a GCP is proportional to the cosine of the viewing 
angle with respect to the normal of the plane in which the GCP lies (say δ), which 
increased the uncertainty to locate the target centre along the transverse direction, 
thus hindering the model georeferentiation when a single UAV track was used. On the 
other hand, targets were not always distorted in the longitudinal direction from oblique 
angles, i.e. when the camera was near the GCP cross-section, so horizontal errors were 
not as sensitive along the river axis as they were across the channel. Linear positioning 
errors in the transverse direction directly affect the accuracy to quantify erosion rates 
since this is based on the change of bank face positions over time. Moreover, the error 
introduced by a coarser resolution translated into elevation errors, and these directly 
affect rotational errors. On the other hand, the lateral view helped to compensate for 
this, since this elevation errors decreased with the cosine of δ

Linear domain
Banks, considered from the reach scale, are linear domains that extend along the river 
with the other two dimensions much shorter than their length. The choice of UAV tracks 
parallel to the river axis simplifies the mission setup and shortens the flying time too. 
However, this configuration does not provide additional stabilization to the DSM because 
it is closely aligned with the potential axis of rotation. The adopted approach relied on 
GCPs to georegister the DSM, which proved effective for the target accuracy. Since 
parallel UAV tracks tend to increase doming effects (James and Robson, 2014), GCPs 
were also important preventing excessive non-linear errors for the required accuracy. 
Figure 2.5b showed no significant DSM deformations within the GCPs, but increasing 
errors outside the GCP bounds, for which they need to be carefully distributed.

Recommendations
Although the adopted approach attained the required DSM accuracy, further refinement 
in the workflow could improve the model quality. First, it is advisable to use inclined 
targets perpendicular to the line of sight of the camera, placing them somewhat parallel 
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to the bank surface, to reduce linear errors as discussed above in the Subsection Vertical 
surfaces. This could be done, for example, with a back stand on rigid plaques (Figure 
2.12). Second, utilizing two sets of GCPs is recommended, one set aligned close to the 
bankline and another set far away from it. For instance, if the first GCP line is 40 m 
from the UAV camera in the oblique direction (Figure 2.1b), the second line could be 
placed 51 m further inland from the first line to be 80 m from the UAV sensor (twice 
as far). The latter would need targets 4 times as big as those next to the bankline to 
linearly compensate for the decrease in the image resolution (although no linear trend 
was found between errors and sensor–object distance; Eltner et al., 2016), but these 
targets in turn could be spaced with double distance while keeping the same number of 
photo overlaps that capture them. In this example, the rotational error would decrease 
2.5 times compared to the results presented here, given by the increase in the cross-
sectional GCP footprint and considering similar elevation errors (from GPS and image 
identification).

Figure 2.12. Example of oblique plaque supported by a back stand.

In the proposed approach, GCPs were manually identified in the photographs based 
on three concentric geometries: the inner and outer circles of the CD reflective area 
and the tile perimeter. The errors introduced during the target identification affect 
the georeferentiation, and although errors may compensate if not systematically 
biased, their influence is higher with narrower cross-sectional GCP span due to the 
rotation tendency of elongated domains. This source of error can be reduced with 
wider GCP patterns as suggested above, but also through other improvements, such as 
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automated identification of GCP and Monte Carlo tests (James et al., 2017), to identify 
more accurately the GCPs and optimize the number of GCPs and minimize DSM errors.

The camera could be manually set to optimally capture the texture of the bank scarp. 
In this respect, GCP targets should ideally have a similar reflecting surface to project to 
the camera a similar amount of light for their later identification. A tilted target would 
also contribute to having similar reflecting conditions after comparable orientations 
to the bank with respect to the Sun. Furthermore, if the date of the survey campaign 
is flexible, then overcast but bright days are advisable whenever possible. This is to 
avoid overexposed or underexposed bank areas due to direct sunlight and shades that 
result in lower image textures within each of these zones and thus in a lower number 
of detected image features (James and Robson, 2012; Gómez-Gutierrez et al., 2014a). 
For example, note in Figure 2.11b that there were no textural differences due to shades 
but only due to the bank surface.

2.6.4. SURVEYING BANK EROSION WITH UAV-SFM AND OTHER TECHNIQUES
Sequential surveys allowed to capture different phases of the erosion cycle (Figure 
2.10a), which demonstrates that quantitative detection of processes is feasible. 
Previous studies on bank erosion proved the capabilities of SfM for post-event 
analysis (Prosdocimi et al., 2015), e.g. representing block deposition, or for 2.5 D bank 
retreat quantification (Hamshaw et al., 2017), whereas herein all erosion phases were 
sequentially captured, demonstrating the 3D potentialities over the complete process 
of erosion. Of course, the ability to monitor banks at the process scale depends on the 
time interval with which the method can re-survey the exposed part of banks and will 
only cover pre- and post-flood conditions. The survey frequency and the duration of a 
full cycle of erosion determine the temporal resolution with which the development of 
processes is captured. Then, the bank retreat rate of each case determines the necessary 
frequency of surveys to capture erosion processes within a single cycle. Bank erosion 
rates naturally depend on each site, after different river sizes, hydraulic conditions, bank 
materials, etc. In the presented study site, erosion rates varied enormously (Figure 2.1), 
but still the performed eight surveys within a year successfully captured bank processes 
within a single erosion cycle in areas of fast retreat such as section 4.

The study site with a regulated water level and recently restored actively eroding 
banks was a perfect example for the application of this technique, because banks 
were exposed and erosion rates were compatible with the proposed average sampling 
frequency of 6 weeks. For other types of rivers, where erosion mainly occurs during 
floods when banks are not exposed, this method would allow measuring pre- and post-
event conditions only. Given the high resolution achieved, the method is applicable to 
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all river sizes. However, with the accuracy of the adopted workflow, the application is 
only advised in cases where bank retreat is larger than approximately 30 cm between 
consecutive surveys.

Erosion processes happening at small spatial scales, such as weathering, would be 
hardly or not measurable with the precision achieved in this investigation. For this, 
other methods are already available, for instance, TLS and boat-based laser scanning, 
that provide higher precisions (millimetres before registration errors, e.g. O’Neal and 
Pizzuto, 2011) and comparable resolutions (centimetres, e.g. Heritage and Hetherington, 
2007). In addition, close-range terrestrial photogrammetry can also offer the necessary 
precision for such endeavours, e.g., from a tripod (Leyland et al., 2015) or a pole on 
the near-bank area (Bird et al., 2010), at the expense of covering shorter bank lengths. 
Another alternative is erosion pins, which may also provide higher accuracies, yet with 
point resolution.

UAV-SfM appears a suitable survey method for both process identification and volume 
quantification in bank erosion studies, given the decimetre precision range with 3 cm 
RMSE and the 3D high resolution achieved with a low-cost UAV. As Resop and Hession 
(2010) suggested, high-resolution three-dimensional capabilities offer great possibilities 
when spatial variability of retreat is critical compared to traditional cross-profiling 
methods. In addition, the reduced deployment time of UAVs in the field is advantageous 
in relation to cross-profiling, while it also improves identification of complex bank 
features (Figure 2.9) and volume computations as other 3D high-resolution techniques 
(O’Neal and Pizzuto, 2011). Nonetheless, UAV-SfM requires longer post-processing times 
at the office, which should not be underestimated (Westoby et al., 2012; Passalacqua 
et al., 2015).

This technique remains less expensive than TLS or MLS, which is more convenient for 
cases where roughness is beyond the scale of interest, and target bank lengths are 
smaller than 3000 m. This would approximately be the longest distance for a single 
UAV flight in this case study. For longer reaches, MLS would then compete with UAV-
SfM from a practical perspective, since more than one survey/flight would be needed. 
In all TLS, MLS and UAV-SfM would have limitations to survey the bank surface in 
presence of dense bank vegetation (Hamshaw et al., 2017). In these cases, ALS provides 
an alternative, albeit with significant lower resolution and higher costs (Slatton et al., 
2007).

For large river extents, i.e. several kilometres, Grove et al. (2013) showed that process 
inference is possible combining ALS with high-resolution aerial photography, two 
techniques that are typically applied for eroded volume estimations and bank migration 
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(Khan and Islam, 2003; Lane et al., 2010; De Rose and Basher, 2011; Spiekermann et 
al., 2017). In that work, the scale of the river (banks higher than 6 m) allowed a spatial 
resolution of 1 m to capture features that together with photo inspection provided 
information on mass failure type and fluvial entrainment. To date, UAV-SfM covers 
smaller extents (Passalacqua et al., 2015), but provides much higher resolutions, 
allowing for process identification (such as undermining) and more precise volume 
computations (see Figure 2.9 for profile differences between ALS and SfM). For a similar 
(or higher) accuracy and resolution than those of UAV-SfM and large distances, boat-
based laser scanning becomes an attractive, but more expensive, solution.

2.7. CONCLUSION
This chapter evaluated the capability of structure from motion photogrammetry applied 
with low-cost UAV imagery to monitor bank erosion processes along a river reach. The 
technique’s precision was investigated by comparison with GPS points and airborne laser 
scanning. Vertical bank profiles were analysed to identify stages of erosion and infer 
processes. By means of a consumer-grade UAV, straight flight paths, and a standard SfM 
workflow, a sufficient accuracy and resolution was achieved to recognize and quantify 
the different phases of the bank erosion cycle from bank profiles. Further refinements 
to the workflow are possible which could reduce linear errors and increase accuracy.

For the adopted approach, the accuracy of the DSM constructed with the SfM technique 
did not significantly increase with more than eight photo overlaps along a single 
oblique UAV track. The coverage of bank area behind bank toe vegetation, on the 
other hand, was increased by adding a vertically oriented perspective, albeit without 
a significant accuracy increase. As a result, banks were surveyed with 2 cm resolution 
and a 10 cm elevation precision, whose mean was 1 cm and standard deviation 3 cm 
(~1:1400 relative to camera–object distance, in line with previous SfM topographic 
applications). This accuracy was confirmed along the river reach with airborne laser 
scanning, although the latter overestimated elevations over bank slopes. Higher SfM 
errors were observed in areas beyond the extent of ground-control points, showing 
that control points should also be placed outside the monitoring reach and close to the 
bankline. Furthermore, the GCP distribution across the floodplain proved important in 
preventing model rotation along GCP axes, so a second line of GCPs located further 
inland is recommended together with proper targets, to reduce model errors as much 
as possible.

This investigation demonstrates the capabilities of a low-cost UAV to monitor banks 
at the process scale, while covering a mid-sized river reach of 1.2 km length in a single 
campaign. The combination of UAV and structure from motion photogrammetry can 
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provide relevant information of the spatial structure of bank erosion processes and, with 
sufficient frequency of acquisition, represent the temporal evolution of morphological 
processes within the erosion cycle. This method can also be used to compute eroded 
volumes throughout different phases of the cycle and analyse the contribution of each 
mechanism to overall retreat. The applied technique is most suitable when measuring 
bank lengths not exceeding 3000  m, and its flexibility, fast deployment, and high 
resolution are especially convenient for surveying highly irregular banks. While this 
method can survey the full cycle of erosion, and not only pre- and post-event conditions, 
its main limitations are dense riparian vegetation and high water levels, as for most 
survey techniques.
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DISTINCT PATTERNS OF BANK EROSION IN 
A NAVIGABLE REGULATED RIVER3



This chapter unravels the drivers of the bank erosion patterns that appeared along the Meuse 
River and provides insights on their contribution in regulated navigable rivers. The hypothesis 
is that ship waves, floods, trees and bank composition have different roles on the bankline 
pattern formation. The methods to analyse each factor and disentangle the dominant ones 
include measured river data, aerial photographs, soil tests, field observations, historical 
maps, and UAV-SfM bank topography. An extraordinary low-water-level event generated 
by a ship accident provided the unique opportunity to thoroughly analyse the subaqueous 
bank topography.

The contents of this chapter are published in Earth Surface Processes and Landforms 45 (2020) under 
the title: “Distinct patterns of bank erosion in a navigable regulated river”. Authors: Duró, G., Crosato, 
A., Kleinhans, M. G., Winkels, T. G., Woolderink, H. A., and Uijttewaal, W. S. J.
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3.1. INTRODUCTION
Ten years after the first reaches were exposed to bank erosion, the new channel 
margin appears non-uniform at several locations, where it is often characterized by 
the presence of oblique embayments. In particular, two reaches near the city of Gennep 
present either deep embayments (Figure 3.1) or uniform bank alignment. By analysing 
sequential airborne laser scanning, Duró et al. (2018a) showed that the sediment yield 
varied greatly in these reaches due to wide-ranging erosion rates, and that the erosion 
patterns formed above a terrace or bench, consisting of a flat surface with elevation 
close to the minimum water level. Yet, the factors determining the terrace and observed 
patterns of erosion remain unknown.

Figure 3.1. Oblique embayments near the city of Gennep (km 153.6 of the Meuse River).

Heterogeneous bankline patterns occur at different spatial scales. At the scale of the 
channel depth, irregularities appear due to mass failures and slumping, leaving irregular 
sediment deposits at the bank toe (Darby et al., 2010), or due to roots that create 
and support protrusions (Rutherfurd and Grove, 2004). These features are typically 
associated with variations in bank roughness (Kean and Smith, 2006, Darby et al., 2010). 
At the bend or bar scale, banklines are curved, sometimes sharply, associated to bar and 
bend dynamics (Klösch et al., 2015; Thorne et al., 1993) and secondary flow (Kleinhans 
et al., 2009; Ottevanger et al., 2012). Bank irregularities at an intermediate scale are not 
common, and none of the mentioned physical processes can explain their formation. 
Finally, embayments of similar size to those in the Meuse River appeared in the Mekong 
River (Hackney et al., 2015), but the size of the latter is substantially larger than the 
former.

The causes of the erosion patterns observed along the Meuse River are not easily 
discernible. Tree roots typically delay erosion by increasing the resistance against bank 
instability (Pollen and Simon, 2005; Wiel and Darby, 2007) and by reducing effective 
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shear stresses over the soil when protruding in the flow (Khanal and Fox, 2017). 
However, not all embayments are delimited by trees. Ship-induced waves exert oblique 
loads onto banks (CIRIA et al., 2007), but the directions of embayment evolution are 
not consistent with ship movements. Composition and stratification of riverbanks do 
affect erosion rates and bank failure (Thorne and Tovey, 1981; Parker et al., 2008), 
whose variabilities are also found along single meander bends (Konsoer et al., 2016b). 
Yet, no evidence of longitudinal changes of soil compositions have been reported to 
create oblique embayments. The formation of a terrace abutting banks in rivers used 
as waterways has been reported (e.g., Bonham, 1983; Nanson et al., 1994; Liedermann 
et al., 2014; Murray‒Darling Basin Authority, 2017), but the contribution of ship waves 
to erosion is usually unclear due to other factors that may play a role, such as floods 
(De Roo and Troch, 2015), sapping (Hagerty et al., 1995; Van Balen et al., 2008), or wind 
waves (Houser, 2010). This is partially due to the difficulties to quantify small amounts 
of erosion produced by single ship passings (Bauer et al., 2002), for which prolonged 
monitoring of erosion is necessary for accurate yet cumulative measurements.

The objectives of this chapter are to unravel the drivers of the bank erosion patterns 
that have appeared along the Meuse River and to provide insights on their contribution 
in regulated navigable rivers. The hypothesis is that ship waves, floods, trees and bank 
composition have different roles on the formation of the bankline patterns, and thus 
each factor is analysed to disentangle the dominant ones. This chapter analyses and 
integrates field measurements of flow, ship waves, bank composition, bed topography 
and historical maps to explain the observed patterns along two reaches of the river. 
Particularly, the low-water-level event generated by a ship accident is used to analyse 
the subaqueous bank topography in detail.

3.2. STUDY SITES AND EROSION PATTERNS
The Meuse River is characterized by a pluvial regime with peak flows in winter/spring 
reaching 3100 m³/s, and discharges during summer/autumn as low as 40 m³/s (Descy et 
al., 2009). In the past, the Meuse used to meander across its floodplains (Woolderink 
et al., 2019). The river was trained during 1940s to 1960s to facilitate navigation and 
increase water conveyance. Poplar trees were planted every one hundred metres along 
the banks to guide ships during overbank flow conditions. The main channel was then 
canalized with a regular cross section (120 m wide, 1:2.5 bank slope), bends were cut 
off, and several weirs with ship locks were constructed (e.g., Sambeek is visible in Figure 
3.2a). The relatively recent restoration removed several of those rip-rap revetments 
and transverse groynes, to promote natural processes and riverine habitat diversity.

3
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The study reaches are located near the city of Gennep (Figure 3.2), the Netherlands, 
where the current riverbed is composed by sand and gravel and the floodplains are 
covered by grassland and by agricultural fields further away from the main channel 
(Figure 3.1). On both sites, the protection works were removed only along the left bank 
(Figure 3.2). Reach A was restored in two stages, first in 2008 along 750 meters and 
then in 2010 over the upstream 250 m. Reach B extends over 1.2 km downstream of 
reach A and was restored in 2010. The bankfull depth at both sites ranges between 10 
and 11 metres, with minimum regulated depths of c. 7 m.

Since the restoration works, banks retreated in both reaches at wide-ranging rates, 
resulting in distinct erosion patterns (Figure 3.2b-e). Notably, the largest embayments 
along each reach had either consistent upstream or downstream asymmetrical 
orientations. Some bank stretches presented a rather uniform bankline and others show 
symmetrical embayments with somewhat smaller dimensions than the asymmetric 
ones. All stretches evolved forming either parallel banks or embayments over the years. 
In addition, a bench at the bank toe was present all along these reaches, showing that 
the bank retreat mainly occurred above the terrace level (Duró et al., 2018a,b).
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Figure 3.2. Bankline evolution of restored reaches presenting uniform retreat and embayments 
with different asymmetry. (a) Location of reaches. (b-c) Reach A at Noordereiland. (d-e) Reach 
B near Oeffelt and Gennep.

3.3. METHODS
The role of factors which could produce the observed bankline patterns were examined 
through analyses of available data. The capability of flow and ship waves to produce a 
load distribution that could match the observed bank retreat patterns over the years 
was first studied. Then, the bank strength was analysed through its composition, at a 
local scale with deep cores and a larger scale with surface samples, and considering 
also the presence of trees. The mechanisms of upper-bank erosion were examined in 
detail over a year, in addition to past river dynamics, in order to infer processes related 
to lithological characteristics. Finally, the contribution of other factors was considered, 
such as groundwater sapping erosion, cattle and rainfall-induced erosion.

3
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The causes of bank patterns were inferred (Kleinhans et al., 2010) distinguishing between 
initial conditions, such as inherited geology or planted trees, and mechanisms, such as 
rain- or ship-driven, spatially-varying erodibility. The role of currents, ship waves and 
bank composition were analysed through field data of reach B, which are described in 
detail in the following subsections. The channel migration in the last period preceding 
canalization was studied through historical maps and recent aerial photos. The influence 
of trees, sapping, cattle and rainfall was evaluated based on field observations along 
both study reaches.

The data used for the analysis came from three different sources. First, the Dutch 
Ministry of Transport, Water Management and Public Works (Rijkswaterstaat) provided 
measured and validated time series of discharge at Venlo and of water levels at Gennep 
and Sambeek, the river bathymetry and yearly aerial photographs. Second, the 
terrace and upper-bank topographies were surveyed, ship-induced waves measured, 
soil samples collected and analysed, deep cores in the floodplain performed, and 
photographs and videos taken from the field sites. Third, the National Archive of the 
Netherlands made available historical maps where the case studies are located, which 
was facilitated by courtesy of Rijkswaterstaat. All elevations in this work refer to NAP 
(Dutch reference sea level).

3.3.1. MECHANISMS FOR EROSION
A cross-analysis was conducted of i) discharge and water level series and ii) the timing 
and magnitude of average current-induced bed shear stresses, at a location with active 
erosion and relatively large bank retreat. For that, the channel cross section at km 
153.940 of reach B (Figure 3.2a) was taken as reference, due to the relatively high 
erosion rates during 2017. The average bed shear stress was calculated as

				    0b ghS� �� 	 (3.1)

assuming hydraulic radius equal to average water depth (h) since width/depth > 10, with 
ρ=water density (kg/m³), g=gravity acceleration (m/s2), S0=average energy slope. Energy 
slopes and water depths were computed based on a linear interpolation between the 
two nearest known water stages.

An acoustic Doppler velocimeter (ADV) placed at km 154.0, before the beginning of 
the terrace measured water levels for a period of three weeks, with a frequency of 
8 Hz to capture short waves. Typical wave characteristics were identified, such as 
period and height of both primary and secondary waves. Observations were made of 
the generation, propagation and breaking of ship waves across the channel and over 
the terrace in reach B during several field visits, and analysed their relation with the 
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morphological features of the bank area. In order to compare the order of magnitude 
of current- and ship-induced shear stresses, wave-induced bed shear stresses at the 
start of the terrace were estimated with the linear-wave theory and Jonsson’s (1966) 
concept of wave friction factor fw, as explained next.

The maximum bed shear stress induced by secondary waves using the friction factor 
results in

				    21
2b wf u� �� 	 (3.2)

with u=velocity amplitude near the bed (m/s). The amplitude of the near-bed velocity is
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with ω=angular frequency=2π/T (1/s), T=wave period (s), H=wave height (m), 
k=wavenumber=2π/L (1/m). The wave length L (m) is obtained through the dispersion 
relationship
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The friction factor as expressed by Swart (1974) reads

				  
0.1945.977 5.213( / )r

wf e � �� �� 	 (3.5)

with a threshold of 0.3 when (ξ/r) < 1.59; ξ is the particle displacement equal to ξ =U0/
(2π/T0); r is the bed roughness taken as 2 cm for the Meuse to account for bottom 
irregularities.

The upper bank topography was measured using an unmanned aerial vehicle in 
combination with structure from motion photogrammetry (Westoby et al., 2012; 
Clapuyt et al., 2016), following the methodology of Duró et al. (2018b) to measure 
riverbanks. This methodology was applied in nine surveys along 2017. A DJI Phantom 
4 was used, with 18 ground control points to georeference the model and Agisoft 
PhotoScan to process the imagery. The resulting digital surface model achieved a 
resolution of 2 cm and a root-mean square error of 3 cm by comparison with RTK GPS 
points.

3
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3.3.2. FACTORS AFFECTING BANK RESISTANCE
The subaqueous topography was measured down to 2.5 m below the minimum stage 
and seven surface samples were taken along reach B (Figure 3.2) on 18th January 
2017. Following the studies of Kimiaghalam et al. (2016), cohesion (Co) was used as an 
indication of the material erodibility to make a hierarchy of erosion resistance between 
different areas. Then, critical shear stresses for entrainment (τc) were estimated through 
the linear relation

				    0.89 0.1c Co� � � 	 (3.6)

with units of Pa for τc and kPa for Co.

The digital topography of the terrace was used to identify lithological layers along the 
reach and measure their ridges, which were validated through observations in the field. 
The stratum ridges that presented varying elevations were not included in the analysis 
because their superficial appearance might be shaped by erosion, not corresponding 
to actual stratum strikes and dips. Those banklines at large embayments that have 
asymmetrical orientations with respect to the channel axis were also marked.

Furthermore, stratum dips were also computed by the theory of Struiksma et al. (1985) 
adapted by Talmon et al. (1995), similarly to van de Lageweg et al. (2014). The prediction 
of the dip for lateral accreting deposits in an infinitively long bend reads:
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	 (3.7)

where z=bed elevation, n =transverse direction in a curvilinear channel for damped 
conditions, θ=τ/((ρs-ρ)gD) Shields mobility parameter, κ=von Karman’s constant, 
C=Chézy coefficient (m0.5/s) calculated as 18*log(12h/D90), and R=bend radius of 
curvature (m).

The material at the terrace surface was analysed at 7 locations, chosen to cover areas 
of different erosion magnitudes, from the least to the most retreated banks (see later 
Figure 3.4). Coring was done with a 15 cm-long cylinder and after removing the top 
10 cm. All surface samples were subjected to direct shear tests to derive the internal 
friction angle and cohesion of the soil by least-squares linear regression over a range 
of normal loads of 17, 36 and 73 Pa and shear rates of 0.01 mm/sec. Later, all samples 
were dried in the oven at 105°C and mechanically sieved and weighed to obtain the 
particle-size distribution. For all fractions smaller than 63 κm the granulometric curves 
were extended to 2 κm by hydrometer analyses to distinguish silt from clay fractions, 
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measuring relative density changes of water as the mud settles. All test were done 
according to the standard: BS 1377-2:1990.

In total three deep corings were performed near locations were both minimal and large 
bank retreat has occurred (Figure 3.4). Borehole levels were measured using a RTK 
GPS. In total two different coring techniques were used to retrieve sediments namely 
i) Edelman corer (above groundwater levels) and ii) Van der Staay suction corer (below 
groundwater levels). Sediments were logged in the field at a 10 cm interval in terms of 
lithology (USDA classification) and other sedimentary characteristics (Berendsen, 1982).

The river dynamics during the last years of free migration were analysed through two 
historical maps that indicate positions of the main channel prior to the canalization. 
A map from the preliminary project for the Meuse River canalization (Nederlandsch-
Belgische Commissie, 1912) was used, which also indicates the extent of a large flood 
that occurred during 1880. A second map was also considered, dating from 1950 and 
belonging to a series of national river surveys (Netherlands Nationaal Archief, 1952). 
Both maps were georeferenced in ArcGIS with several landmarks that served as fixed 
points in time, such as churches, roads, and bridge piles. The channel banklines were 
then digitized at all distinguishable angle changes.

3.4. RESULTS

3.4.1. CURRENTS
Both study sites are rather straight and submerged bars are absent in the channel, 
meaning that bend flows are negligible (Papanicolaou et al., 2007). The pluvial regime 
of the river is evident in Figure 3.3a through the winter/spring peak flows that stand out 
over the summer/autumn low discharges. Since 1940s, water levels have been strongly 
regulated to ensure navigability, which results in regular and extended periods of rather 
constant stages during low discharges. As a consequence, bed shear stresses become 
significant only during floods, i.e. for a relative short time during the year. Therefore, 
current-induced shear stresses at the bank are expected to have similar durations but 
lower magnitudes, as for instance, 60-80% of the bed shear stress (ASCE, 1998).

3
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Figure 3.3. (a) Discharge, water level and bed shear stress in the period 2009-2017. (b) Water 
level frequency distribution over the same period, bank profile of mid-2010 and cross-section 
of January 2017 at km 153.940. Note vertical distortion of cross section.

Figure 3.3b presents the river a cross section located in the longest embayment of reach 
B. The left bank had the rip-rap protections removed in 2010. At that time, the bank 
profile had a 1:2.5 slope from the toe up to the floodplain level. Currently, the bank 
presents a terrace at an elevation of 7.0-8.0 m that extends over 20 m inland, before 
encountering a 3.5 m bank scarp. The submerged part of the bank presents a c. 3 m 
high notch that was dredged in 2012 for ship manoeuvring, whose remains partially 
rest at the toe. The right bank is still protected by rip-rap and belongs to a breakwater 
that divides the main channel from the harbour (Figure 3.2a).

The water level frequencies in the period 2009-2017 are plotted on the right axis of 
Figure 3.3b, overlaying the river cross section. For more than 70% of the time, the water 
level fluctuated within a range of 0.50 m, which coincides with the elevation range of 
the terrace (7.5-8.0 m). The terrace extends over the entire reach and defines the toe of 
the bank scarps. The bankline patterns visible in Figure 3.1 and Figure 3.2 formed above 
this bench. Water level frequencies also show that overbank flows rarely occurred in 7 
years. Since 2009, the floodplains were inundated only at the peak of the largest flood 
event in January 2011 (Figure 3.3a).
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3.4.2. SHIP WAVES
Navigation in the study reaches, located between Sambeek and Grave ship locks, 
accounts for about 35,000 passings of commercial vessels and recreational boats every 
year. The water level measurements indicate that primary waves have periods ranging 
from 25 to 65 seconds and amplitudes up to 0.45 m. Secondary waves have shorter 
periods, namely 1.25 to 3 seconds, with typical values of 2.25 seconds and amplitudes 
of 0.10 m. The maximum recorded amplitude of secondary waves was 0.45 m. According 
to linear wave theory, the low but frequent waves with height of 10 cm and period of 
2 seconds induce a maximum bed shear stress of approximately 0.6 Pa through orbital 
velocities. As water stage is highly controlled (Figure 3.3b), the generated waves mostly 
impact banks at a narrow range of elevations.

3.4.3. LITHOLOGICAL SUCCESSION AND STRATIFICATION
The topography of the terrace has a mild slope towards the lower bank and presents 
stratification at certain locations, exposed after the erosion of the bank material above 
(Figure 3.4). A downstream view from km 153.950 clearly shows the stratification (Figure 
3.5a). Here, the sedimentary layers crop out as minor scarps and form an angle of 12 
degrees with the main channel axis, similar to the orientation of the bankline next to 
it. At other embayments, the layer orientation is more similar to those of the banklines 
(see dashed lines in Figure 3.4c), lying approximately parallel to each other. Ridges in 
Figure 3.5a are more irregular in the background, probably due to the longer time this 
area was exposed to erosion.

3
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Figure 3.4. Topography of terrace evidencing stratification of the subsurface.

Figure 3.5. (a) Stratification visible on terrace from km 153.950. (b) Measured strata and ridges 
close to upper-bank toe at km 153.975 (see XS in Figure 3.4d), where Sample 4 is projected (note 
factor 4 vertical distortion).
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Figure 3.5b presents an elevation profile of the terrace across layer strikes where some 
of the strata in Figure 3.5a are recognizable. In this profile, the strata are inclined by 5 
degrees with respect to the horizontal plane. The predicted dip based on Struiksma et 
al. (1985) ranges between 4 and 6 degrees, in agreement with the measured one. This 
range considers a constant water depth of 8 m, a Chézy coefficient of 59 m0.5/s with 
D90=0.05m, and a variation of the Shields parameter between 0.7 and 1.8. The θ range 
results from either considering τ=1 Pa and D50=0.09 mm or τ=2 Pa and D50=0.07 mm, 
which account for possible values of shear stresses during high flows and mean particle 
size of soil samples (see next).

The samples along reach B present wide-ranging compositions at the terrace level. Clay 
contents range from 8% to 25% and silt from 23% to 75%, thus sand content is also 
diverse, ranging from 9% to 68% (Table 3.1). Such heterogeneity in grainsize results 
in different textures according to the USDA soil classification. Samples 1, 2 and 4 are 
sandy loams, 3 is a loam, and 5-7 are silty loams. In addition, critical shear stresses for 
entrainment, which are linearly related to cohesion, follow a trend with the texture 
classes. Sandy loams present lower critical shear stresses than silty loams and loams.

The location of samples with the highest cohesion, and thus highest critical shear 
stresses, correspond to the least retreated banks. Sample 3 is located between deep 
embayments (Figure 3.4b) and belongs to a protruding but submerged soil layer, higher 
than the surrounding terrace elevation. Samples 5, 6 and 7 belong to the uniform stretch 
of reach B (Figure 3.4a). These four samples have Co >14 kPa and τc > 12 Pa. Samples 2 
and 4 belong to deep embayments, and sample 1 to an area with intermediate retreat. 
These samples have Co ≤ 13 kPa and τc ≤ 11 Pa, corresponding to the lowest range of the 
sampled materials. Consequently, there is a reasonable correlation between relative 
erosion rates at key areas of reach B and the compositions of the different layers at the 
terrace level, especially regarding their cohesion.

3
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Table 3.1. Properties of surface samples and corresponding bank retreats in 2017.

Sample number 1 2 3 4 5 6 7 8

Location (km) 153.5 153.6 153.627 153.975 154.025 154.175 154.3 154.1

Elevation (m) 7.62 7.69 7.50 7.74 7.53 7.39 7.36 8.03

% Sand 60.6 68.5 37.9 55.0 9.7 15.1 14.7 10.8

% Silt 29.2 23.1 45.3 34.9 75.6 66.1 60.1 63.2

% Clay 10.2 8.4 16.8 10.1 14.7 18.9 25.2 25.9

Cohesion (kPa) 12.43 7.33 20.92 9.87 19.6 14.29 14.04 13.4

Friction angle (°) 24.6 34.9 19.5 29.9 22.1 16.3 13.7 22.8

USDA soil class SaLo† SaLo Lo‡ SaLo SiLo§ SiLo SiLo SiLo

τc (Pa) 11.0 6.4 18.5 8.7 17.3 12.6 12.4 13.4

Bank retreat (m) 18.5 27.7 6.7 23.5 3.2 4.5 3.5 8.3

†Sandy loam, ‡Loam, §Silt loam

The lithology around the embayment of Figure 3.4b also presents varying classes 
throughout the floodplain depth (Figure 3.6). The upstream core located next to the 
oblique bankline, number 3, mostly displays silty-clay loam from the bank top down 
to 9.0 m. The next 2 metres are mainly composed by loam. From 7.0 m down to 5.3 m, 
there is a mixture of loam and sand layers. Below 5.3 m, the core shows sand with some 
gravel contents. Core 2, located in the direction of the embayment evolution (Figure 
3.2d and Figure 3.5b), presents variations between silty loam and silty-clay loam down 
to 9.0 m, followed by a loam layer of 0.5 m. Then, from 8.5 m down to 6.2 m, there are 
several sediment layers ranging from sand to loam. Deeper than 6.2 m, the lithology 
is mainly sand with some traces of gravel. Core 1, located near tree 4 and the least 
retreated bank area, has a mixture of silty loam and silty-clay loam at the top bank down 
to 8.5 m. The following 2 metres display loam and sandy loam layers, the former having 
traces of organic matter. From 6.5 m down to 5.4 m, the main composition is loam, 
presenting some variations within thinner layers and traces of organic matter. Below 
5.4 m, sand is ubiquitous with the exception of thin loam layers and traces of gravel.
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Figure 3.6. Stratigraphy of the deep cores (see Figure 3.4b for location) with references to 
dominant classes.

3.4.4. UPPER-BANK EROSION
Between February and November of 2017, bank erosion at km 153.940 progressed 
uninterruptedly (Figure 3.7). Between the first two surveys there was a flood event 
having a duration of two weeks (Figure 3.3a) that raised the water level up to 9 m. 
During the rest of the time, the water level remained at 8 m.

The difference between the first two topographic surveys show erosion throughout 
almost the whole bank height. From March 15 to April 26, only toe erosion occurred. 
Afterwards, a mass failure happened. Subsequently, from June 8 until August 23, slump 
blocks and the toe progressively eroded, reaching an incipient undermining of the bank. 

3
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Between August 23 and October 11, the bankline retreated and the wasted material 
was removed. The last survey on November 23 shows minor toe erosion.

Figure 3.7. Upper-bank profiles at KM 153.940 over 2017.

3.5. INTERPRETATION OF RESULTS

3.5.1. CURRENTS
The flow structure in the near-bank area is complex and three-dimensional (Rhodes 
and Knight, 1994; Blanckaert et al., 2010), particularly at the sharp expansions of 
embayments. Here, the boundary layer could detach (Simpson, 1989), triggering 
a different type of erosion mechanism, as scour holes in river beds develop due to 
turbulent mixing layers (Hoffmans and Booij, 1993). Similarly, embayments could grow 
in the horizontal plane from initial bank irregularities due to recirculating flow (Hackney 
et al., 2015).

Since 2009 floods occurred over relatively short periods, with water levels below 
bankfull. The mechanism of vortex shedding within an embayment needs to act at 
different spatial scales to produce the erosion patterns, from initial stages of bankline 
retreat until full development of the embayments (Figure 3.2). Yet, this hypothesis 
neither explains different directions in embayment evolution nor the formation of the 
patterns only above the terrace level. Furthermore, flow-induced bed shear stresses at 
peak discharges are lower than the critical shear stresses of all soil samples (6.4-18.5 
Pa). Hence, the contribution of currents to embayment growth and terrace formation 
was likely minor.
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3.5.2. SHIP WAVES
The estimated bed shear stress induced by propagating secondary waves of average 
height is smaller than the flow-induced bed shear stress at peaks (0.6 versus 2.0 Pa), 
but occurs much more frequently. However, the assumption of linear wave theory 
leads to underestimated shear stress, because ship waves are steep and shear stresses 
exceed soil entrainment thresholds. The latter is indicated by the plumes of suspended 
sediments that originate from the banks during low flows (Figure 3.1). Therefore, waves 
explain the gradual terrace advance during low flows (Figure 3.7).

Moreover, the planform evolution of the restored banks presents four characteristic 
types of bank retreat that could be related to the load distribution exerted by ship waves. 
Banks retreat a) parallel to the channel centreline (e.g., between trees 4-5, Figure 3.2b, 
or trees 10-11, Figure 3.2e); b) creating embayments that grow without a clear trend 
towards neither upstream nor downstream (between trees 3-4, Figure 3.2b, or trees 
9-10, Figure 3.2e); c) creating embayments that evolve asymmetrically towards either 
upstream or downstream (those with arrows in Figure 3.2b-e); d) creating embayments 
that evolve asymmetrically and with a certain degree of irregularity (between trees 
4-5, Figure 3.11d). All these types are schematized in respective panels of Figure 3.8.

Figure 3.8. Types of bank retreat observed in the case studies. (a) Uniform retreat besides initial 
perturbation. (b) Symmetric embayment growth. (c) Asymmetric embayment growth. (d) Irreg-
ular asymmetric embayment growth.

Considering that ship waves dissipate over the distance as they propagate, the longer 
they travel the lower energy they carry. In addition, a terrace with shallow water creates 
higher resistance for wave advance than deeper areas, especially if waves break. These 
considerations promote faster bank erosion at least retreated areas (Figure 3.8a) than 
inside the embayments (Figure 3.8b), where longer and shallower areas are present 
and waves refract and diffract lowering the specific energy. Yet, this contradicts the 
greater bank erosion rates observed at embayments compared to uniformly retreated 
stretches (see bankline evolution after two years of restoration, Figure 3.2b-d), which 
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is coherent with the evidence of active erosion at the embayment presented in Figure 
3.7 after six years of restoration.

At the terrace and in the presence bay-shaped banklines, waves refract or diffract 
before they break. Sharp and smooth bankline changes influence wave propagation and 
in turn bank retreat, which may result in non-linear interactions affecting bay formation. 
Once an initial perturbation grows into an embayment, asymmetric evolution (Figure 
3.8c) can be related to primary and secondary waves. Deep primary waves create strong 
localized currents along sharp bankline changes at embayment extremes, acting like 
bores and locally increasing the load due to momentum change along their path.

In addition, secondary waves may enhance bays at extremes since here they approach 
banks at approximately right angles (see Figure 3.8c). The asymmetric evolution could 
thus be caused by a higher number of loaded ships in one direction (e.g., downstream) 
due to higher waves impacting a given bay extreme. However, this cannot explain 
different evolution directions of the embayments in reaches A and B, both located on 
the left riverbank.

The last type of bank evolution (Figure 3.8d) presents a change in the rounded shape 
of embayments that results in sharp bankline change. This particular morphology does 
not follow the typical evolution of other embayments, for which it can be related to 
local conditions (dashed box in Figure 3.8d). These are elaborated in the next sections, 
including strong root systems (Figure 3.2d, tree 5) or low erodible sediment layers. 
To conclude, ship-induced waves are incapable of a explaining the different bankline 
retreat modes in a comprehensive way, despite concentrated loads at embayment 
extremes may promote their growth.

3.5.3. TREES
Root growth in fluvial environments is mostly dependent on water and oxygen 
availability driven by water table fluctuations, which are conditioned by the river 
flow regime (Rood et al., 2003; Tron et al., 2015). At the case studies, all trees grew 
approximately 30 m above ground level and developed their roots under the same 
weather and water table fluctuations, which are particularly limited by the minimum 
regulated level in the river. Since these controlling factors for root growth were similar 
for all trees, then similar root size and structures are likely among them. Figure 3.9 
shows trees 10 and 11 of reach B at two different stages of erosion.
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Figure 3.9. Poplar trees showing (a) incipient undercutting and (b) erosion almost up to the trunk.

Despite the presence of extended roots in the upper bank, the response to erosion of 
trees was disparate. On the one hand, the surroundings of large embayments (Figure 
3.1) present areas with relatively low retreat, which coincide with the location of the 30 
m high trees, such as trees 4 and 5 in Figure 3.2d. This could result from root-reinforced 
soils and associated chemical strengthening by extra-cellular polymeric substances. 
On the other hand, in other areas erosion surpassed the location of trees (e.g., trees 
7 and 10 in reach A, and trees 3,6 and 7 in reach B). Also, some embayments are not 
confined by trees, as tree 8 is 40 m from the end of the largest embayment of reach 
B (Figure 3.2e), whose bank scarp does not present any roots. As a consequence, the 
presence of trees in the upper bank does not offer an exhaustive explanation for the 
planform patterns of erosion.

3.5.4. LITHOLOGICAL SUCCESSION AND STRATIFICATION
The floodplain indeed presents highly heterogeneous compositions arranged into tilted 
strata along the reach, whose strikes are oblique to the current channel position. Figure 
3.10 shows two channel positions before the canalization works of the 1960s to infer 
possible depositional processes during floodplain formation (e.g., Lewin and Ashworth, 
2014). In 1912, the river main channel presented two clear meanders connected 
to a rather straight reach (Figure 3.10a). The latter bend migrated from 1912 until 
approximately 1950 smoothing the curvature while shifting downstream and to the 
right (Figure 3.10c-d), involving processes of erosion along the outer bank and accretion 
at the inner bank. The channel was then fixed with revetments and groynes, and later 
canalized cutting the bends off, resulting in the present channel alignment (dashed 
lines in Figure 3.10).

3
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Figure 3.10. (a) Meuse River position in 1912 and later canalization. (b) Meuse River in 1950 
and later canalization. (c) Reach B with 2017 banklines along canalized river and 1912 channel 
position. (d) Reach B with 2017 banklines along canalized river and 1950 channel position. Back-
ground images corresponds to aerial photo of 2017 and translucent maps of 1912 and 1950.

Figure 3.11 compares the orientations of the inner banklines in 1912 with the layer 
strikes identified on the terrace (Figure 3.4), including also the current bankline 
orientation of asymmetric embayments.

Figure 3.11. Orientation comparison of ridge strikes on terrace, banklines in 1912, and banklines 
at asymmetric embayments in 2017.
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The orientations of strata and the 2017 banklines at embayments match the orientations 
of the 1912 inner bank along the reach, except for an outlier at km 153.6, which could 
be the consequence of a local discontinuity in the bank resistance, forming a mild 
abutment. The series have an average orientation difference of 11 degrees and a 
45 metre downstream shift. This correspondence suggests that the meander bend 
migrated to the 1912 position passing through the current channel location, depositing 
sediments in sequences that determined the observed strata. What is more, the channel 
migrated from 1912 to 1950 with a similar drift towards the downstream-right direction, 
also with rotation and translation of banklines from an absolute reference system.

This downstream shift of the inner bankline can be interpreted as the result of scroll 
bar deposits (Wu et al., 2016; Candel et al. 2018). The measured dip of the strata 
is within the range of predicted angles based on Struiksma et al. (1985), for lateral 
accreting deposits of meandering rivers (Gibling and Rust, 1993). Moreover, the deep 
cores around the embayment present lithological successions that vary in elevation and 
thickness, which is explained by successive scroll bar formation. Figure 3.12 interprets 
the ridge-swale morphology from the deep cores and illustrates the planform layout 
of former and current channels.

Figure 3.12. Scroll-bar stratigraphy interpreted from deep cores (schemes adapted from Gibling 
and Rust (1993) and Morrison (2017)).

The depositional sequence follows the direction of the past river migration, which is 
oblique to the current channel position, so embayments appear as a consequence of 
these varying compositions along the present channel (Figure 3.12b). Importantly, the 
elevation of the point-bar deposits especially varies at the water level range (7-8 m) 
where primary and secondary waves normally attack the banks (Figure 3.12c). Above 
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these variations, overbank deposits fill the top bank with fine sediments, dominated 
by the presence of loam up to 9 m and above that by silt, levelling the floodplain 
morphology (Nanson and Croke, 1992). These spatial variations agree with the different 
lithologies observed at the terrace along reach B (Table 3.1). Therefore, bank retreat 
rates and patterns are controlled by the nature of the deposits, producing faster 
erosion at sandy deposits and lower at loams, whose spatial disposition is defined by 
the structure and orientation of strata.

The asymmetry of embayments is caused by the obliqueness of sedimentary layers with 
respect to the canalized channel. The consistent but opposite asymmetric orientations 
of embayments in reaches A and B correspond to scroll bar formation in different 
directions during meander migration (Figure 3.2a,10a). On the other hand, parallel bank 
retreat, such as the straight bankline in the downstream end of reach B, responds to a 
relative strong layer at the minimum regulated level lying almost parallel to the current 
channel position (Figure 3.10c). Finally, the different embayment lengths are most likely 
the result of varying layer thicknesses and strike angles with the main channel, which 
create a variation of the projected length along the channel (see Figure 3.12b,c).

The layer that protrudes at the upper bank near tree 4 exemplifies the control exerted by 
lithology and stratification on bank retreat (Figure 3.13a). This layer with relatively high 
clay content (sample 3, Table 3.1) is aligned with the subsequent downstream bankline 
on the right, corresponding to the beginning of the next embayment (Figure 3.4). Its 
oblique orientation with respect to the canalized channel defines the asymmetry of the 
downstream bay. Even though tree 4 locally delays erosion rates by root reinforcement, 
the response of bank retreat follows the location of this cohesive layer (Figure 3.13b), 
except where shear stresses are highest due to less wave dissipation and high currents. 
The upstream bay results from the erosion of the scroll-bar ridge composed by sand 
at the regulated water level (sample 2 and Figure 3.12), whose development rate 
reduces at the encounter with the downstream scroll-bar swale, filled with loam at 
the controlled water stage.
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Figure 3.13. Terrace and upper bank at extraordinary low water level. (a) Cohesive layer along 
the upper-bank toe delaying erosion near tree 4 (note two people on terrace for scaling). (b) 
Tree 4 with incipient undermining along the oblique bankline. (c) Relative position between tree 
roots at the upper bank and strong cohesive layer at toe.

The disparate erosion at the location of trees is then explained by the erodibility of 
the layers at the upper-bank toe, and the relative position of the trees across them. 
Figure 3.13b schematizes the horizontal extent along which a strong layer delays erosion 
rates in front of a tree, called “survival range” to refer to its short-term fate. This range 
depends on the layer thickness, tilt and position with respect to the tree, but also on 
the elevation range of wave action (between dotted lines) propagating at controlled 
stages (upper limit of green area). Those trees over a weak stratum are dislodged after 
few years, while those partially covered by a strong one (e.g., tree 3 of reach B) are 
later outflanked.

3.5.5. OTHER FACTORS
No evidence of sapping was observed along the hydrological year in the study reaches, 
neither in the form of regular cavities at bank scarps nor through deposits of dislocated 
particles (Hagerty, 1991). Cattle grazing on floodplains may widen small streams by 
progressively breaking banks down (Trimble, 1994), but in the study sites banks heights 
reach 3.5 m and cow pathways were always observed far enough from the edge to avoid 
mass failures. Rainfall events can increase the soil specific weight and induce bank mass 
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instability (Simon et al., 2000), but only a few local and isolated failures were observed 
at the beginning of the rainy season.

3.6. DISCUSSION

3.6.1. SHIP-INDUCED WAVES AND TERRACE FORMATION
The relative contribution of waves on eroding banks depends on vessel frequencies 
and characteristics and on the natural forces also acting on the banks. The case 
studies present highly regulated water levels that allow ship waves to attack banks at 
a narrow range of elevations. These conditions are sufficient to develop a terrace across 
riverbanks during low flows, despite the erosion produced during floods. Furthermore, 
the fact that the water does not surpass a minimum stage impedes some mechanisms of 
erosion to act on the lower bank, such as drawdown (Simon et al., 2000) and subaerial 
processes (Wynn et al., 2008), which further increases the differential retreat between 
the lower and upper bank.

Detailed monitoring of the upper-bank erosion showed that floods were not necessary 
for the basal clean-out of failed material (Dorava and Moore, 1997), and ship waves 
acted disaggregating and removing slump blocks, as observed in the Ohio River (Hagerty 
et al., 1995). The role of ship waves extend over the whole erosion cycle, including 
undermining and destabilization of the bank top. In the most erodible stretches, the 
terrace presents mild slopes of c. 1:25, unlike situations with more frequent water level 
changes that display steeper bank profiles (Maynord et al., 2008). Therefore, highly 
regulated rivers with high ship traffic set the conditions to form a mild extended terrace 
across banks, which reduces erosion rates over time due to wave energy dissipation in 
shallow waters, but continues developing after 8 years of protection removal.

3.6.2. EFFECTS OF TREE ROOTS ON BANK EROSION
Uniformly vegetated banks can significantly reduce near-bank velocities along entire 
river bends (Konsoer et al., 2016a). At a smaller scale, Pizzuto et al. (2010) suggested that 
the joint effect of nearby trees on flow detachment could reduce erosion rates similarly 
to small-scale roughness (Kean and Smith, 2006), based on short-term observations of 
sequential abutments on sandy-loams. Rutherfurd and Grove (2004) demonstrated that 
isolated trees locally delay erosion rates in sandy-loams, which is shown by root-plate 
abutments in the bankline, but their effect is negligible for the migration rate of the 
meander bend, in agreement with the results of this study.

The combination of large woody roots and different substrates led to disparate erosion 
resistances. The effect of trees located on highly erodible layers in the study reaches 
(e.g. tree 7 over sandy loam, Figure 3.4) appeared negligible at yearly intervals of 
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bank retreat, even at a local scale. On the other hand, trees with cohesive substrates 
presented high erosion resistance. Vannoppen et al. (2017) showed that the additional 
resistance against concentrated flow erosion of soils with thick taproots increases 
as the cohesion increases, but decreases with increasing sand content. Hence, the 
mechanism through which woody roots reduce bank erosion rates is more effective 
with less erodible substrates.

This positive feedback between the presence of vegetation and cohesive soils during 
the entrainment phase of the erosion cycle (Thorne and Tovey, 1981) can explain the 
divergent fates of trees in the study cases. Cohesive soils permeated by deep roots 
hold steeper banks (Thorne, 1990) by increasing the resistance against instability 
(Pollen-Bankhead and Simon, 2009). This delays the failure mechanism compared 
to the case without root reinforcement, allowing for a longer phase of entrainment 
within the erosion cycle, which is also extended by the effect of roots through delaying 
entrainment rates. In contrast, more erodible soils fail at earlier stages even if root-
reinforced, which reduces the time scale of the entrainment phase and thus the period 
along which roots reduce shear stresses onto the soil. As a consequence, this positive 
feedback enlarge further the difference of erosion rates between sandy and loam soils 
in presence of woody roots.

3.6.3. FLOODPLAIN HETEROGENEITY ON BANK EROSION AND RIVER 
MIGRATION
The angle between past and present river channels, the stratification of the floodplain, 
and the regulation of the water levels, created the conditions for wide-ranging erosion 
rates along relatively short distances. The resulting scale of the embayments is not 
common in rivers where channels normally follow abandoned paths (Gautier et al., 
2007; Constantine et al., 2010) or cut previous paths at large angles (Hooke, 1995; 
Slingerland and Smith, 2004). Yet, as expected, large embayments also arose in other 
reaches of the Meuse River, for instance, upstream of the city of Hedel, the Netherlands 
(51°44'21"N, 5°16'50"E, July 2017).

Previous studies proposed flow patterns and their interaction with bank shape as the 
main factors for the formation of embayments (Hackney et al., 2015). However, the 
appearance and growth of the embayments in the Meuse River are dominated by 
floodplain stratification, under relatively uniform and highly delimited loads induced 
by ship waves. Therefore, in cases where flow velocities are not affected by stage 
regulation, bank stratigraphy and composition may also have a significant role in shaping 
banklines into large embayments. This hypothesis is supported by the fact that the bank 
bathymetric surveys performed by Hackney et al. (2015) in the Mekong River presented 
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clear strata, and that critical shear stresses ranged significantly from the weakest to the 
strongest soil samples, with respect to acting shear stresses.

This work indicates that structured along-channel variability in lithology defines erosion 
patterns within a river reach, at a scale which has not been identified before. Previous 
works have shown the control that floodplains with heterogeneous erosional resistance 
exert on meander migration, through both field observations (Hudson and Kesel, 2000) 
and numerical models (Güneralp and Rhoads, 2011). Further numerical analyses and 
field cases showed that meander planform complexity increases with floodplain soil 
heterogeneity (Motta et a., 2012b; Vermeulen et al., 2014). Konsoer et al. (2016b) found 
that vertical heterogeneity in bank resistance significantly changes bank erosion rates 
and mechanisms in the Wabash River, in agreement with Motta et al.’s (2014) long-term 
meander simulations, which included a physically-based erosion model for stratified 
banks.

This work highlights the importance of floodplain formation and related channel 
dynamics for later morphological developments. The complexity of the processes 
involved during floodplain formation (Nanson and Croke, 1992, Kleinhans 2010, 
Kleinhans et al. 2018) limits the use of uniform bank erosion coefficients for predictive 
purposes, even considering complex hydrodynamics (Motta et al., 2012a). Moreover, 
Schwendel et al. (2015) showed significant changes in migration rates and sinuosity of a 
large meandering sand-bed river driven by clay bodies, presumably caused by pedogenic 
processes. Bogoni et al. (2017) demonstrated that numerical models that account for 
floodplain formation, including key geomorphic units as scroll bars and oxbow lakes, 
achieve realistic meander planforms thanks to heterogeneous bank resistances. The 
morphological features within a river reach, even when developing in the short term 
(<10 years), may have an impact for further developments and latter affect landscape 
formation, stressing the relevance of process-based numerical modelling.

3.7. CONCLUSIONS
Distinct bankline patterns, presenting several oblique embayments with different 
angulations, arose along two reaches of the Meuse River after removing bank 
protections. These patterns were analysed by considering the processes and factors 
affecting bank erosion rates in the study area. The results show that floodplain 
heterogeneity controls the bankline irregularities in magnitude and orientation, in 
combination with ship waves hitting the bank at regulated water levels. Past river 
alignments and floodplain stratigraphy indicate that scroll bar depositions modulate the 
erodibility along the channel. Different strata thicknesses and orientations with respect 
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to the river channel can explain the different embayment lengths and the stretches 
with parallel bankline retreat.

On the bank strength side, the effectiveness of isolated tree roots on reducing bank 
erosion rates depends on soil characteristics, which define a primary control over 
erosion rates. Locations with sandy deposits vanished the contribution of mature poplar 
trees over yearly intervals, whereas loam layers seem to allow tree roots to significantly 
increase the resistance against entrainment and reduce bank erosion rates. On the load 
side, floods induce relatively low bed shear stresses during short periods, whereas ship 
waves regularly exert similar to higher loads. The difference in frequency and duration 
between these loads, and the fact that water levels are strongly regulated, create the 
conditions for ship waves to form a long mild terrace across the banks.

This research highlights the importance of underlying mechanisms that act at large 
spatial scales and control future responses of eroding riverbanks. This supports the 
idea that process-based long-term meandering models should account for processes 
that form floodplains to improve the representation of natural planforms and their 
eventual predictive accuracy, advancing statistical approaches. Furthermore, short-term 
and process-based bank erosion models applied to navigable rivers need to consider 
heterogeneous floodplain properties, but also have the challenge to represent the 
magnitude of loads exerted by ship waves over different phases of bank evolution.
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BANK EROSION PROCESSES IN A 
REGULATED NAVIGABLE RIVER4



Ship passages contribute to the erosion of unprotected banks in waterways but their short 
and long term impacts remain unclear. This chapter characterizes the effects of ship waves and 
floods on bank erosion along Oeffelt reach in the Meuse River. The role of vegetation growth at 
the bank toe is also considered. The approach to analyse the progression of bank retreat after 
riprap removal uses 17 topographic surveys with UAV-SfM, RTK-GPS bank profiles, ship waves 
measured with acoustic Doppler velocimetry, systematic aerial and terrestrial photography, 
soil tests, and multibeam echo sounding. Once the consequences of ship-generated waves 
and currents, floods, and vegetation dynamics on bank erosion are explained and integrated 
in a conceptual framework, a process-based model is proposed to estimate the long-term 
bank retreat in regulated rivers.

The contents of this chapter are published in Journal of Geophysical Research: Earth Surface 125 (2020) 
under the title: “Bank erosion processes in regulated navigable rivers”. Authors: Duró, G., Crosato, A., 
Kleinhans, M. G., Roelvink, D., and Uijttewaal, W. S. J.
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4.1. INTRODUCTION
Many and complex interacting factors are involved in the erosion process of riverbanks, 
especially when ship waves are present. Banks commonly erode due to currents while 
other factors may also destabilize banks, such as seepage and water level changes 
during flood events (Fox et al., 2010; Nardi et al., 2012; see Section 1.2.3). Ship waves 
exert additional loads onto banks that may induce mass failures through impinging 
loads or gradual undermining. Waves can also simultaneously act with other drivers 
enhancing erosion rates. This was observed, for instance, by Dorava and Moore (1997) 
with currents in bank embayments during peak flows.

The complexity of factors affecting erosion rates involve i) waves and currents induced 
by ships that vary in size, speed, loading, and travelling distances from the bank (e.g., 
Nakos and Sclavounos, 1990), ii) spatially-varying bank geotechnical characteristics 
(Samadi et al., 2009; Pollen-Bankhead and Simon, 2009); iii) entrainment rates of bank 
material (Rinaldi and Darby, 2007), and iv) vegetation dynamics on eroding banks (e.g., 
Bertoldi et al., 2011; Edmaier et al., 2011). It is particularly difficult to isolate the effects 
of the single factors due to their simultaneous occurrence and mutual interactions (e.g., 
Maynord et al., 2008; Laderoute and Bauer, 2013). In addition, the episodic nature of 
ship passages hinders the use of survey techniques to measure the effects of single 
events (Bauer et al., 2002).

One of the aims of river restoration is to increase habitat suitability for fish, invertebrates 
and plants by offering a diverse morphology (Wohl et al., 2015) including shallow 
areas and varied bank slopes. Eroding riverbanks in waterways show a characteristic 
terrace (Hagerty et al., 1995; Liedermann et al., 2014) which is formed by the combined 
action of ship-induced waves and stage regulation to facilitate navigation. Banks are 
hit at approximately the same level over prolonged periods and, as a result, retreat 
at different rates below and above this level. For this, the lower bank is hereafter 
distinguished from the upper bank (Figure 4.1). The lower bank connects the riverbed 
and the terrace, which are normally submerged due to stage regulation. The upper bank 
is usually exposed and links the terrace with the floodplain level.
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Figure 4.1. Bank terrace of Meuse River (km 154.1), visible after a ship accident that lowered 
the water level by 2.6 m from the regulated stage.

Even though ship waves contribute to terrace formation, increasing the morphological 
diversity of the river bank, they also negatively affect the local ecosystem through 
increased bed shear stresses, sediment resuspension, mobilization of nutrients and 
chemicals (Gabel et al., 2017). The plants that are able to grow at the upper-bank toe are 
beneficial for functional diversity (Wollny et al., 2019). Still, their ability to control bank 
erosion is uncertain (Coops et al., 1996; Koch et al., 2009). A better understanding of 
bank evolution and long-term response is thus important to define potential ecological 
improvements, estimate land loss, and evaluate management strategies. The goals 
of this chapter are to characterize the processes that determine the evolution of 
unprotected banks in navigable regulated rivers, integrate them in a conceptual model, 
and propose a numerical approach to estimate the maximum extension of bank retreat 
that can be expected. The following aspects are given special attention: relative role of 
ship waves and floods; role of vegetation growth on bank erosion.

4.2. METHODS
Bank processes, bank material, ship waves, water flow, and vegetation growth are 
analysed on the left bank of Oeffelt reach (right-hand side of Figure 4.2). This river 
reach is characterized by rather intense ship traffic, presenting a wide variety of erosion 
rates at the re-naturalized bank. For practical reasons, three parts of the vertical bank 
profile are differentiate: upper bank, terrace, and lower bank. Upper-bank erosion 
processes are studied focusing on the fastest eroding area located within the biggest 
embayment (Figure 4.2). Bank retreat at locations with dissimilar behaviour are analysed 
and compared, particularly considering the distribution of erosion before and after a 
flood event. The terrace geometry is analysed at eight locations, each one having its 
own physical characteristics. Ship waves are characterized based on field measurements 
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and observations. The results are integrated with the aim to define a conceptual model 
of bank evolution and develop a numerical model to estimate the final bank retreat for 
different locations.

Figure 4.2. Upstream view of study site. Secondary waves of empty ship propagating over terrace 
and reaching upper-bank toe. Acoustic Doppler velocimeter (ADV) fixed to frame and navigation 
pole.

4.2.1. WAVE MEASUREMENTS
Water pressure and flow velocity components were measured with an Nortek Vector 
acoustic Doppler velocimeter (ADV) between June 21st and July 13th 2017 with 
a frequency of 8 Hz. The ADV head and pressure sensor were placed 0.50 m below 
the regulated water level near the terrace toe where the water depth was 1.60 m 
(Figure 4.2). At that location, waves with typical lengths of 3 m were not affected by 
bottom friction due to deep water conditions. The data were processed with MATLAB 
scripts. The pressure was converted into water level assuming hydrostatic pressure 
distribution over the depth. After subtracting the mean level, water level fluctuations 
were processed with a third-order median filter to identify primary and secondary 
waves. The primary waves were separated from secondary waves by keeping only 
frequencies below 1/8 Hz (Figure 4.3a). The secondary waves were isolated by keep 
only frequencies higher than 1/8 (Figure 4.3b).

The quantification of the period and height of primary and secondary waves from the 
water level series was done through the identification of key points. Primary waves were 
first identified through the downward zero-crossing at the threshold of -0.05 meters 
from the minimum regulated level (P1). Then, the minimum water level reached by the 
subsequent trough was determined (P2). This point was used to compute the primary 
wave height (or depth). After P2, the following upward zero-crossing was identified (P4). 
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Finally, the first upward zero-crossing before P1 was located (P3). The time duration 
from P3 to P4 was computed to quantify the primary wave period.

Figure 4.3. Quantification of period and height of (a) primary and (b) maximum secondary wave.

The maximum secondary wave height was considered representative for the erosive 
potential of each secondary wave train (Nanson et al., 1994), so the focus of analysis 
was only on those (Sheremet et al., 2013). First, the crests and troughs of all secondary 
waves during and after the main primary wave were determined. Then, the highest crest 
was identified. In the following step, the minimum trough between the previous and 
the next trough with respect to the maximum crest was determined. The maximum 
secondary wave height was computed from the difference between the maximum crest 
and the minimum trough next to it. The period was quantified by multiplying by two the 
time duration between the two points defining the maximum wave height.

The Dutch Ministry of Transport, Water Management and Public Works (Rijkswaterstaat) 
provided ship passing records at Sambeek lock, 5 km upstream of the ADV location 
(Figure 4.2), from 2013 to 2018 and historical water level series, which were used to 
verify the ADV measurements and characterize the water levels during floods.

4
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4.2.2. UPPER BANK
Sequential topographic surveys of the upper bank were carried out using an Unmanned 
Aerial Vehicle and Structure from Motion photogrammetry with the methodology 
described by Duró et al. (2018) to measure riverbanks. The reach was surveyed 
17 times from January 2017 to February 2019, deploying 18 ground control points 
to georeference the digital models, UgCS software to control the UAV, and Agisoft 
PhotoScan to process the imagery. The surface models had a resolution of 2 cm and 
root-mean-square error of 3 cm, verified with RTK-GPS. On 29th December 2016, a ship 
accident against the weir located downstream of the study area caused an exceptional 
water level drawdown (Figure 4.1) which allowed surveying also the terrace topography.

The resulting digital topography was used to compute the area between sequential 
vertical bank profiles to quantify eroded volumes and progression of bank erosion 
between successive surveys. With high water levels, the submerged part of the profile 
was assumed at the same position as in the subsequent survey. The airborne surveys, 
complemented with terrestrial photographs taken from the floodplain, were also used 
to register the development of vegetation on the upper bank. Finally, yearly banklines 
were delineated in ArcGIS over aerial photos taken during summer by Rijkswaterstaat.

4.2.3. TERRACE AND LOWER BANK
The topography of the terrace was measured on 18th January 2017 and December 
11th 2018. The first survey was made with UAV-SfM during the exceptional water level 
drawdown that exposed the otherwise subaqueous terrace. The second survey consisted 
of cross-profiling with RTK-GPS at 10 locations (Figure 4.4). The bathymetry of the lower 
bank was measured every year with a multibeam echosounder by Rijkswaterstaat, who 
already provided the point cloud on a 0.5 m grid.

Figure 4.4. Location of study reach and analysed cross sections.

Lithological characterization along the terrace was done taking eight cores at 10 cm 
from the soil surface, seven of which were already presented by Duró et al (2020a). 
All samples were tested with direct shear box to obtain the internal friction angle and 
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cohesion, using a range of normal loads of 17, 36 and 73 Pa and shear rates of 0.01 mm/
sec. The samples were dried at 105°C, sieved, and the fractions under 63 κm subject to 
hydrometer test, to classify each lithology according to USDA (see Table 3.1).

The critical shear stresses for entrainment for each sample were then estimated. 
Despite the complexity of determining this parameter through soil properties (Thoman 
and Niezgoda, 2008), cohesion has proved a simple but key property to estimate it 
(Kimiaghalam et al., 2016). Therefore, Kimiaghalam et al. (2016) regression based on 
cohesion is used (see Equation 3.6). The resulting critical shear stresses vary greatly 
between textures, ranging between 6.4 and 18.5 Pa (Table 3.1) and matching measured 
values on other cohesive banks, as for instance on the St. Lawrence River (Gaskin et 
al., 2003).

The characterization of the transverse terrace geometry requires the definition of its 
boundaries in the field. Particularly, the identification of the terrace toe is complex, 
because of the different shapes that this transition zone presents. Therefore, a common 
point among cross sections is first defined at the lower bank, which is not affected by 
wave erosion (point 1, Figure 4.1). For that, this point was located at half wavelength 
from the regulated level, at the start of the shoaling zone of typical secondary waves, 
i.e. 1.5 m deep corresponding to 3 m wavelengths (see e.g., Figure 4.2). A second point 
was then identified (point 2, Figure 4.1) at a distance of two wavelengths onshore from 
point 1, so that i) the slope transition is surpassed and point 2 lays on the terrace slope, 
and ii) the water depth near the terrace toe can be measured and compared among 
cross sections. The midpoint between points 1 and 2 defines the terrace toe, visually 
lying at the inflexion point between the lower bank and the terrace. The terrace length 
is then measured from this midpoint to the upper-bank toe (Figure 4.1).

4.3. RESULTS AND INTERPRETATION

4.3.1. SHIP-WAVE CHARACTERISTICS
In the study area, commercial shipping has regular frequency (Figure 4.5a), for both 
loaded and empty vessels. Recreational boats, on the other hand, show a seasonal 
behaviour, with peak traffic concentrated in the summer. Considering only waves with 
amplitude larger than 5 cm, between June 21st and July 13th 2017, a total of 1,224 
passing ships producing primary waves were recorded (Figure 4.5d), of which 1,013 
also produced secondary waves (Figure 4.5e, circles). In the same period, another 905 
ship passages produced secondary waves but induced primary waves smaller than 5 cm 
(Figure 4.5e, triangles). Primary wave heights reached 0.45 m, inducing return currents 
up to 1.2 m/s near the terrace toe. The highest secondary waves also reached 0.45 
m, generating orbital velocities up to 0.60 m/s (Figure 4.5e). Recreational boats and 
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commercial vessels produced similar secondary waves, but the former usually did not 
produce significant primary waves (deeper than 5 cm). An example of typical primary 
and secondary wave patterns produced by a passing ship is available in the dataset by 
Duró (2020d).

Figure 4.5. (a) Daily ship passings during a typical year. (b) A primary wave with secondary waves 
during the rising limb. (c) Longitudinal and transverse components of the velocity evidence 
overlapping water motions, with positive signs in downstream direction and towards the bank, 
respectively. (d) Maximum horizontal velocities induced by primary waves near terrace toe. (e) 
Amplitude of the horizontal orbital velocity near terrace toe produced by the highest secondary 
wave per ship.

The results confirm that the generation of primary and secondary waves by vessels are 
not necessarily correlated, given their different geneses (Söhngen, 2008). When both 
types of waves are produced, their relative timing also varies among vessels. The train 
of stern-secondary waves may happen during the rising limb of the primary wave, as 
shown in Figure 4.5b, or after the main primary wave depression (see for instance, 
movie S1 in Duró, 2020d). The former case presents coupled water motions consisting 
of a longitudinal current with overlapping orbital velocities (Figure 4.5c). These cases 
allow secondary waves to break at elevations that are lower than regulated levels, i.e. 
over the terrace and below the upper-bank toe (Figure 4.6a).
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Figure 4.6. (a) Primary wave propagating over terrace as secondary waves break over it, km 153.9 
on 21/06/2017. (b) Secondary waves breaking near the upper-bank toe, km 153.5 on 23/08/2017. 
(c) Primary wave ejecting sediments from terrace, km 153.6 on 10/10/2018. (d) Secondary waves 
breaking at upper-bank toe over gravel layer, km 154.3 on 10/10/2018.

At low flows, the breaking location of secondary waves also depends on terrace 
elevation at the upper-bank toe. If this level is higher than the regulated water level, 
then secondary waves dissipate on the terrace without reaching the upper-bank toe 
(Figure 4.6b, area on the right). On the contrary, secondary waves hit the upper bank 
when the toe level is submerged or close to the regulated level (Figure 4.6b, centre left 
area with vegetation). Secondary waves entrain sediments mostly during breaking, as 
indicated by the higher concentrations of suspended solids observed near the upper-
bank toe. Figure 4.6d shows secondary waves breaking close to the upper bank, and 
previously entrained sediments covering the terrace.

Primary waves exert shear stresses during drawdown through the current induced by 
the transverse energy gradient (i.e., flow towards the main channel), entraining and 
transporting sediment in suspension (Figure 4.6c). The rising limb of deep primary waves 
turns asymmetric when propagating in shallow water (Parnell et al., 2015), as above 
the terrace, with rear slope 2-3 times steeper than the front slope (e.g., Figure 4.6b). 
The uprush propagates towards the upper bank as a bore, starting from the lowest 
water level reached during the depression, subsequently returning the water to the 
preceding level.

4



118

Chapter 4

4.3.2. UPPER-BANK EROSION PROCESSES
The cumulative erosion along the largest embayment from January 2017 until March 
2019 shows an uneven distribution (Figure 4.7b). The upper bank lost 25 m³/m of volume 
on average at km 153.900-153.950, 17 m³/m at km 153.960-153.970, and approximately 
10 m³/m at km 153.840-153.860. These differences are detectable from the bankline 
shift from 2017 to 2018 (Figure 4.11a), when the bankline migrated to form a more 
uniform retreat from a break at km 153.930, which was caused by a less erodible layer 
at the upper-bank toe (Duró et al., 2020a).

Figure 4.7. (a) Upper-bank erosion during periods with and without floods at largest embayment 
from 18-01-17 to 21-02-2019. (b) Upper-bank cumulative erosion at largest embayment through-
out 17 surveys (note 18-01-17 series lying on x axis). This stretch can be located in Figure 4.11a 
and Figure 4.4 based on chainage, i.e. the reference kilometres along the River.

The relative quantities of material eroded during low flows and flood periods varied 
along the reach (Figure 4.7a,b). Erosion during low-flow periods is associated to wave 
action only, given the very-low flow velocities at the bank toe, absence of seepage 
erosion, and rainfall events only producing few local and isolated failures (Duró et 
al., 2020a). During flood events, currents may produce significant shear stresses to 
contribute to bank erosion (Duró et al., 2020a), in addition to ship wave action and water 
level fluctuations. From km 153.860 to km 153.885, more bank erosion occurred during 



119

Erosion processes and retreat prediction

periods with flood events than during low flows. From km 153.920 to km 153.955, higher 
erosion occurred during low flows than in flood periods. Along the rest of stretches, 
bank erosion happened similar quantities during high- and low-flow periods.

Figure 4.8 presents the evolution of two sets of upper-bank profiles, indicated with 
dashed lines in Figure 4.7b. Each group has four cross sections separated by 4 m with 
similar final cumulative erosion. The upstream set (Figure 4.8b-e) shows that during flood 
periods banks failed, which normally happened at the rising limb of the hydrographs 
(e.g., 12-2-2019 and 21-02-2019 banklines had similar positions). The downstream profile 
set had lower erosion rates showing intermediate erosion stages. Notably, despite the 
failure of the upper bank, the net erosion during the last flood period at km 153.963 
and 153.967 (Figure 4.8g,h) was negligible (Figure 4.7b).
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Figure 4.8. (a) Water level at km 153.940. (b-i) Upper-bank profile evolution of sections indicated 
in Figure 4.7b (dashed profiles indicate post-flood surveys).

These sections show that the material deposited at the upper-bank toe was not eroded 
or transported either by currents or waves (km 153.961-153.969, Figure 4.7b). Near-bank 
currents were too low at embayments for producing significant sediment entrainment 
(estimated below 0.3 m/s at the 2018 flood peak while at the channel axis were 1.5 m/s). 
Waves did not erode the upper bank likely due to the protection of nearby slump-block 
deposits (km 153.959 and 153.971, Figure 4.8f,i), implying a lateral connectivity and 
modulation of erosion phases along banks (e.g., see out-of-phase erosion phases of 
slump-block deposits and undermining in Figure 4.10b). To conclude, at embayments, 
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floods redistributed the bank material across sections, reshaping the profile with a 
mild slope (~ 1:3).

4.3.3. DIFFERENCES IN BANK RETREAT
Top-bank retreat shows different behaviours along the studied reach. First, the variety 
of erodibilities resulted in diverse erosion rates. For instance, Km 153.9 evolved twice 
as fast as 154.1 (Figure 4.9a) due to different dominant lithology, i.e., sandy loams vs. 
silty loams. Moreover, transitions between lithological layers changed erosion rates. 
For example, rates decreased at km 153.8 at the start of a less erodible layer (Figure 
4.9b), whereas erosion rates increased at km 154.0 after 2014, when a low-erodible 
layer was surpassed (Figure 4.9c, section at pole location).

Figure 4.9. (a) Different cumulative bank retreats at key locations affected by floodplain hetero-
geneity and vegetation at upper-bank toe. Examples of (b) encounter of less erodible layer at 
km 153.8 and (c) encounter of more erodible layer at km 154.0.

Uneven distribution of bank retreat also occurred in the largest embayment where 
floods produced extensive bankline shifts (Figure 4.7). Figure 4.10a shows the 
topographic changes in that area between the first two measurements, which included 
a flood event. At the embayment upstream end (around km 153.8), the bank was not 
eroded. The strong layer at the upper-bank toe (Figure 4.9b) prevented toe erosion 
from wave action during regulated water levels. This enabled a rather stable upper-
bank slope and profile, also because water level fluctuations did not destabilize banks 
once a mild slope was reached, despite the wave attack at higher levels during floods. 
Similar conditions apply to the upstream ends of the other embayments (Figure 4.11a), 
where layers with relatively low erodibility shaped the banklines.
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Figure 4.10. Erosion (blue) and deposition (red) between 18-01-2017 and 15-3-2017, represented 
over the latter bank topography, at (a) km 153.790-153.930 and (b) km 153.490-153.630.

At the downstream end of embayments, banklines crossed layers of different 
compositions. Here, low-erodibility layers created sharp angles in the bankline that 
were gradually smoothed by waves and currents (Figure 4.11a). The flow downstream 
of protruding banks (see e.g., km 153.630 in Figure 4.11a) detached from the upper 
bank, generating recirculation zones with low velocities over the terrace. At the largest 
embayment in particular (Figure 4.2 and Figure 4.9c), currents eventually reattached to 
the upper bank during floods, due to its length. The reattached currents flowing over 
the terrace converged at the bay end generating high velocities (up to 1 m/s at the 
2018 flood peak). This increased the erosion and transport capacity compared to more 
retreated areas, inducing higher shear stresses over protruding low-erodible layers. 
Nevertheless, bank erosion rates were relatively low, solely attributed to the presence 
of more resistant layers given the absence of trees at this location.

Vegetation at the upper bank toe was also found to affect bank retreat rates. Figure 
4.10b shows an area that did not present upper-bank erosion after the 2017 flood 
because of the presence of sufficiently grown vegetation (km 153.5, Figure 4.6b, box 
in Figure 4.10b). Here, the upper-bank toe remained undisturbed for a sufficiently long 
time for vegetation to grow thanks to bank retreat rate reduction in 2013 (Figure 4.9a), 
possibly due to the encounter of a less erodible layer, and the wave dissipation over a 
developed terrace. Pioneer plants were first observed in 2015 (Figure 4.10b and Figure 
4.13b). As a consequence, mass failures were temporarily prevented in stretches where 
vegetation was able to grow, thanks to relatively low perturbations at the upper-bank 
toe.

The presence of a gravel armouring layer at the upper-bank toe is another factor that 
affects erosion rates in the study area. Although erosion rates were controlled by the 
dominant lithology, the gravel layer at upper-bank toe between km 154.275 and km 
154.325 (Figure 4.6d) reduced the erosion produced by secondary waves after 2013 
(Figure 4.12d).
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4.3.4. TERRACE AND LOWER-BANK EVOLUTION
The terrace topography after seven years of protection removal presents diverse 
lengths and water depth at the toe (Figure 4.11b) that generally correlate with the 
different upper-bank retreat rates (Figure 4.11a, 2017 bankline). However, each area 
presented its own variability of terrace toe water depths and lengths. Figure 4.11, c and 
d, shows the Kernel density function of terrace toe water depths and retreats related 
to sub-surface soil cohesion at 8 selected areas. The areas are then grouped into low, 
middle and high cohesion: C1, C2 and C3, respectively. Subsurface cohesion shows a 
general correlation with the two main parameters defining the terrace geometry, since 
the lowest values correspond to fast retreating areas with the deepest terrace toes, 
and vice versa.

Figure 4.11. Terrace characteristics at zones with different lithologies after seven years of devel-
opment. (a) Location of surface samples and respective representative areas, with bankline evo-
lution. (b) Terrace length (see Section 4.2.3) and toe water depth (point 2, Figure 4.1) after seven 
years. (c) Kernel density function of terrace length per lithological cohesion, bandwidth = 0.20. (d) 
Kernel density function of water depth at terrace toe per lithological cohesion, bandwidth = 0.03.

Figure 4.12a-c shows characteristic profiles of clusters 1-3 (C1-C3 in Figure 4.11c) in 
2010, 2017 and 2018. In 2017 and 2018, low-cohesion areas (C1, Figure 4.12a) present 
a mildly-sloping terrace and considerable upper-bank erosion, whereas high-cohesion 
areas (C3, Figure 4.12c) have steeper terrace slopes and low upper-bank erosion. Mid-
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erodible areas (C2, Figure 4.12b) show intermediate slopes and upper-bank erosion. 
Erosion rates across terraces are higher at higher elevations, i.e. near the upper-bank 
toe, and lower near the terrace toe (Figure 4.12d), except for km 154.3 with an armour 
layer. Moreover, low-erodible lithologies (C3) present the highest terrace erosion rates 
while high erodible substrates (C1) have the lowest ones.

Figure 4.12. Characteristic bank profiles of areas with (a) high, (b) middle, and (c) low erodibili-
ties. Morphological changes of (d) terrace and (e-f) lower-bank at key cross sections (indicated 
by chainage km).

Different critical shear stresses for entrainment (τc) can explain the variety of erosion 
rates across terrace types. For instance, high-erodible areas (C1) responded faster to 
wave-induced shear stresses, falling already below τc in seven years at the terrace toe, 
but not at the upper-bank toe where still sufficient wave energy arrives to exert shear 
stresses above τc. On the other hand, C3 areas had slow erosion due to high τc, which 
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combined with still high wave-induced shear stresses result in current relatively high 
erosion rates. Despite the differences in erosion rates among clusters, terraces evolve 
in length and depth with a similar spatial and temporal sequence, deepening first the 
terrace toe and later the subsequent areas across the terrace as it elongates. Final 
configurations, once shear stresses fall below τc along the terrace, thus depend on the 
strength of each lithology.

Other factors, however, seem to influence the terrace development. The presence 
of the armour layer in area 7 (Figure 4.11a) can explain the relative short terrace and 
shallow toe depth compared to areas 1 and 8 of C2, resulting with similar geometrical 
characteristics to those of cluster C3 (Figure 4.11a-c). Area 6, with a similar terrace 
geometry to area 7, is possibly affected by bushes on the floodplain that delay upper-
bank retreat. Moreover, areas 3 and 5 belonging to C3 are both downstream of long 
embayments, where currents flowing on the terrace converge (see e.g. Figure 4.9c and 
section 4.3.3) and produce high flow velocities, and thus locally higher erosion rates 
during floods. It is thus likely that C3 profiles would have shallower and shorter terraces 
if belonging to homogenous stretches with a uniform exposure to currents.

The morphological changes of the lower bank occurred in three phases after 
protection removal. During the first phase, between 2010 and 2011 (Figure 4.12e), 
accretion occurred at the upper part of the lower bank, likely resulting from upper-
bank erosion. The uneven distribution of sediment yield (Figure 4.11a, 2010-2011 
banklines) and transport during the 2011 flood event explain the downstream uneven 
but general increase of deposits. The second morphological phase consisted of erosion 
due to artificial dredging of the upper half of the lower bank (2012) by the waterway 
maintenance authority, to prevent sedimentation from hindering navigation. During the 
third phase from 2013 to 2016 (Figure 4.12f), the lower bank did not present substantial 
changes.

4.4. DISCUSSION

4.4.1. SHIP-WAVE AND FLOOD CONTRIBUTIONS TO BANK EROSION
The analysis of data indicates that the terrace is shaped by the regular action of ship 
waves hitting the bank at regulated water levels during low flows, whereas currents 
are incapable of entraining sediment once a well-developed terrace is formed. Primary 
waves shear the terrace during drawdown as a current directed towards the channel, 
and during their rising limb, as a bore traveling on the terrace towards the bank. During 
low flows, secondary waves regularly act at regulated levels and less frequently at the 
depression level of the primary waves. During high discharges, secondary waves do not 
dissipate over the terrace and hit the upper bank.
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During early development stages, when the terrace is relatively short, floods appear 
to contribute to terrace and upper-bank erosion through current-induced shear 
stresses (Darby et al., 2007). This implies currents entraining bank material and 
disaggregating and transporting slump blocks after bank failure (Osman and Thorne, 
1988). Furthermore, the presence of ship waves simultaneously attacking banks at high 
elevations, with low or negligible previous dissipation, promotes further mass failures 
and block degradation and removal, as observed by Dorava and Moore (1997).

Such a process is more effective than either factor acting alone. The transport capacity 
of near-bank currents could move blocks without the need to degrade them (Parker 
et al., 2011). This is also intensified by the high transverse slopes of the terrace at 
initial stages (Thorne and Tovey, 1981; Baar et al., 2018). The higher downstream 
and downslope transport of slump blocks and bank material explains the lower-bank 
deposits observed between 2010 and 2011 (Figure 4.12e), when a large flood occurred 
soon after riprap removal.

Once the terrace develops so that currents on terrace and bank are sufficiently reduced 
(Shiono and Knight, 1991), the flow becomes incapable of removing slump blocks. At 
this stage, currents and waves decouple their effects on bank erosion and lose their 
feedback mechanism. At this point, floods operate through water level fluctuations, 
destabilizing steep banks particularly during the rising limb of the flood wave. The latter 
likely happens at the banks of the study site composed by silty-clay loam to loam due 
to loss of negative pore-water pressure, with the consequent loss of apparent cohesion 
and reduction of effective friction angle (Thorne and Tovey, 1981; Casagli et al., 1999; 
Simon et al., 2000; Duró et al., 2020a).

Failed material accumulates at the toe of the upper bank as slump-block deposit. At 
the same time, waves not only contribute to destabilize steep banks impinging normal 
forces (Oumeraci et al., 1993), but also rework the slump-block deposits at varying 
levels during flow recession. These processes of breaking and moving blocks towards 
the channel are facilitated by their lighter submerged weight. Once the regulated level 
is reached again, the blocks that are partially or fully submerged on the terrace are 
sheared by primary and secondary waves. This gradual process, which occurs with 
mild terrace slopes, progresses until blocks disintegrate and transform in suspended 
sediment or wash load (ASCE Task Committee, 1998a). This mechanism explains the 
absence of substantial lower-bank deposits between 2013 and 2016 (Figure 4.12f), 
despite the continuous upper-bank erosion that occurred during that period (Figure 
4.11a), together with the plumes observed over the terrace.
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At this stage, upper-bank erosion occurs with a longitudinal alternation of mass failures 
and block deposits (herein called modulated failures). This is associated with an increase 
in form drag during high flows (Leyland et al., 2015), thought to delay erosion rates 
(Parker et al., 2011). Yet, the actual effect remains an open discussion, since it depends 
on the simultaneous occurrence of modulated failures and the permanence of block 
deposits. The observations of this study show the modulation during low flows when 
slump blocks are not easily removed (see e.g. Figure 4.9c), but it may not be the case 
during flood events where currents clean the toe relatively fast and bank irregularities 
seem to smoothen during submerged conditions (Konsoer et al., 2017). This would 
lead to more random and not modulated failures, increasing instead erosion rates by 
concentrating shear stresses on isolated block deposits.

In deep embayments, variations in volume of eroded material between low flows and 
flood periods (see Figure 4.7) are related to variations in erodibility of the lithological 
layer that surfaces at the upper-bank toe. Low-flow periods define the duration of 
the time when ship waves attack the upper-bank toe. The steepness and stability of 
the upper bank before a flood event depends on previous toe erosion. If the toe is 
not significantly eroded over two or three years, as for instance between km 153.840 
and 153.860, upper-bank erosion mainly occurs during floods at the bank top level, 
decreasing the bank slope by mass failures. In this case the top bank level retreats, but 
not the toe position.

The development stage at which flow and waves decouple their effects depends 
on three factors. First, river planform, since the highest velocity is found near outer 
banks (Thorne and Hey, 1979; Dietrich and Smith, 1984). Here, the flow near the upper 
bank becomes negligible with a longer terrace; and viceversa for inner banks. Second, 
longitudinal flow detachment at outcropping low-erodible layers or trees. This requires 
a certain length before the shear layer develops and flow reattaches to the upper 
bank (van Prooijen et al., 2005), as observed in the longest embayment of the study 
reach (Figure 4.2). Third, water depth at the terrace toe, which affects the momentum 
exchange between main channel and terrace (Knight and Shiono, 1990).

4.4.2. VEGETATION AND BIOFILM EFFECTS ON BANK EROSION
Pioneer vegetation growing at the upper-bank toe has been observed at certain 
locations along the reach nine years after bank protection removal. It appears that 
vegetation can only survive the first years of growth under certain conditions. Three 
locations in the reach presented young trees in July 2019, all of them having a certain 
degree of protection from wave action, offered for instance, by the presence of 
rocks on the terrace, which provide extra wave dissipation (km 153.4), or by a groyne 
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placed upstream to stabilize an outlet (km 154.45). In one case, a less erodible layer 
(intermediate erodibility: cluster 2) provided both a well-developed terrace and a dry 
higher ground at the toe, out of the reach of waves during low flows for a couple of 
years (Figure 4.6b, km 153.5).

At this location, the upper-bank toe presents an even more resistant soil. Possibly, the 
availability of a loamy texture also provided favourable physical conditions for plant 
growth, irrespectively of the necessary preceding seed dispersal (Gurnell, 2014) that 
naturally happened on the study site. The spatial complexity of propagule dispersal 
(e.g., Gurnell et al., 2008) could explain the absence of vegetation on other locations 
with similar conditions to the described above. Km 153.5 particularly did not present 
adjacent hard structures, and the height of colonizing plants at the toe surpassed the 
floodplain level (c. 3 m) in approximately three years (Figure 4.13b,c).

Figure 4.13. (a) Biofilm growing on terrace (July 2018). (b) Plants growing on upper-bank toe 
at km 153.5 (Nov. 2016). (c) Vegetation at same location reaching ~3 m high on July 2019. (d) 
Vegetated patches showing different erosion rates than bare soil.

The arrival of waves to the vegetated upper-bank toe depended on terrace elevation. 
Between January 2017 and December 2018, Km 153.5 presented a terrace lowering 
similar to km 154.1 (Figure 4.12b,d). Wave dissipation was progressively less effective 
over the terrace, increasing the wave energy arrival at the upper-bank toe. Figure 4.13d 
shows waves reaching the upper bank toe where a layer of moderate to low erodibility 
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lays, which holds a sapling on the centre right of the photograph. On the centre left, 
a patch with younger vegetation was outflanked by waves, showing higher resistance 
compared to unvegetated surroundings, and on the other hand, anticipating its removal, 
as occurred to other young trees in the same stretch (note trunk of dislodged tree on 
Figure 4.6c).

It appears that plants could grow on relatively low-erodible soil in the presence of 
either a well-developed terrace (>12 m) or external wave dissipation, generating a 
time window without much wave disturbance against the bank. Shorter terraces 
(cluster 3) are subject to shear stresses at the upper-bank toe that are too high for 
plant colonization, whereas longer ones (cluster 1) present too high erosion rates (due 
to low τc). Low disturbance is necessary for seedling establishment and root growth in 
other systems too, as for instance on tidal flats (Balke et al., 2011). Even when these 
conditions occur, subsequent terrace erosion could eventually remove toe vegetation. 
This agrees with measurements and modelling of salt marshes, which relate marsh 
retreat to bed level dynamics of the adjacent flat (Mariotti and Fagherazzi, 2013; Bouma 
et al., 2016; Willemsen et al., 2018), subject to wind waves among other factors.

Vegetation at the upper-bank toe delays the entrainment phase of the erosion cycle 
by reinforcing the soil through the root system (Khanal and Fox, 2017). Its presence 
also protects the upper bank from failing once the repose angle of the slump material 
is reached (Figure 4.10; Simon et al., 2011). However, the duration of these effects 
depends on the terrace stability. Eroding terraces cannot sustain a positive feedback 
between bank morphodynamics and riparian vegetation dynamics, typical of fluvial 
and estuarine environments (Gurnell and Petts, 2006; D’Alpaos et al., 2016). Finally, 
vegetation persistence also depends on the duration of flood events (Glenz et al., 2006).

After eight years, the terrace presented extended areas covered by biofilms (Figure 
4.13a), likely as a result of shallow water conditions during spring and summer, when 
high shear stresses are only intermittently induced by ships and light easily penetrates 
to the bed (Thom et al., 2015). Biofilms reduce the local bed roughness and thus wave 
dissipation on the terrace. On the other hand, biofilms increase the critical shear stress 
for sediment entrainment (Fang et al., 2014; van de Lageweg et al., 2018; Cheng et 
al., 2018), but when this threshold is passed clumps detach abruptly removing the 
membrane cover (Vignaga et al., 2013). The penetration of biofilms into the sedimentary 
bed results in greater erosion resistance over depth, which is sustained over longer time 
than with superficial layers (Chen et al., 2017a; Chen et al., 2017b). Biofilms then affect 
the development of the terrace (Piqué et al., 2016; Fang et al., 2017a; Kakeh et al., 2016).
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4.4.3.CONCEPTUALIZATION
The factors governing bank erosion in regulated waterways are different for each 
evolution stage of the terrace. Initial stages are characterized by a relative high 
contribution of currents to terrace and upper-bank erosion and high wave impact. 
Intermediate stages do not present a significant influence of currents on upper-bank 
dynamics and waves arrive at the upper-bank toe with significant lower energy than 
in the previous stage. The final stage of terrace development presents a morphology 
with negligible upper-bank retreat and terrace erosion, when exerted shear stresses 
gradually reduce to the critical values for entrainment (final configuration). Figure 4.14 
schematizes the first two settings.

Initial stages (Figure 4.14a) are characterized by relatively high shear stresses induced 
by both waves and currents during floods, which drive the upper-bank erosion cycle 
and terrace erosion. Slump block dynamics are relatively fast, facilitated by downhill 
transport. In particular, blocks are generally transported to the lower bank before 
they are completely disaggregated, contributing to lower bank accretion. Vegetation 
could hardly grow in this context, due to either the relatively fast erosion of the upper-
bank toe or the frequent high shear stresses at this area. The presence of trees on the 
floodplain reduces bank retreat rates but the contribution of trees depends on substrate 
erodibility at the terrace and upper-bank toe elevation range (Duró et al., 2020a).

Intermediate stages (Figure 4.14b) present lower shear stresses at the upper-bank toe 
and thus smaller erosion rates, which are more favourable conditions for vegetation 
growth. Slump blocks are sheared near this area for longer times, due to milder 
transverse bed slopes and negligible currents, disaggregating until the material is 
entrained, mainly as suspended load. Blocks only contribute to lower bank dynamics 
through their sand fraction, which is rather low in the case study, the upper bank 
material being mostly silty loam. Small, but continuous, terrace and upper-bank toe 
erosion results in slow upper bank retreat, after vegetation decay or removal. Biofilms 
are able to grow on areas with low erosion rates, temporally influencing critical shear 
stresses for soil entrainment, but at the same time reducing wave dissipation on the 
terrace.
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Figure 4.14. Schematic bank profile at (a) initial and (b) intermediate development stages. τd, τb, 
and τs stand for shear stresses respectively induced by primary wave drawdown, primary wave 
bore, and secondary waves.

Other factors influencing the temporal evolution of the bank profile in the study area 
are floodplain heterogeneity and the presence of gravel layers. The encounter of a low-
erodible layer can drastically change erosion rates, whereas in the opposite case faster 
rates are triggered. In the latter cases, longitudinal processes driven by flow contribute 
to smoothen protruding layers. A gravel layer on the upper-bank toe can resist high 
shear stresses, especially from secondary waves breaking. This creates an armouring 
effect which delays the upper-bank retreat.

4
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In general, the stability of the terrace depends also on lower bank stability, which is 
governed by the shear stresses produced by the flow and return currents of ships. The 
latter depend on waterway sailing conditions, so, as long as they remain constant, the 
lower bank could eventually achieve a stable configuration. However, intense floods 
might always produce erosion. Therefore, the stability of the upper bank depends on 
terrace stability, which in turn depends on lower-bank stability.

Since the terrace is formed due to the persistent action of ship waves at a close range 
of water levels, unregulated rivers may have a different morphological evolution due 
to a load distribution spread over a wider range of water levels. This may also have 
implications for the long-term development of the bank, especially if vegetation is able 
to regenerate and reproduce thanks to a low frequency of loads at different elevations. 
A larger window of opportunity also holds for rivers with a lower ship traffic or milder 
waves than in the case study (e.g. with larger river cross sections). Nevertheless, the 
impact of floods under unregulated conditions may be larger due to the proximity and 
exposure of the bank to currents in the deeper channel. Waves would also not dissipate 
on a mild sloping terrace, so the net impact on the bank could be even higher. Further 
research is needed to assess the role of ship waves, floods and vegetation dynamics 
in unregulated rivers.

4.4.4. LONG-TERM EROSION PREDICTION
The final extension of bank retreat is determined by a balance between the exerted 
shear stresses and the resistance of both the terrace and the upper bank, if the lower 
bank remains stable. At minimum regulated water levels, ship waves dissipate on the 
terrace, exerting progressively lower shear stresses as the terrace extends over time. 
During floods, both current and waves act directly on the upper bank, destabilizing 
steep slopes and easily transporting slump blocks away. As the terrace extends, currents 
gradually lose transport capacity of slump blocks and sediments at the upper-bank 
toe. The final configuration would therefore suppose a terrace that is long enough 
to dissipate waves during regulated flows and to substantially reduce near-bank flow 
during floods, with an upper bank either with a mild (e.g., 1:3) repose slope, or a steeper 
one if the bank is colonized by vegetation. The presence of biofilm might affect the 
final configuration by changing the local soil resistance against erosion and the bed 
roughness, but quantifications of these effects encompass high uncertainties since they 
depend on several conditions and vary with the season (Fang et al., 2017b).

To get an insight on the final configuration of the bank, a model is developed to simulate 
the bed shear stress distribution induced by ship waves at the most unfavourable 
conditions, i.e., the largest wave heights acting at the lowest levels. The model computes 
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the shear stresses induced by primary and secondary waves during their propagation, 
breaking and running-up over a homogeneous terrace, with initial uniform slope. The 
model updates the terrace morphology with a Partheniades (1965)-type of formula 
(Equation 4.1), so that erosion stops when bed shear stresses τb (Pa) fall below the 
critical threshold for sediment entrainment τc. The erodibility coefficient ε is taken as 
a calibration coefficient.
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ε is the erodibility coefficient in m/s/Pa. The critical value τc (Pa) is estimated after 
Kimiaghalam et al. (2016) formula based on soil cohesion (Equation 3.6). The bed shear 
stresses are computed considering primary and secondary wave action as described 
below.

Primary wave drawdown
The model considers a constant water level gradient during the primary wave 
drawdown, given by the maximum depression Hp (m) and the terrace length L (m) to 
estimate flow velocities through the momentum balance in non-dimensional form:
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zb is the bed elevation (m), h the water depth (m), U the average velocity over the 
depth (m/s), g the gravitational acceleration (m/s2), C the Chézy coefficient (m1/2/s), 
and ψ=1/4 an attenuation coefficient (-). The x axis follows the cross-sectional direction 
and starts at the terrace toe (see later Figure 4.15a). Since the steady flow assumption 
with maximum linear water level gradient was found too conservative to estimate flow 
velocities, y compensates for U overestimation, which was estimated by trial and error 
considering measured velocities. During early development stages, primary waves reach 
the upper-bank toe before the maximum depression is reached at the terrace toe. As 
a consequence, the actual maximum energy gradient is lower than the estimated with 
Hp. These cases consider then an effective primary wave height Hp,eff (m) instead of Hp, 
computed as
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where TUBt is the time the primary wave takes to reach the upper-bank toe (sec) and Tp/2 
is half the primary wave period. Friction losses are estimated with the Chézy formula, 
assuming that the flow resistance at a given section is the one of uniform flow with the 
same depth and velocity. The Chézy coefficient given by White-Colebrook formula was 
adopted (Equation 4.5), with a Nikuradse roughness height Ks of 0.02 m. The bed shear 
stress is computed with Equation 4.6.
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with ρ water density (Kg/m³).

Primary wave surge
The primary wave propagates as a bore on the terrace during the rising limb. Bore 
propagation and dissipation is modelled based on energy balance (Battjes and Jansen, 
1978, Equation 4.7), considering refraction and shoaling from an incident angle of 
c= 20° normal to bankline (CIRIA et al., 2007) and Snell’s law. The water level during 
propagation is given by the maximum depression reached during the primary wave 
recession (Hp), assumed horizontal. Since Hp was measured from the regulated level, 
the stern wave (bore) height is Hb = 1.5Hp, taken as upper limit considering measured 
values and CIRIA et al. (2007) formulation. After breaking, Lamb’s (1932) dissipation 
model for fully developed bores is used (Equation 4.10).
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The primary wave bore is assumed steady with a constant saw-tooth shape, resulting 
in a variance of the wave surface elevation B0 of 1/12. The bore period (Tb) is taken as 
1/3 of the primary wave period (Tp) due to the wave asymmetry in shallow water that 
steepens the rear slope (Parnell et al., 2015). Tp is taken equal to 25 seconds for deep 
waves, which corresponds to the deepest recorded of 0.45 m. The breaker criterion for 
nonlinear waves was also consider, so γ = Hb/hB = 5/9 (Didenkulova et al., 2006; Zahibo 
et al., 2008). The mean velocity under the trough is estimated through Hansen’s (1990) 
regression for experimental data (Equation 4.11), and the simplified velocity profile of 
Svendsen (1984a):
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where β is the ratio between measured and calculated velocities given by:
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with hB being the water depth at breaking. Cw is the wave celerity taken as the velocity 
of the bore (Cb, Hansen and Svendsen, 1987), estimated by Svendsen et al. (1978) as:
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with dc being the water depth at the bore crest and dt the water depth at the trough. 
The bed shear stress is computed with a Chézy-type formula (Equation 4.14, Jonsson, 
1966), with fw a friction coefficient for oscillatory flows computed with Equation 4.15, 
the Colebrook formula (O’Donoghue et al., 2016; Briganti et al., 2018).
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where Re = uwh/ν is the Reynolds number for instantaneous depth and velocity, with ν 
being the water kinematic viscosity (m2/s).
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Wave run-up
Assuming a steady bore, the energy dissipation becomes unrealistic near the upper 
bank toe (Putrevu and Svendsen, 1991), for which the formulation changes into run-up 
for h/hB < 0.15. The maximum run-up height Rv above the location of the bore collapse 
is estimated with Equation 4.16 after Bergsma et al. (2019):
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where Frb,c= Ub,c/(gHb,c)
1/2 is the bore Froude number at the moment of collapse, being 

Ub,c and Hb,c mean velocity and height respectively. α is an empirical coefficient equal 
to 0.889 accounting for the conversion efficiency of potential to kinetic energy during 
collapse. The distribution of maximum shear stresses τb,max is then computed using 
Pujara et al. (2015) non-dimensional relation with the distance along the run-up, based 
on measurements with different types of breaking waves. The upper-limit linear relation 
of these measurements reads:
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with xR (m) distance over the run-up horizontal length Rh (m).

Secondary waves
The shoaling, refraction and dissipation of secondary waves is computed with Equations 
4.7-4.8, with B0 = 1/8 for sinuous waves, and group celerity Cg = NCw. N is computed 
with Equation 4.18 and the wave celerity Cw = Ls/Ts through the dispersion relation of 
linear waves (Equation 4.19).
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Ls is the secondary wave length. The wave period Ts equals 2.25 seconds and the incident 
angle normal to bankline c = 45°, being both the average values from the measurements. 
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The breaker criterion for secondary waves is γ = Hs/hB = 0.8, and dissipation is only 
considered after breaking. Once h/hB < 0.15, run-up shear stresses are computed with 
Equations 4.16-4.17.

Morphological update
The initial topography consists of a 1:2.5 slope for the lower bank (sLB), in correspondence 
with the 2010 profile of the case study (Figure 4.12a-c), with 2.5 m water depth at the 
downhill boundary. The terrace has a sLB/4 slope, equal to the computed maximum 
(see below). It starts at a depth equal to 0.40 m, after rounding the deepest recorded 
primary wave. Nevertheless, the computed profiles have a very low sensitivity to the 
initial bank slope. The model estimates development stages based on a simplified 
approach of single wave heights (one for primary and one for secondary waves), not 
representing actual erosion rates. In this way, each time step ∆t accounts for the erosion 
of single events, i.e. ship passings. After each computational step, the terrace elevation 
is updated resulting in a new geometry for the input waves. The model is run until no 
morphological changes occur.

The implicit assumption of the model is that development stages are driven by the 
frequency of occurrence of given wave heights. The highest waves occur less frequent 
than the lowest ones (Figure 4.5), and thus the terrace morphology takes longer times 
to adapt to the former. The choice of small input wave heights is representative of 
initial development stages, whereas higher waves correspond to later stages. Thus, 
the highest wave happening at a study reach results in the final morphological stage 
of the bank profile.

The spatial step ∆X for hydrodynamic computations is 0.02 m. The topography is 
updated through Equation 4.1 with a morphological spatial step ∆Xm of 2 m, considering 
the mean τb over -∆Xm/2 and +∆Xm/2 at each point (Figure 4.15a). τb along the terrace 
results the envelope of maximum values of those induced by the primary wave 
drawdown, primary wave bore, and secondary waves. Those updated points are then 
checked for minimum (Smin) and maximum (Smax) slopes, whose values are 0 and 0.10 
respectively (Figure 4.15a). Smin corrects downhill slopes and avoids negative values 
considering that irregularities are eventually smoothed by erosion, as observed in the 
field. Smax acts uphill and prevents the development of a scarp, representing the effect of 
upper-bank retreat without the actual processes involved. The bed elevations of points 
with ∆X spacing in between those morphologically updated are linearly interpolated.

4
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Modelled conditions
The model is tested for characteristic values of τc for clusters 1-3, respectively taken 
as 8,12 and 18 Pa (Table 3.1). Two scenarios are modelled for those three cases. In the 
first, the model is run to represent the profiles measured on 18th January 2017, which 
are used to estimate e. The constant-height input wave for each case is evaluated by 
trial and error within the range of measured waves (Figure 4.5d-e). The waves selected 
as representative for 2017 profiles are those best reproducing them in terms of terrace 
length and depth at the toe. In the second scenario, the highest measured waves are 
used to estimate the maximum bank retreat for each cluster.

The input waves for every simulation are a primary and a secondary wave of 
independent height per event, representing a ship passing. The number of events to 
reach an equilibrium morphology is unknown in advance. Every simulations repeats 
the input primary and secondary waves until the bank morphology does not change 
between two consecutive time steps. For instance, the necessary number of events 
for clusters 1-3 for 2017 profiles were respectively 223, 93 and 77, and for final profiles 
434, 291 and 95 (see the modelled profiles later in Figure 4.15).

The period of primary waves is kept constant and equal to that of the deepest recorded 
waves, i.e. 25 seconds. The period of secondary waves are set equal to the measured 
average, i.e. 2.25 seconds. Given that primary waves were found to produce much 
higher erosion than secondary waves (see next section), only the former were changed 
among simulations, while the latter were kept with a constant value of 0.45 m, which 
is the recorded maximum.

Model results
Predicted 2017 profiles present terrace lengths of 24.9, 12.2, 7.4 m, and water depths 
at the toe of 0.83, 0.59, 0.50 m for C1-C3 respectively (Figure 4.15, continuous black 
lines), falling within the measured ranges (Figure 4.11b-d). The results indicate that 
primary wave bores dominate the terrace evolution and final state because they yield 
the highest shear stresses throughout. This is supported by the fact that secondary 
waves from recreational boats concentrate in summer, but without an apparent 
increase of erosion rate over this period (Figure 4.7b).The 2017 profiles reasonably 
match the measured ones with corresponding primary wave heights of 0.30 m, 0.21 m 
and 0.15 m, which are within the measured wave heights (Figure 4.5d,e). Since the wave 
frequency of occurrence diminishes the higher the waves are (Figure 4.5d,e), the model 
shows that the terrace length of each soil type at a certain time, and consequently for 
a given wave height, depends on soil erodibility, in this case characterized by τc. More 
erodible banks have a faster morphological response to higher waves, whereas low-



139

Erosion processes and retreat prediction

erodible banks need more time to adjust to the same loads. The latter then adjusts to 
average loads for the given time used to test the model, i.e., seven years. The difference 
in depth at terrace toes for C2-C3 can be ascribed to this single-wave-height approach 
which lacks full wave spectra. Such approach could result in a more accurate temporal 
development, improving the estimate of e. The effects of currents, also relevant close 
to the main channel, are not included in the model. Yet, the current model is able to 
represent well the average behaviour and characteristic geometry of each cluster.

Figure 4.15. (a) Model schematization and long-term upper-bank erosion prediction for soils 
of clusters (b), 2 (c) and (d) 3, with τc = 8,12 and 18 Pa, respectively. Measured profiles on 2017 
respectively correspond to km 153.975, 153.100, and 154.025, where samples 4, 8 and 5 were 
taken.

Discussion of model results
The model shows that for the highest measured loads, i.e. Hp = 0.45 m and Hs = 0.45 m 
(Figure 4.5), the final development stages are 50%, 100% and 150% larger than 2017 
retreats respectively for C1-3. This suggests that the lower the erodibility the slower the 
terrace evolution. Furthermore, final profiles show that the lower the bank erodibility 
the steeper the resulting slope, in accordance with numerical experiments of Bendoni et 
al. (2019) on tidal flats with cohesive mud-sand mixtures. Field measurements 50 years 
after stage regulation in the Kanawha River exhibited diverse terrace slopes (Hagerty 
et al., 1995, Table 1), covering the predicted ones (1:30, 1:21 and 1:17, Figure 4.15) 
and exceptionally reaching 1:43 for fine sandy silt, which is comparable to the model 
estimate of 1:45 for the lowest τc = 6.4 Pa (Table 3.1). Figure 4.16 shows the terrace 
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lengths for τc and Hp ranging 6-18 Pa and 0.15-0.45 m respectively, which cover the 
values of the case study, with Hs = 0.45 m assuming constant recreational boat waves 
and Tp = 25 s considering the lowest period of primary waves.

Figure 4.16. Terrace length (m) estimated by the model for varying soil strengths and wave loads.

Previous models and tools to estimate potential erosion in waterways are rational yet 
empirical in nature (Glamore, 2008; Spruyt et al., 2012). The model presented here 
addresses this challenge with a process-based approach, requiring measured wave 
heights and soil characteristics. The above results correspond to e =0.01 m/s/Pa which 
was used as calibration parameter to match 2017 terrace parameters. Measured 
values of e cover a wide range from 10-5 to 10-2 depending on the erosion mechanism, 
sediment characteristics and consolidation (e.g., Mitchener and Torfs, 1996; Jacobs et 
al., 2011). Moreover, the commonly used JET method to estimate e for consolidated 
soils encompass high uncertainty (Karamigolbaghi et al., 2017), and e is often used for 
model calibration (Crosato, 2007; Rinaldi and Darby, 2007). Yet, the sensitivity of the 
model to e is considerable, especially regarding the water depth at the toe, which for 
instance reduces to 65% with e = 0.001 m/s/Pa, whereas the terrace length reduces to 
80% with respect to calibrated values (Figure 4.15).

Nevertheless, the model is able to represent with single wave heights a coherent 
response of the system, considering the measured profiles and long-term projections, 
despite the non-linearity of the terrace evolution. Future improvements may include 
wave statistics, which could increase the accuracy of the temporal developments and 
e approximations. Other possible improvements are the addition of factors acting in 
longitudinal direction, such as currents, considering upstream detachment or not, and 
heterogeneous compositions of different layers, including gravel layers. More advance 
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strategies could incorporate the effects of upper-bank erosion processes and vegetation 
dynamics.

4.5. CONCLUSIONS
This work aimed to characterize the processes that drive bank erosion in navigable 
regulated rivers, integrate the roles of relevant factors, and estimate the final extension 
of bank retreat. The waves acting on the study site were characterized, showing 
their dynamics and impact locations. The investigation analysed upper-bank erosion 
processes, distinct retreat rates across bank profiles, terrace geometry and its relation 
with soil lithological properties, and the evolution of terrace and lower bank. Finally, the 
relative contributions of ship waves and floods to bank erosion were discussed, together 
with observations on vegetation dynamics. This study proposed a conceptual model of 
bank evolution and developed a numerical model for long-term bank retreat prediction.

Several processes influence the evolution of riverbanks in regulated waterways. The 
characteristic terrace produced by ship waves attacking at regulated stages develops 
in two stages, distinguished by the contribution of floods to erosion. Currents during 
floods initially have significant entrainment and transport capacity, but these effects 
are reduced by the distance of the upper bank to the main channel. In a second stage, 
floods simply destabilize banks through water level fluctuations. During low flows and 
regulated stages, deep primary waves shear the terrace through transverse currents 
and bores. The latter also erode the upper-bank toe, together with secondary waves 
that normally attack at this level.

The terrace erodibility given by its lithological characteristics defines the range of 
lengths and toe elevations at a given time. Soil types have here been clustered in 
three categories. For each one, the terrace evolves adjusting the length and water 
depths across the profile, progressively from the toe to the upper bank. Floodplain 
heterogeneity across single profiles may cause changes from one bank type to another, 
leading to mixed situations. Currents and waves propagating along the navigation 
channel tend to smooth bank line transitions. The efficiency of the terrace to dissipate 
waves, which depends on its length and elevations, eventually controls the upper bank 
stability. In turn, the permanence of the terrace position depends on the stability of 
the lower bank.

Other factors affecting the terrace development include upper-bank dynamics, which 
present a spatial modulation of out-of-phase undermining and basal clean-out, whose 
occurrence or net effect with longitudinal currents is not clear yet. Slump-block 
dynamics also affect the terrace evolution by interacting with dissipating waves and 
currents, which particularly affect lower bank dynamics during initial stages. Grown 
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vegetation temporarily protects the upper bank from failure and toe erosion, but its 
permanence is subject to terrace stability and efficiency to dissipate waves. Moreover, 
vegetation needs sufficient wave dissipation and dry areas in order to establish at the 
upper-bank toe. Furthermore, the presence of gravel layers and trees on the floodplain 
also affect the terrace and upper-bank erosion rates.

The long-term terrace stage or final configuration is controlled by the magnitude of 
primary waves, inducing shear stresses during their propagation as a bore and at 
breaking, and by the lithological characteristics of the terrace. The necessary time to 
reach the final stage depends on the abovementioned factors, and is mostly influenced 
by terrace characteristics and ship traffic, as indicated by measurements and suggested 
by the model results. It appears that the final stage would asymptotically be reached 
over time, unless biological factors (e.g., biofilms) or anthropogenic interventions 
change entrainment thresholds or reduce shear stresses. Biofilm effects on cohesive 
environments should be further investigated to better assess their impacts on long-term 
morphology, particularly when penetrating into the subsurface.

The development of a terrace across banks of navigable regulated rivers is driven by 
the additional loads of ship waves acting at minimum stages. The longer the terrace 
evolves the more efficiently it dissipates waves, leading to a “self-healing” mechanism. 
The bank may take decades to reach a stable configuration, in which wave action 
becomes incapable of entraining more sediment or uprooting vegetation. The factors, 
mechanisms and time scales presented and discussed in the present work can help 
managers in their search to optimize all river functions in future strategies. For instance, 
protecting against the action of primary waves once a well-developed terrace is 
reached. Future research including unregulated rivers and non-cohesive banks is highly 
encouraged.
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4



5 DISCUSSION



The previous three chapters focused on the measurement, patterns and processes of bank 
erosion along a reach of the regulated navigable Meuse River. This chapter analyses bank 
erosion in different settings and navigable rivers searching for other relevant processes and 
factors. Four different cases are considered: a bank with a gravel layer, a bank with a composite 
vertical structure, a bank under the influence of direct stream flow, and a group of four banks 
subject to unregulated water levels. This chapter then analyses practical implications for re-
naturalized banks. Finally, it compares the proposed model with a previous one and discusses 
its accuracy to predict erosion rates and applicability to unregulated settings, in view of further 
developments.
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5.1. EROSION OF RE-NATURALIZED BANKS IN OTHER SETTINGS
Based on the findings from previous chapters, riverbanks with different characteristics 
and boundary conditions are analysed further with the objective to identify relevant 
factors and processes not present or significant in the Oeffelt case study. First, a case in 
the Meuse River with similar hydrodynamic conditions as Oeffelt is selected to evaluate 
differences in the morphological response of a bank with a gravel layer and lower-
bank protection. Second, another case in the Meuse River is chosen to analyse the 
evolution of a composite bank in regulated water level conditions and without large 
effects of currents, because it is located at an inner bend. Third, a case with lower-bank 
protection along a free-flowing reach of the Danube River is selected to investigate the 
combined effects of unregulated currents and ship waves on the upper bank. Fourth, 
four banks in rivers with uncontrolled stages and different boundary conditions are 
examined to interpret their response to ship waves and other factors in a variety of 
settings. These differentiate from each other for: i) being located in a straight reach, 
with lower bank protection (Worms, Rhine River), ii) being located in a straight reach, 
with lower bank protection, and between transverse groynes (Steinmauern, Rhine 
River), iii) being in an inner bend, without direct protection, and between transverse 
groynes (Fortmond, IJssel River), iv) being in an inner bend, without direct protection, 
and behind a longitudinal training wall (Tiel, Waal River).

5.1.1. GRAVEL LAYER AND TOE PROTECTION: CASE AT SINT AGATHA, MEUSE 
RIVER
Five kilometres downstream of the Oeffelt reach (analysed in previous chapters), i.e. 
between km 159.5 and km 160.3, at a location called Sint Agatha, the left bank of the 
Meuse River presents a gravel layer. Here the river channel has a mild curvature with 
transverse groynes on the right bank and a continuous bank alignment on the left, 
from where riprap protections were partly removed in 2015 (Figure 5.1). Poplar trees 
were planted along the left bank every 100 meters, whose locations are recognizable 
through their shadows on the water in Figure 5.1. This river reach was not excavated as 
in Oeffelt. Here the channel was gradually fixed to its current location through training 
works, which were finalized in the 1950s (Kadaster, 2020). The ship traffic is the same 
as in Oeffelt, since there are no connecting canals or harbours between these locations. 
This section and Section 5.1.2 use topographic surveys and soil tests performed by the 
author in 2019. Topographic and bathymetric data prior to that year were provided by 
Rijkswaterstaat.
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Figure 5.1. Location of Sint Agatha re-naturalized bank of the Meuse River.

Sint Agatha presents shorter upper banks compared to those at Oeffelt, i.e. the 
regulated water level is closer to the floodplain level (Figure 5.2a). This is because the 
upper-bank height mainly depends on the distance to the downstream weir, which 
regulates the water level, and the river longitudinal slope. As a consequence, the 
erodible bank volume is smaller and the terrace level reaches the root zone of bushes 
and grass. The upper bank is composed by 57% silt, 22% clay, 21% sand, with a cohesion 
of 9.1 KPa and an internal friction angle of 29.1 degrees. The upper bank presents also 
a significant organic material content, noticeable by the characteristic dark colour of 
the soil (Figure 5.2b, upper-right corner). Furthermore, the bank presents a mixture of 
gravel and sand (Figure 5.2b) at the elevation range where waves hit the bank and form 
the terrace, which is circa ±0.5 m from the regulated water level.

Figure 5.2. (a) Downstream view of re-naturalized bank at Sint Agatha, presenting an armoured 
terrace. (b) Terrace top soil next to upper-bank toe, composed of a gravel-sand mixture.
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As a result of soil composition, the terrace evolved leaving a gravel layer at the surface 
where secondary waves dissipate (Figure 5.3). Moreover, the transport of this material 
towards the lower bank is limited by the presence of a longitudinal rock protection at the 
terrace toe. The riprap was left along this river reach up to an elevation of approximately 
0.5 m below the regulated water level, with the intension of keeping control of the 
lower-bank position while reactivating upper-bank dynamics. As a consequence, the 
terrace toe is fixed at a depth ranging between 0.5-0.7 m, (see e.g., Figure 5.4).

Figure 5.3. Upstream view at Sint Agatha bank where ship waves dissipate over armoured ter-
race.

In April 2019, the analysed bank profiles (Figure 5.1) had lengths ranging between 10 and 
12 meters. Figure 5.4 shows the evolution of a typical bank profile between 2017 and 
2019. Within this period, the bank retreated for about one meter and the upper elevation 
of the terrace, an area frequently exposed to wave breaking, experienced erosion. The 
rest of the terrace slightly accreted, likely as a result of material redistribution from the 
upper bank. The general trend was thus of small terrace tilting. The terrace toe in Figure 
5.4 seems to have also increased its elevation, but this is ascribed to the irregularity 
of the rocks and different GPS operators between surveys. Grass growth can explain 
elevation differences on the floodplain (airborne LIDAR surveys in 2014 and 2017).
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Figure 5.4. Bank profile at km 159.591, Sint Agatha, with typical length of 11 meters and 0.6 m 
depth at the terrace toe in 2019 (note 2:1 vertical distortion).

The toe protection intersects the elevation range where ship waves cause bank erosion, 
which for instance reaches depths of 1.1 m at Oeffelt (Figure 4.11), influencing the 
terrace development. The toe protection probably affects the propagation of deep 
primary waves, which are the main driver of long-term retreat, but not of secondary 
waves (see e.g., Figure 5.3). The combination of a gravel layer covering the terrace and 
a fixed toe will likely result in a gradual upper-bank retreat with an increasingly milder 
terrace slope, tilting around the toe. A final development stage is expected once the 
terrace effectively dissipates secondary and primary waves, whose slope and length 
will depend on the sediment size of the gravel layer. Then, the profile will arrive to a 
dynamic equilibrium similarly to coastal beaches (Dean, 1991), where Shields numbers 
may stay slightly above the threshold for mobility.

The described behaviour naturally depends on the availability of gravel deposits across 
the bank, which makes a different situation compared to the banks at Oeffelt reach. The 
non-cohesive bank material makes the terrace development dependent on transverse 
sediment transport and critical Shields numbers, in contrast to critical shear stresses 
for entrainment in the case of cohesive banks. The restricted water depth at the toe 
limits wave penetration, shortening the ultimate terrace length. The final configuration 
will then likely be in closer resemblance to cluster 3 (Figure 4.15) than other cohesive 
bank configurations, which an upper-bank cohesion of 9.1 kPa would instead indicate.

5.1.2. COMPOSITE BANKS: CASE AT NEERLOON, MEUSE RIVER, THE 
NETHERLANDS
In the Meuse River, between km 179.6 and 181.0 (Figure 5.5), i.e. between the weirs 
of Grave and Lith (Figure 5.5), we find the other case study reach near a village called 
Neerloon. This part of the river was excavated in the early 1950s, cutting a former 
meander off (note the oxbow lake in Figure 5.5) and creating a bend with milder 
curvature (Kadaster, 2020). A secondary channel was excavated in 2009 behind the right 
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bank, for flood safety. Then in 2015, the left bank was re-naturalized through complete 
removal of riprap protections. Commercial ship traffic at this location is significantly 
lower than at Oeffelt (Figure 4.5), because many vessels divert upstream to the Rhine 
River via the Maas-Rijnkanaal, resulting in 29 ship passings per day, on average (Figure 
5.6).

Figure 5.5. Location of Neerloon re-naturalized bank in the Meuse.

Figure 5.6. Daily ship passings at Neerloon in a typical year.

At Neerloon, the Meuse River presents composite banks with two soil layers, the upper 
one with cohesive and the lower one with non-cohesive behaviour (Tovey and Thorne, 
1981). This type of banks typically fails as cantilevers, which happens after the faster 
erosion of the lower non-cohesive material, leading to the collapse of the overhanging 
cohesive layer. Figure 5.7a shows a situation after failure in which slump blocks from the 
upper layer lay on the sandy terrace. In the study site, the upper-bank cohesive layer 
is composed of 54% silt, 21% clay, 25% sand, with a cohesion of 14.6 kPa and internal 
friction angle of 21.8 degrees. The lower layer is composed of sand, whose non-cohesive 
behaviour is apparent comparing panels b and c of Figure 5.7, which show the collapse 
of the sand layer by its own weight moments after the excavation was made.
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Figure 5.7. (a) Downstream view of the left bank at Neerloon, with cohesive slump blocks over a 
sandy terrace (April 5, 2019). (b) Composite structure with transition at the upper-bank toe. (c) 
Lower sand layer collapsing by own weight at same location, after few minutes of excavation. 
(d) Upstream view of stretch with longer terrace than panel a) on same day.

In the study site, the floodplain level ranges between 8.4 and 9.2 m NAP. The 
minimum regulated water level at this location is 5.2 m NAP, which is close to the 
transition between the cohesive and non-cohesive layers in 2017-2019 (Figure 5.8). 
The morphological changes between these two years show upper-bank retreat with 
terrace accretion, likely resulting from a cross-sectional redistribution of bank material. 
Between 2015 and 2017, just after riprap removal, the lower bank accreted as well, 
also possibly after redistribution of upper-bank material. At Neerloon, the upper-bank 
retreat and terrace length had significant variations between 2015 and 2017, from 6 
to 15 meters (Figure 5.9), although water depths at the terrace toe remained within a 
relative narrow range.
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The vertical heterogeneity of the bank likely formed during the past migration of the 
meander bend (Figure 5.5), which was interrupted after river canalization. Scroll bars 
across the current channel alignment determined sand deposits with a swale-ridge 
topography lying about the elevation of the present regulated water level.

Above these non-cohesive sediments, finer deposits filled the topography up to the 
higher elevations of the current floodplain. The differences in upper-bank retreat can 
be explained by slight variations in the elevation of the transition between these soil 
layers, so stretches with a deeper cohesive stratum present less retreat due to a greater 
erosion resistance, and on the other hand, a slightly higher interface produced faster 
erosion of the sand layer, causing cantilever failures and faster overall retreat.

Figure 5.8. Bank profile at km 180.460, Neerloon, showing upper-bank erosion and deposition 
over the terrace (note 2:1 vertical distortion).

Figure 5.9. Terrace lengths and toe water depths after two years of riprap removal at Neerloon 
and Sint Agatha reaches, compared to Oeffelt cases after seven years of restoration (see Figure 
4.11 for coloured series).
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The bank morphology with moderate terrace extents and slopes (Figure 5.9) presents 
characteristics of an early to intermediate development stage. The upper-bank material 
accretes the lower bank and terrace with sand and cohesive slump blocks, which do 
not completely disaggregate before being transported downslope (Figure 5.7a,d). 
Instead, the blocks roll down over moderate slopes and are exposed to longitudinal 
flow and primary-wave currents, due to moderate terrace lengths and the absence of 
salients. The absence of vegetation growing at the upper-bank toe indicates high erosion 
rates, especially in areas dominated by sand-layer response, or high shear stresses, 
particularly important at locations where bank erosion is dominated by the cohesive-
layer behaviour.

The terrace geometric relations at Neerloon differ from those at Oeffelt (Figure 5.9), 
especially for the longest ones. The cross-sectional redistribution of the sand deposits 
from the upper bank to the terrace raise the toe elevation and, in many cases, extend 
the terrace length through lower-bank depositions. In other words, the water depths at 
the toe and terrace lengths do not mainly respond to erosion processes, as in Oeffelt, 
but are also dependent on accretion. The dynamics of non-cohesive sediment deposits, 
as the case of Sint Agatha gravel layer, depend on sediment transport relations driven 
by flow and ship waves, so that the temporal cross-sectional development of bank 
profiles is affected by such processes. In addition, seepage may also increase erosion 
rates of the sand layer (Section 1.2.3).

Given the fact that the sand layer appears to dominate the soil composition at the 
minimum regulated level, the long-term bank profile development will be determined 
by the morphological response of such lithology to deep primary waves, while the upper 
layer will affect the temporal development. The resulting terrace slope will then defined 
by a transverse dynamic equilibrium, as described above for gravel layers (Section 5.1.1). 
The occurrence of floods inducing significant shear stresses at the terrace toe will affect 
the equilibrium depth and possibly the location of the toe across the river section, so 
that shear stresses remain within a range that are compatible with cycles of sediment 
deposition and erosion over the years.

Furthermore, depending on the extent of the ridge-swale topographic modulation of 
soil layers across the bank, defining the soil erodibility near the regulated water level 
at this reach, the equilibrium bank profile may encounter mixed regimes of terrace 
characteristics defined by the different soil compositions intercepted by the bank 
profile.
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5.1.3. CURRENTS AND RIVER PLANFORM: CASE AT THURNHAUFEN, DANUBE 
RIVER
The re-naturalized Thurnhaufen bank is located on the left side of the Danube River, 
4 km upstream of the Austria-Slovakia border. At this location, the Danube River has 
moderate nival regime, with mean discharge of 1,930 m³/s, a bankfull and maximum 
navigable discharge of 5,060 m³/s, and a 100-year return period peak of 10,400 m³/s 
(Liedermann et al., 2014). The average water level is 137.8 m a. A. (meters above 
the Adriatic), which can range from 135.25 to 144.80 m a. A. (www.noel.gv.at/
wasserstand/). The river reach where Thurnhaufen is located, was channelized in the 
late 19th century for navigation, and yet has unregulated water levels and free flowing 
conditions. This area currently belongs to Donau-Auen National Park, established in 
1996 and subject to several restoration projects since then. The main channel keeps 
serving as waterway for 14,000 passing vessels per year (Danube STREAM, 2019).

Thurnhaufen bank extends along an inner bend from km 1885,75 to km 1882,90, 
opposite to the town Hainburg an der Donau (Figure 5.10a). Completed in 2006, re-
naturalization involved the upper bank only, i.e. above 137.5 m a. A., to ensure the 
main channel stability. The floodplain level is at 143.0 m a. A., which means that re-
naturalization covers 5.5 m of bank, measured in vertical direction. Water levels stay 
above the protected lower bank for 60% of the time, on average. Ship waves may then 
frequently reach the re-naturalized bank. Here, focus is on the most upstream kilometre 
of the restored river reach, i.e. between km 1885.5 and km 1884.5, where erosion 
occurred after the removal of bank protection. In contrast, the bend apex immediately 
downstream is a natural depositional area (note point bar in Figure 5.10a).
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Figure 5.10. Thurnhaufen bank evolution after upper-bank protection removal, Danube River. 
(a) 21/03/2006. (b) 02/09/2011. (c) 05/09/2013. (d) 07/08/2015. (e) 16/04/2019. Source: Google 
Earth.

Figure 5.10 shows the evolution of bankline retreat as seen from aerial photographs, 
distinguishable between the first line of trees and the lower-bank protection along the 
original bankline. The latter is noticeable in Figure 5.10b-e given the relatively low water 
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levels. Between early 2006 and the end of 2011, the bankline presented an average 
retreat of 25 m at the centre area of the stretch of interest (Figure 5.10a), with a highest 
retreat of 35 m at the upstream part. Importantly, the bankline shape at the latter zone 
seems to follow the pathway of the upstream groyne tips (Figure 5.10b). Within this 
period, a terrace formed as the upper bank retreated (Figure 5.11).

Figure 5.11. Bank retreat at Thurnhaufen, where Y axis indicates elevation in m a. A. and X axis 
distance in meters (from Habersack and Klösch, 2012).

In 2012, the groynes located upstream of the Thurnhaufen bank were replaced by new 
ones with a different shape and position (compare Figure 5.10b and Figure 5.10c), to 
optimize flow conveyance and reduce bed degradation (Pilot Project Bad Deutsch-
Altenburg, www.viadonau.org). The latter responds to better guided streamlines by 
the curved groynes, which likely created a more efficient cross section with lower flow 
velocities in the channel centreline, reducing the sediment transport capacity. In turn, 
this intervention increased the flow velocity near the groyne tips and downstream bank. 
Figure 5.10b-c show a significant bank retreat within two years (2011-2013), reaching a 
total shift up to 50 m. Within this period, on 6th June 2013, a flood peak of 10,750 m³/s 
occurred. Once more, it is noteworthy the alignment of the new upstream groyne tips 
with the first half of bankline shift within the most eroded zone (Figure 5.10c).

Afterwards, the progression of bank retreat decelerated. From 2013 to 2015 (Figure 
5.10c-d), the terrace lost sediments at the downstream zone but no significant bank 
retreat happened. From 2015-2019 (Figure 5.10d-e), the bank only eroded locally, 
downstream of the most retreated area in 2013 and in the direction of the groyne tips, 
i.e. following the previously observed pattern (Figure 5.10b-c). Between November 
2013 and April 2019, flood events reached 5,000 m³/s.

Despite deep drawdowns induced by passing vessels, recorded up to 0.45 m in this river 
reach (Liedermann et al., 2014), the studied bankline seems to have followed a retreat 
pattern driven by currents. The flow impinged against the initial location of retreat 
(Figure 5.10b) guided by the position of upstream groyne tips, whose efficiency was 
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possibly improved after the new design. Bank erosion followed this straight alignment 
until 2019 (Figure 5.10e). The dominant role of currents on upper-bank erosion is also 
supported by the evolution of terrace sediments, whose erosion progressed from 
upstream to downstream direction. Therefore, at this stage of bank development, 
currents appear effective in entraining bank material, producing bank instability, and 
transporting slump blocks and sediment away, covering the full erosion cycle. A rather 
parallel bankline retreat (see e.g., Figure 5.1 or Figure 5.5) would have favoured the 
hypothesis of erosion dominated by ship waves. Hence, the terrace topography at this 
case study is not only shaped by ship waves propagating and breaking over it, but 
significantly by currents flowing over the lower-bank protection.

From a different perspective, the influence of oblique strata from past channel 
migration cannot be discarded, although in such a case a bay-shaped or rounded 
transition between the original bankline and a strong stratum would be expected. 
Nevertheless, this would not prevent currents from carving through different strata 
strengths if exerted sufficiently high shear stresses (see e.g., Figure 4.9c). Despite a 
potential influence of lithological spatial variations, which cannot be confirmed without 
specific data, the bankline does not seem to follow a clear pattern determined by those, 
as it does the path of groyne tips guiding intense currents. The latter also explains the 
erosion of sediments from the terrace in downstream direction.

The hypothesis presented herein suggests that currents during flood events shape 
the upper bankline. The location of the bank in the river planform then represents a 
primary cause of bankline retreat, defining the exposure to steered currents. Ship waves 
contribute to erosion rates and terrace evolution for as long as deep primary waves 
reach the upper bank, which in the long term can further shift the bankline shaped by 
currents. The bank in this case study presents closely spaced trees on the floodplain 
that increase bank stability and resistance against entrainment. An equilibrium at 
Thurnhaufen bank could eventually be reached with a fixed lower bank, when ship 
waves and current do not exert sufficient loads far behind the lower-bank protection 
to further surpass the upper-bank resistance, enhanced by dense root systems.

5.1.4. UNREGULATED WATER LEVELS: CASES AT WORMS (RHINE RIVER), 
STEINMAUERN, (RHINE RIVER), FORTMOND (IJSSEL RIVER), AND TIEL (WAAL 
RIVER)
This section analyses two bank profiles of the Rhine River in Germany and another two 
at its downstream branches, the Waal and IJssel Rivers, in the Netherlands. The main 
differences between unregulated and impounded rivers are the unrestricted fluctuation 
of water levels and higher flow velocities throughout the year. In this section, terrestrial 
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photographs after bank protection removal are used to identify early morphological 
responses under those conditions. After a description of bank profiles, observations are 
analysed and interpreted. The focus is on the scarp and mild sloping part of the bank, 
or above the lower-bank protection when existing.

Worms, Rhine River
The re-naturalized right bank of the Rhine River is located near Worms, between km 
441.475 and km 441.600, in a rather straight reach. Here, the main channel is 300 m 
wide, with a mean discharge of 1,410 m³/s and a 100-year flood of 6,300 m³/s (http://
undine.bafg.de). The mean water level is 86.25 m. a. NHN (meters above NHN, German 
reference level), with regular fluctuations of 4.95 meters (www.elwis.de). This bank is 
composed by gravelly sands covered by c. 2 m layer of alluvial clayey deposits (Heibaum 
and Fleischer, 2015). Bank protection was removed in December 2011 when also the 
bank slope was reduced from 1:3 to 1:7. In 2015, Heibaum and Fleischer (2015) reported 
toppled trees and a dislodged shrub caused by bank erosion, which also uncovered 
some old rubble part of former protection works. In April 2016, the bank presented 
large woody debris and some remains of the old rubble, partially protecting the mild-
sloping and short (~10 m) terrace (Figure 5.12a). The scarp was slightly undermined 
presenting signatures of seepage erosion.

Figure 5.12. Unprotected upper banks in the Rhine River. (a) Test section near Worms on 
12/04/2016, after riprap removal in 2011. (b-c) Section between groynes near Steinmauern on 
23/03/2019, after protection removal in 2013 (courtesy of Petra Fleischer).
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Steinmauern, Rhine River
Bank re-naturalization near Steinmauern was performed in 2013 on the right side of 
the Rhine River, from km 343.550 to km 343.800. The mean discharge at Maxau am 
Rhein, 18.5 km downstream, is 1,250 m³/s, the 100-year flood 5,300 m³/s. The mean 
water level in the study area is 102.79 m. a. NHN, with normal fluctuations of 4.26 m. 
The fairly straight river reach near Steinmauern has regularly spaced groynes of variable 
length at one or both banks that reduce the effective channel width from 230 m to 150 
m during low flows (note one submerged in the background of Figure 5.12b), but not 
opposite to the re-naturalized bank. This is composed by gravel and sand, with alluvial 
loam at the top. In 2013, the protection above 102.3 m. a. NHN was removed, the slope 
changed from 1:3 to 1:7, and the surface covered with a layer of 63 mm to 180 mm 
stones (Petra Fleischer, personal communication). In 2019, the bank presented a milder 
terrace and a scarp (Figure 5.12b-c), evidencing terrace erosion and upper bank retreat.

Fortmond, IJssel River
The re-naturalized bank is located on the left side of the IJssel River, the Netherlands, to 
the south of the village Fortmond. Here, the IJssel River is 100 m wide between opposite 
groynes. The mean river discharge is 390 m³/s, the bankfull 750 m³/s, and 100-year 
floods reach 1,900 m³/s (Reeze et al., 2017). Water levels can range up to 6 meters. 
Yearly commercial ship passages are 8,000 at the nearby city of Olst. Bank protection 
were extracted between groynes along 1,050 m of an inner bend (Figure 5.13a), but 
the stretch of interest and focus of study is only on the downstream 280 m between 
the last two groynes, since upstream groynes have a spacing of 70 m and a stronger 
influence on bank morphology. This bank presents a composite structure, consisting 
of a top cohesive layer of 1-2 m clayey sand above a sand stratum. Figure 5.13b shows 
these different strata soon after protections were removed in 2010. Later in 2016, the 
bank showed signs of erosion through the lowering of the sand stratum, the formation 
of a composite scarp of c. 1.5 meters, and the partial coverage of the sandy terrace 
with slump blocks from the upper cohesive layer (Figure 5.13c).
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Figure 5.13. Re-naturalized bank opposite to Fortmond, IJssel River. (a) Bank location, with star 
showing where photos of panels b and c were taken. (b) Upstream view on 13/04/2010, after 
protection removal (courtesy of Margriet Schoor), and (c) during site visit on 22/03/2016, with 
Maarten Kleinhans, Wim Uijttewaal, Margriet Schoor, and Alessandra Crosato.

Tiel, Waal River
The freely eroding bank resulted from the excavation of a side channel in the left 
floodplain of the Waal River downstream of the city of Tiel. It is located at the second 
of three consecutive longitudinal training dams constructed in 2014 along this river 
reach (Figure 5.14a). The main branch of the Rhine River conveys an average discharge 
of 1,600 m³/s and a bankfull discharge of 3,400 m³/s. Water levels can range up to 
8 meters. The main channel width between groynes is typically 230 m. Commercial 
navigation in this reach produces 88,000 ship passages every year.

Longitudinal training dams (LTDs) can be regarded as large-scale pre-banks (see Section 
1.2.5) since they separate the main navigable channel from the riverbank, particularly 
covering a significant extend of the river width for a distance of several river widths. The 
LTDs at the Waal River, in particular, generate side channels of approximately a quarter 
of the main channel width and extend along more than 10 main channel widths. This 
allows for potentially significant morphological interactions between both channels in 
the long term (Le et al., 2018), although the inlet of side channels conditions the entry 
of discharge and sediments (de Ruijsscher et al., 2020).
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Figure 5.14. New bank behind longitudinal training dam near Tiel, Waal River. (a) Bank location, 
with star at km 917.5 indicating where photos of panels b and c were taken (source: Google 
Earth). (b) Upstream view on 19/12/2015 and (c) on 10/05/2016. Courtesy of Frank Collas.

The focus here is on the second kilometre of the second LTD, whose total length is 3.2 
km. The bank has a composite structure with a top cohesive layer of approximately 1 
meter and a lower sand stratum (Figure 5.14). Ship waves are able to reach the upper 
elevations of the bank, propagating over the LTD during high water stages. Figure 5.14b 
shows the bank profile approximately a year after construction. After winter and a 
part of autumn, within which a flood of 3,500 m³/s took place, the profile appeared 
with a steeper slope and a higher scarp (Figure 5.14c), indicating that erosion occurred 
during the previous five months. Slump blocks were present at the upper-bank toe, 
and undermined sections of the upper layer were also observed (Frank Collas, personal 
communication).

Interpretation of observations
The cases considered above indicate a common pattern of erosion through the lowering 
of the profile and the formation and retreat of an upper bank or scarp. In presence 
of lower-bank protection, as in the cases of the Rhine River, the lowering of the bank 
results in the formation of a terrace whose slope tilts around the fixed toe. Once a scarp 
is formed, the bankline retreats through sequential failures. In case of fully unprotected 
banks, as those in the IJssel and Waal Rivers, the lower bank may freely shift affecting 
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the upper bank morphology. For instance, the mean water depth and width of a 
side channel behind a LTD respond to morphodynamics at larger scales, through the 
exchanges between main and side channels. This process may eventually lead to an 
equilibrium width and a stable lower bank, from which an upper profile might evolve 
responding to local erosion mechanisms, such as those driven by waves or seepage.

The contribution of individual factors to the observed bank erosion cannot be quantified 
without detailed field data. Still, considering the different settings of the case studies, 
interpretations of respective effects can be done based on previous analyses. For 
example, considering the bank position at the downstream end of an inner bend (Figure 
5.13a), the sloping bank at Fortmond (Figure 5.13c) possibly responded to the action 
of ship waves and currents, with a likely lower contribution of the latter. The presence 
of upstream groynes further reduced near-bank velocities at the stretch of interest. In 
such a case, primary and secondary waves were dominant drivers forming the sandy 
terrace. On the other hand, the Tiel case had a threshold for wave penetration given by 
the LTD. Therefore, the steepening of the sandy sloping bank likely resulted from erosion 
produced by flow, since no significant return currents were present due to absence 
of commercial shipping in the side channel. The upper-bank toe, however, presented 
a sandy scarp (e.g., Figure 5.14c) associated with wave runup in coastal beaches (van 
Bemmelen et al., 2020), for which wave attack during higher flows probably took place.

The presence of cohesive slump blocks and collapsed upper banks (Figure 5.12c, Figure 
5.13c, and Figure 5.14c) are the indication of a bank retreat event that previously 
happened. The processes that can explain the erosion of composite banks include upper 
layer instability by wave attack or rapid water level drawdown, and faster erosion of 
the non-cohesive layer undermining the upper layer until failure (see Sections 1.2.2 and 
1.2.3). The latter mechanism can be triggered by wave- or current-induced entrainment 
and by seepage erosion, particularly during flood recession. All four cases appeared 
with signatures of seepage erosion, such as eroded sandy layers and undermined upper 
cohesive layers. This erosion mechanism probably increased retreat rates at these case 
studies due to the composite structure of the banks, unlike the Oeffelt case where 
seepage did not have a significant role.

Ship waves seem to shape riverbanks with steeper slopes in absence of a prevailing 
water level (Figure 5.13c). In highly regulated rivers like the Meuse, a terrace was 
carved through cohesive banks with increasingly mild slopes as retreat progressed. 
The Fortmond case presents a rather steep bank slope even with a sand stratum. This 
may be the situation at an early stage in the bank evolution, presenting a slope that 
might decrease in the long term. Still, the erosive effects of ship waves can act at a 
larger range of elevations throughout the year, spreading the loads over a larger surface. 



163

Discussion

Ship waves do not have significant dissipation without a mild sloping terrace. It seems 
then reasonable to expect erosion at varying elevations that lead to steeper slopes 
compared to those shaped with controlled water levels, also considering that lower 
layers destabilize upper layers.

In the long term, freely eroding banks in unregulated rivers develop a mild terrace from 
a mean low water level. As non-cohesive sediments normally lay at lower levels sorted 
by alluvial deposition, a long-term equilibrium profile seems plausible as a transverse 
dynamic equilibrium with mobility close to critical values. Such system would be subject 
to longitudinal processes of sediment transport that in turn depend on reach-scale 
morphodynamics. In settings with restricted longitudinal mobility, such as groyne 
fields, the conditions for transverse equilibrium would be met. Stratified cohesive 
upper banks may reach an equilibrium with different slopes according to individual 
erosion resistances. Finally, the establishment of dense vegetation in the long-term 
or the presence of gravel layers can change ultimate retreat magnitudes by increasing 
thresholds for entrainment.

5.2. HOW TO COMBINE NAVIGATION, REDUCED EROSION AND MORE 
NATURAL BANKS?
The re-naturalization of banks aims to improve the river ecological status through an 
increase of hydromorphological diversity and the reactivation of bank dynamics. Freely 
eroding banks in navigable rivers are exposed not only to flow but also to ship waves, 
which are responsible for the formation of new shallow areas. In the case study at 
Oeffelt, long-term bank retreat induced by deep primary waves is expected in the order 
of tens of metres, approximately ranging from 20 to 60 m, depending on soil erodibility 
(Figure 4.16). During the intermediate stages of bank development, vegetation at upper-
bank toe is subject to high ship wave loads (Section 4.4.3), despite being at a favourable 
position for stability (Section 1.2.4). Waves hinder the growth and survival of vegetation 
in diverse lithologies, including highly cohesive banks, where ship waves exert high loads 
on the terrace and upper-bank toe, and weakly cohesive banks, where erosion rates 
dislodge or prevent vegetation establishment.

As a consequence, the possibility that eroding banks offer to diversify the 
hydromorphology in highly trained rivers, and to enhance habitat variety for flora and 
fauna, is threatened by the existence of high loads on the new shallow water areas. 
Furthermore, primary waves perturbate this habitat structure with a moving water line 
and high velocities, resulting unfavourable for young-of-the-year fish and inappropriate 
for early-stage larvae (Schludermann et al., 2014). Negative effects of ship waves involve 
shoreline ecosystems too, where invertebrates show a decrease of growth rates (Gabel 
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et al., 2017). However, at some river sections, the restoration of erosion processes 
recreated vegetation dynamics of growth and uprooting, which is considered a positive 
biotic response (Hetfield et al., 2007).

Vegetation cannot control erosion under these conditions, as neither do slump blocks. 
They extend the duration of the erosion cycle, but cannot stop it. Erosion progresses 
when shear stresses exceed thresholds for entrainment of reinforced soils or slump 
blocks. The effectiveness of the temporary delay depends on the type of substrate and 
roots. For example, cohesive soils significantly increase their erosion resistance when 
permeated by woody roots, as more sandy soils do with fibrous roots (see Section 
1.2.4). Moreover, trees at floodplain level showed a primary dependence on substrate 
type leading to diverse responses to erosion drivers (Section 3.6.2). This implies that 
re-naturalization projects need to consider the local substrate in order to expect a 
significant reduction of erosion rates caused by grown, and preferably dense (Section 
1.2.4), vegetation.

Vegetation establishment at upper banks likely takes place once a well-developed terrace 
forms, thus in the long term. Depending on lithological and ship traffic characteristics, 
that stage may take decades to be reached. From a managerial perspective, it may 
be convenient to reach ecological targets in shorter terms. An option for that aim is 
to reduce the dominant drivers of bank erosion in order to increase the windows of 
opportunity for plants to grow and withstand (or recover from) remaining loads. The 
actual establishment naturally depends on the availability of appropriate soil, nutrients 
and climate conditions as well.

Strategies can be specifically defined to settings with regulated levels, where ship waves 
are confined to a narrow range of elevations during most of the time, and currents 
gradually reduce exerted shear stresses on upper banks as retreat progresses. Since 
waves dominate upper-bank toe erosion once a well-developed terrace is formed, with 
deep primary waves inducing the highest loads, a sensible approach seems offered by 
an armoured pre-bank at the terrace toe, slightly below the regulated level (e.g., 0.20 
m for Oeffelt case). A slightly submerged pre-bank has a number of positive functions:

•	 A significant reduction of the impact of primary waves, by limiting the highest 
drawdown to the submerged depth of the pre-bank, and therefore the maximum 
transverse energy gradient and the available volume for water exchange 
between the side and main channels.

•	 The pre-bank acts as submerged breakwater for both primary and secondary 
waves, reducing their energy before reaching the upper bank.
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•	 Vegetation has a larger window of opportunity to grow at the upper-bank toe 
due to less hydrodynamic disturbance (Caponi et al., 2019).

•	 Fishes can surpass the pre-bank and reach calmer zones.

•	 The gap above the pre-bank enables flow exchanges during low flows.

•	 Low waves can surpass the pre-bank, aerating the water through breaking or 
reaching the upper bank toe, which possibly keeps a low degree of active bank 
dynamics.

•	 Stone pre-banks can serve as habitat for mussels providing biofiltration (Collas 
et al., 2020).

It is advised to optimize this type of intervention in terms of length, inlets and outlets 
to the secondary channel (Boeters et al., 1997), as well as for the case of LTD. Other 
strategies have been suggested in literature to reduce loads on banks, such as improved 
hull designs and speed limits for vessels (Söhngen et al., 2008; Gabel et al., 2017; Scarpa 
et al., 2019). The latter particularly requires consensus, legislation, and control to be 
implemented.

One of the consequences of eroding banks is the sediment yield to the river, which 
may deposit on the riverbed and affect minimum depth for navigation. The deposition 
on the main channel is expected larger during the initial stages of bank development, 
when currents still have a significant contribution in all phases of the erosion cycle 
(Section 4.4.3). This is due to the fact that slump blocks do not completely disaggregate 
on the terrace before being transported away, so that the mud fraction which could 
otherwise become wash load forms blocks that increase the bed level. At later stages 
of bank evolution, the main contribution to lower bank accretion is the sand fraction of 
the upper bank. If interventions such as pre-banks are planned to reduce wave loads, 
upper-bank erosion should be already low before implementation, so that sediment 
yield is not too larger before vegetation can colonize the upper bank toe.

Large-scale restoration, as those performed in the Meuse and IJssel Rivers in the 
Netherlands, can consider a variety of measures to set the most appropriate for each 
stretch. This concerns ecological targets and structural requirements for other river 
uses. Each stretch may present different local bank characteristics, such as lithology 
or location in the river planform, which make some approaches more convenient than 
others to optimize river functions. In this regard, an estimation of the final retreat with 
the proposed model (Section 4.4.4) may help to make such assessment, for instance, to 
differentiate freely eroding banks from those that require some degree of protection, 
e.g., with technical-biological alternatives (Section 1.2.5). The necessary steps to apply 
the current version of the model are:
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•	 Identify soil cohesion from the range -1.00 m to +0.50 m with respect to the 
minimum regulated water level.

•	 Estimate critical shear stress for entrainment, e.g. with Equation 3.6.

•	 Measure ship waves at the river reach or estimate deepest drawdowns, e.g. 
with CIRIA et al. (2007).

5.3. MODELLING SHIP-INDUCED BANK EROSION
Modelling riverbank erosion driven by ship waves entails the representation of 
the characteristic terrace in regulated rivers, or a mild-sloping bank in unregulated 
conditions. A bank terrace evolves over time, with a decreasing slope as the upper bank 
retreats. This affects wave propagation and breaking, and therefore, bank retreat has a 
dependency on the non-linear interaction between the terrace morphology and wave 
transformations. These effects are not included in the schematization of BEM (Verheij, 
2000), which requires a constant terrace slope as input parameter, conditioning its 
predictive capacity. On the other hand, the Ship-Induced Riverbank Erosion Model 
proposed in this thesis (SIREM for simplicity) does account for the morphological 
adaptation of the terrace which responds to the depth-dependent wave shear stresses, 
resolving the interaction between bank shape and ship waves. Furthermore, the lower 
bank in SIREM is not fixed as in BEM, which enables the adaptation of the terrace toe 
to acting loads.

The assumption of both BEM and SIREM to consider homogeneous banks is 
substantiated by the fact that the soil composition close to the minimum regulated 
water level is a decisive factor for bank retreat rates and the final bank configuration. 
That assumption appears then reasonable when banks present a rather homogeneous 
composition near the controlled level and the parameters for bank strength (cE or τc-e) 
are chosen to characterize this location. This is a clear advantage of modelling regulated 
rivers compared to unregulated cases. An important difference between BEM and 
SIREM, however, is that SIREM includes both primary and secondary waves as erosive 
agents. The former turned out to exert the highest shear stresses on the bank, defining 
the long-term equilibrium of the bank morphology. This is thus a fundamental factor 
to consider in a ship-induced bank retreat model, which is not incorporated in BEM.

The approach to represent the temporal evolution of bank retreat significantly differs 
between BEM and SIREM. The first explicitly proposes a temporal evolution of bank 
retreat (Equation 1.3) while SIREM focuses on long-term equilibrium, despite accounting 
for the terrace development. For that reason, the current reproduction of bank erosion 
rates by SIREM is poor (Duró et al., 2020c) and requires further changes and calibration 
to improve the prediction of temporal bank retreat. The next section discusses possible 
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improvements to achieve a more realistic estimation of bank retreat rates, and in turn 
a potentially more accurate prediction for long-term equilibrium. Section 5.3.2 later 
analyses how this model can be extended for its application to unregulated rivers.

5.3.1. BANK EROSION RATES IN REGULATED RIVERS
SIREM estimates the ultimate bank retreat through the temporal morphological 
evolution of the bank profile, in regulated rivers. Intermediate development stages 
result from the morphological adaptation to sequential waves. The proposed 
model reproduces reasonably well, both in qualitative and quantitative terms, the 
bank geometry of measured bank profiles by accounting for the effects of essential 
driving processes and factors. Single wave heights are able to represent intermediate 
morphological stages (e.g., 2017 profiles used for calibration in Figure 4.15), despite 
the simplified approach. However, in order to predict specific intermediate stages of 
bank retreat, it is unknown in advance what the dominant wave height or respective 
frequency of occurrence is. This is a major shortcoming from a practical perspective.

In order to overcome this limitation, which considers unlimited numbers of single wave 
heights until an equilibrium profile is reached, future improvements to SIREM can 
incorporate the actual number and timing of different ship waves. A possible approach 
is to use time intervals that capture typical intra-annual variations of ship traffic, such as 
monthly time series that are statistically representative of the type, height, and number 
of ship waves. Chronological sequences would then affect the non-linear morphological 
bank evolution (Southgate, 1995), for which a sensitivity analysis with different series 
would be desirable. This model upgrade requires the recalibration of the erodibility 
coefficient ε, which should be separately determined for different bank strengths (see 
Section 4.3.4) to obtain more accurate results. This approach would likely achieve more 
accurate estimates of long-term bank equilibrium too, because more realistic ranges of 
wave characteristics will affect ultimate bank retreat through the non-linear response 
of the bank morphology.

A next stage to improve the predictive accuracy of bank retreat rates is to include 
processes that significantly affect them, through their effects onτb and τc. There are 
particularly two whose inclusion would cover broader conditions and potentially result 
in more accurate predictions. The first is flow-induced erosion during floods. Shear 
stresses induced by currents during floods can be especially relevant at initial stages of 
bank development (Section 4.4.3). These can be estimated, for instance, over compound 
cross-sections following Kordi et al. (2015) and setting representative hydrographs and 
varying water levels, or by coupling SIREM with a hydrodynamic model as was done 
with other bank erosion models (e.g., Gibson et al., 2015). The second are upper-bank 
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erosion processes which involve three phases (Section 1.2.2). These are complex to 
represent and would require many more data from the banks than the current version 
of SIREM, which absorbs their effects in e and the maximum slope Smax (Section 4.4.4).

The following should be considered if the effects of upper-bank erosion processes are 
to be implemented in SIREM:

•	 The moment of geotechnical instability. The case studies showed that mass 
failures mostly happen due to wave-driven undermining or are induced by water 
level fluctuations. A model as BSTEM (Langendoen and Simon, 2008; Lammers 
et al., 2017) could be adapted and coupled to compute the timing, type and 
size of failures.

•	 Slump-block degradation and transport on the terrace. Wasted bank material, 
which could be of diverse compositions if incorporated in the mass failure 
module, delay bank retreat. This is especially important for long terraces where 
longitudinal transport during floods is low or null. This implies the computation 
of slump-block dynamics produced by both ship waves and currents. Such 
challenge could be initially addressed by a Shield’s type of approach (Equation 
1.1; Verheij, 2000; Eke et al., 2014). Furthermore, block degradation induced by 
currents and waves are important mechanisms too. This would also require new 
insights on the physical processes of degradation and transport of slump blocks.

•	 Entrainment at steep banks. Expressions that represent shear stresses by waves 
onto steep and vertical surfaces are necessary to incorporate erosive processes 
induced by impinging waves (e.g., Bullock et al., 2007). This happens at early 
development stages and notably later, once terrace level at the bank toe has 
eroded sufficiently and slump blocks are removed, so waves do not break before 
reaching the bank scarp (see, for instance, Figure 1.8b).

The presence of grown vegetation at the bank toe reduces erosion rates by attenuating 
wave loads and strengthening the soil (e.g., Coops et al., 1996). This was also observed in 
this research at banks with extended terraces (e.g., Figure 4.12b). Vegetation dynamics 
with their effects on hydrodynamics and soil strength may be incorporated in SIREM as 
understanding of those processes and conditions for vegetation growth and uprooting 
increases (Edmaier et al., 2011; Gorla et al., 2015; Bankhead et al., 2017; Calvani et al., 
2019). For example, formulations for root growth rates, critical rooting length, and 
shear stress reduction by stems can be implemented (Pasquale et al., 2012; Chen et 
al., 2018; Bau et al., 2019). Nevertheless, biomorphodynamic models still have a high 
degree of uncertainty for quantitative assessments, given the complex nature of the 
processes involved (Bertoldi et al., 2011; Tron et al., 2015; Tinoco et al., 2020) and lack 
of accurate models for specific processes, such as the increased resistance of root-
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permeated soils to flow erosion (Zen and Perona, 2020). As a result, incorporating 
vegetation dynamics will not yet result in more accurate quantitative predictions of 
the bank terrace temporal development.

Only at few locations of the analysed cases vegetation was found to grow at the 
bank toe. Relatively low hydrodynamic perturbances and erosion rates are necessary 
conditions for growth (Section 4.4.2), but other environmental factors such as soil type, 
moisture conditions, and seed dispersal are also decisive (Gurnell, 2014), for which 
growth becomes largely uncertainty. Incorporating vegetation dynamics on SIREM can, 
however, serve to assess appropriate timing to plant vegetation or cuttings at the bank 
toe, with the intention to increase the opportunity to colonize the upper bank or to 
analyse strategies to reduce or control erosion (van Batenburg, 2020).

5.3.2. BANK EROSION IN UNREGULATED RIVERS
The application of SIREM to unregulated rivers requires recalibrating the current version 
to improve the estimation of erosion rates, particularly through ship wave statistics, 
as discussed in the previous section. Given that the non-cohesive layer of composite 
riverbanks is normally exposed to waves and currents without controlled water levels, 
SIREM needs also to be further developed to account for sediment transport across 
the bank, and thus for mass balance. Different formulae for bedload transport could 
be applied, as well as expressions for suspended sediment transport, driven by both 
currents and waves (see e.g., Deltares, 2020). The latter mode of transport is common 
for mudflats, where fine sediments prevail and profiles maintain a dynamic equilibrium 
in a yearly time scale, despite seasonal variations (van der Wegen et al., 2019). Lower 
layers of riverbanks usually contain sand and gravel due to former alluvial depositional 
sequences, for which the inclusion of only bedload transport appears a first reasonable 
approach to model composite bank erosion induced by ship waves.

The addition of a non-cohesive layer in SIREM requires a new scheme for stratified 
banks. Although lower layers are likely responsible for the largest proportion of bank 
retreat at long-term equilibrium, the upper cohesive strata also affect the final retreat. 
Both cohesive and non-cohesive layers should then be represented, whose relative 
thickness will influence the shape of equilibrium profiles and retreat magnitudes. 
Furthermore, statistically representative water level series should be considered 
as model input. Over variable water stages, primary and secondary waves should 
propagate and impact the bank. It is particularly important to include the effects of 
different water depths on the generation of primary waves, since ship blockage in the 
river section and the distance to the bank are key factors to produce the Bernoulli 
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effect causing the drawdown. Empirical formulae could be used for this, such as the 
ones proposed by CIRIA et al. (2007).

The application of SIREM to unregulated rivers could also benefit from the inclusion 
of more processes, as for regulated rivers (Section 5.3.1). Relevant ones are effects 
of erosion processes of the cohesive layer (mass failure, slump-block dynamics, 
entrainment at steep slopes) and longitudinal sediment transport produced by 
currents. For the latter, coupling with existing hydromorphological river models may be 
a convenient strategy, as these can consider the river planform and flow obstructions, 
such as groynes. More complex versions could include other processes affecting erosion 
rates, such as vegetation dynamics or seepage, induced during flood recession or by 
excess pore water pressure during primary wave drawdown (Heibaum, 2002).

Section 5.3 shows that SIREM has the potential to increase its predictive accuracy, 
for both retreat magnitudes and rates, and cover different river settings. There are 
a number of approaches, models, and formulations already available that can be 
implemented. As the understanding of physical and biological processes expands, 
further mechanisms can be incorporated in the future. The next chapter presents the 
conclusions of this thesis and indicates recommendations for prospective research.
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6.1. CONCLUSIONS
This thesis provided novel insights into bank erosion processes occurring in regulated 
navigable rivers, explained the morphological evolution of bank profiles, and developed 
a model that represents the observed morphodynamic behaviour and estimates long-
term retreat.

To achieve these goals, a recent technique to capture geomorphic changes was 
successfully applied to measure the three-dimensional complexity of riverbanks along 
a considerable extent. Particularly, a methodology was proposed to apply structure 
from motion photogrammetry with photos taken from an UAV to combine two scales 
of analysis: the reach and process scales. The technique is fast to deploy in the field 
and surveys reach-scale riverbanks in sufficient resolution and accuracy to quantify 
bank retreat and identify morphological features of the complete erosion cycle. This 
enables the characterization of bank erosion at the process scale, including the spatial 
distribution and timing of different erosion phases. Minimum requirements of paths, 
camera perspectives, number of photographs, and distribution of ground-control points 
were identified in order not to reduce the precision potential of a single UAV flight. This 
methodology allows practitioners to survey banks with UAV for monitoring and design.

In a second research step, the distinct bankline patterns of the Meuse River were 
unravelled, linking past large-scale river migration with present geomorphological 
features and erosion rates at single cross sections. The oblique alignment of the 
river canalization with respect to the orientation of depositional layers of varying 
compositions, defined during former channel meandering, led to the formation and 
asymmetry of large embayments. The patterns appeared above the controlled water 
level whose frequent occurrence determined the persistent attack of ship waves at 
that elevation. Ship waves shaped a mild sloping terrace across bank profiles of diverse 
lithologies, each having own geometrical proportions. Isolated trees on the floodplain 
only locally delayed erosion rates, which primarily depended on the lithology near the 
minimum regulated water stage. The inherited geology before the canalization thus 
largely controlled the bank dynamics, in contrast to freely meandering rivers where 
banks are continuously created and eroded by contemporary fluvial processes.

The analysis of bankline evolution and erosion processes revealed the active role of 
ship waves on erosion progression, even at well-developed terraces. Currents initially 
contribute to all phases of the erosion cycle, but they gradually decrease exerted shear 
stresses on the upper bank as the terrace elongates. Their later role at intermediate 
stages of development is reduced to the destabilization of steep high banks through 
water level fluctuations, without capacity to transport slump blocks. Bank profiles 
with diverse erosion magnitudes at Oeffelt showed different stages of morphological 
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evolution after seven to nine years of protection removal. More cohesive banks were 
still at early stages of development, whereas least cohesive banks were already at 
intermediate stages. At the latter, biofilms covered some terrace areas, changing 
entrainment thresholds.

Based on the conceptual framework of bank profile evolution, a model was developed 
that captures the observed non-linear morphodynamics driven by ship waves in 
regulated settings. This new tool estimates long-term retreat by accounting for the main 
erosion drivers and essential mechanisms. Equilibrium bank profiles are reached once 
wave-induced shear stresses fall below the threshold for entrainment of cohesive soils. 
Unlike previous models of ship-induced erosion, the process-based approach enables to 
distinguish the contribution of each factor to erosion. Primary waves exert the highest 
loads on the terrace, shaping long-term profiles and defining ultimate retreat. To apply 
the model, it is necessary to measure or estimate the largest primary wave and the 
soil cohesion at the controlled level, preferably in the range -1.00 m to +0.50 m with 
respect to it.

The above findings are based on cohesive banks in a straight reach of a regulated river. 
The presence of gravel layers in the bank introduces a change in the morphological 
response to ship waves since thick-enough layers can armour lower strata. In such a 
case, the bank terrace can reach a transverse slope in dynamic equilibrium defined by 
grain size, as long as longitudinal currents do not transport the gravel to the lower bank, 
which is especially relevant to consider during large floods. In case of composite banks, 
the lower non-cohesive layer also creates a different response compared to cohesive 
banks, where an eventual dynamic equilibrium of the lower layer becomes necessary 
before a final retreat of the upper cohesive layer is reached.

Considering the above insights, it is important that the planning of bank protections 
removal along a navigable river considers the following aspects. First, the possibilities 
that river functions offer to allow the main channel to experience morphological changes 
and potential lateral migration. Large scale morphodynamics can occur when lower 
banks are allowed to erode and sediments can be transported. Fairways are normally 
required to maintain their dimensions and course, which keeping lower bank protections 
can offer. Such an approach sets the boundary for upper bank dynamics, from which 
morphological changes take place. The depth at which protections are removed defines 
the extent to which ship waves and currents shape the bank. Considering the range of 
analysed cases, a depth of 1.5 meters from a regulated water level enables free bank 
dynamics induced by ship waves. Below that threshold, removing protections does not 
contribute to enhance ship-induced erosion but mainly the effects triggered by currents.
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Second, the position of banks in the river planform defines the magnitude and duration 
of the contribution of currents to erosion. The capacity of currents to act in all three 
phases of the erosion cycle defines the duration of early morphological stages, after 
which ship waves control bank erosion by elongating the terrace. The direct impact of 
currents, especially during high floods, can dominate bank retreat during long periods 
if the river planform steers flow persistently against the upper bank, as at outer bends. 
In such settings, it is expected that intermediate stages of evolution with negligible 
slump-block transport are reached with much longer terraces, and thus time, compared 
to those developed at straight reaches.

Third, the bank lithological composition is crucial to define expectations with respect to 
the speed of morphological evolution, final retreat, and possibilities for vegetation and 
other living organisms to develop. The knowledge of the dominant composition near the 
regulated water level, together with the highest expected waves at a given reach, serve 
to estimate final bank retreat with SIREM and accordingly prepare a reach scale strategy 
that defines the most convenient approach for stretches with similar morphological 
behaviour and available space to develop. Since closely spaced soil sampling and testing 
is expensive for large-scale re-naturalization, an alternative approach is to make few 
cores as first assessment and monitor with an UAV the unprotected banks for the first 
two or three years. The initial trend of erosion patterns becomes then evident (Figure 
3.2) and soil samples can be targeted to stretches with different responses, saving 
economic resources along stretches with similar retreat rates. Once lithological types 
are identified, a map of future long-term retreat is possible to delineate, together with 
a plan to manage each stretch. In this way, the eventual need to reduce or stop erosion 
at sections with future excess retreat is determined in advance, for which methods such 
as submerged pre-banks or nature-friendly protections can be considered.

The development of vegetation at upper banks in unprotected conditions is dependent 
on hydrodynamic, lithological and climatic conditions. Re-naturalized banks increase the 
hydromorphology of rivers, but its potential to diversify and improve the habitats for 
flora and fauna is restricted by persistent disturbance. Therefore, the availability of new 
shallow bank areas does not directly translate into vegetation establishment in the short 
term, being one indicator of the ecological improvement. Continuous erosion processes 
contribute to regenerate dynamics of vegetation growth and decay (succession) at 
certain locations, usually associated with partial protections or a combination of a well-
developed terrace (say >12 m) with proper soil and generally dry conditions.

In order to make the most of re-naturalized banks in terms of their benefits for 
ecological processes and habitat diversity in navigable rivers, the advantages of shallow 
areas with less perturbated zones should be sought. Two phases of interventions are 
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recommended, a first where ship waves freely reach the bank for terrace creation, 
responding to local lithologies, and a second with lowered erosive loads, facilitated by 
slightly submerged pre-banks (Section 5.2). The latter phase increases the possibilities 
for vegetation and fauna to develop. An assessment of when to reduce loads and switch 
strategies, from the erosion phase to quieter areas for nature, is possible considering 
as reference the different terrace lengths of the cases studied herein. Alternatively, a 
further development of SIREM could also provide such estimates (Section 5.3.1).

Unregulated rivers present higher challenges for vegetation to grow at erodible 
riverbanks due to the presence of high currents, ship traffic, and easily erodible sandy 
substrates. As a consequence, natural bank erosion processes have better short-term 
prospects at connected side channels, presenting lower shear stresses and low or none 
navigation. Moreover, at less exposed bank positions, such as inner bends within groyne 
fields or behind longitudinal training dams, the long term morphology likely enables 
vegetation establishment. However, given the lack of long-term observations, it could 
be necessary to use gravel layers or low-intensity measures to reduce erosion rates 
and increase the window of opportunity for vegetation growth, even after significant 
bank retreat.

The knowledge and tools now available create new possibilities for improved 
management of re-naturalized banks in navigable rivers. The progress made helps to 
better understand the contribution of different drivers to bank erosion and to identify 
which factors control retreat at different bank types, stages of development, and 
settings. The new insights explain how to apply SfM-UAV to monitor bank erosion 
processes along river reaches, interpret bankline patterns, assess the role of isolated 
trees in bank retreat, and manage expectations regarding bank retreat and the role 
of vegetation to control erosion. The understanding of erosion processes in regulated 
navigable rivers and the possibility to estimate final erosion magnitudes open future 
opportunities to analyse the river system from a holistic perspective and to find creative 
ways to balance diverse river functions.

6.2. RECOMMENDATIONS FOR FURTHER RESEARCH
Three aspects outside the scope of this research would expand the knowledge and 
applicability of the concepts and tools developed so far.

First, the proposed ship-induced riverbank erosion model (SIREM) can increase its 
accuracy to represent erosion rates and long-term retreat by considering statistically 
representative wave series to recalibrate the erodibility coefficient ε for different 
cohesive banks (e.g., clusters 1-3 in Section 4.3.4). Moreover, the representation of 
erosion rates during early development stages will benefit from including formulae 
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for two additional processes: i) wave breaking over steep slopes (plunging waves); 
and ii) current-induced erosion. Section 5.3.1 elaborates further on these and other 
ideas. SIREM can also expand its applicability to other settings by incorporating a new 
scheme for composite banks, which requires to include processes of sediment transport 
and mass balance. After that, the application to unregulated rivers could be done by 
incorporating ship wave generation with varying water depths, and bank processes 
such as mass failure and slump-block dynamics. Section 5.3.2 explains these concepts 
in more detail.

Second, fundamental research on the following topics would improve the understanding 
of bank erosion in rivers and estuaries:

•	 Dynamics of slump block driven by currents and waves, including different soil 
compositions, sizes with respect to wave heights or water depths, and bed 
slopes.

•	 Quantification and modelling of soil strength increase against flow erosion by 
root systems, including different root types and soil compositions.

•	 Characterization of near-bank hydraulics in presence of root-plate abutments, 
estimating shear stresses and flow detachment and re-attachment, under 
different conditions. The latter may consider various root-plate dimensions with 
respect to channel depth, longitudinal spacings, and root densities.

•	 Morphological and biological development of re-naturalized banks in unregulated 
rivers.

Third, research on strategies to enhance vegetation development on re-naturalized 
banks is recommended, in controlled conditions or test sections in the field. For 
instance, submerged pre-banks for wave reduction could be installed as pilots at the 
toe of well-developed terraces in regulated rivers to evaluate subsequent vegetation 
dynamics, either naturally growing or planted. Furthermore, the optimization of the 
design of such interventions could be done in laboratory experiments, considering 
different inlets, outlets, and submergence.
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Banks constitute important areas for the river ecology. The 
restoration of associated processes of erosion and accretion is 
currently sought to enhance the ecological value of highly trained 
rivers. Navigable rivers particularly present ship-induced waves 
that increase the erosion of unprotected banks. In this context, 
it is uncertain how much erosion occurs in the long term after 
reactivating natural bank dynamics. The combination of complex 
hydrodynamics, fluvial erosion, geotechnics, vegetation growth 
and added resistance against erosion makes a challenge to 
understand and predict the behaviour of this system.

This work presents and analyses systematic field measurements 
in the Meuse River, the Netherlands, to understand the erosion 
of banks in regulated navigable rivers. The deployed methods 
include drones, laser altimetry, dGPS, and acoustic Doppler 
velocimetry. This investigation shows how to measure detailed 
three-dimensional topography of riverbanks, unravels the causes 
of distinct erosion patterns, and defines a conceptual model 
of bank erosion. Based on these findings, a numerical model is 
proposed to predict the ultimate morphological development of 
riverbanks under the effects of ship waves. Recommendations are 
given for managers and practitioners dealing with bank erosion in 
regulated navigable rivers. 


