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Abstract

With the increase of satellite constellations in orbit, the need for a Space Traffic Management (STM) is be-
coming undeniable. Within the scope of STM, an impartial and optimized collision avoidance advice based
on the perspective of two manoeuvrable satellites could encourage more active collision avoidance and pre-
vent on-orbit collisions. Using CDM data and operator input for the setup of the optimization, it was shown
that in-track manoeuvres performed by either one or both of the satellites have a minimum usage of ∆V
in combination with a small displacement and meet the collision probability threshold. Additionally, it was
shown that the use of weights in the optimization cost function can influence the manoeuvre magnitude and
the respective satellite that needs to perform the manoeuvre. Combining this optimization with a linearized
propagation of the satellite states, a quick recommendation can be generated on the manoeuvre options for
both satellites, which could help the development of an STM in terms of an impartial collision avoidance
manoeuvre advice system.
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1
Introduction

Closely after the launch of the first artificial Earth satellite Sputnik 1, which initiated the space race, the United
Nations Committee on the Peaceful Uses of Outer Space was established in 1958. The mission of the committee
was to review international cooperation regarding peaceful uses of outer space, while studying and encourag-
ing space research programmes as well as studying the legal problems resulting from the exploration of outer
space. The aim was to govern the exploration of outer space and to simultaneously benefit all humanity of
peace, security and development.1

Four decades after the launch of this committee a report was published on space debris, from when on-
ward it was understood that the space debris environment poses a risk to the spacecraft that are orbiting the
Earth. In this report, space debris was defined as all man-made objects, including fragments and mission-
related debris. It was already understood that the amount of space debris is growing and at a significant
higher count than the operational satellites in orbit, leading to higher collision risk and increasing potential
risk of damage [1]. Another study was done on the effect of fragmentation events, where a collision including
Earth orbiting satellites could cause a cascading chain reaction, rendering the space environment hazardous
to space flight [2].

The evolution of objects in space can be seen in Figure 1.1. More than 8000 new objects are reported in
orbit, being 40% of the current object count. Only 25% of the total object count are new operational satellites
from the last 12 years, where the resulting objects are mainly debris [3]. Following the most recent numbers,
as of January 1 2020 the catalogued on-orbit fragments from accidental explosions is 60% [4]. Figure 1.1
depicts this growth in the object count, where some sudden spikes can be seen in the count of objects. These
sudden spikes are the result of satellite collisions, intentional as well as unintentional.

The first event happened in 2007, which was an intentional fragmentation event as a result of the test
of an anti-satellite missile test (ASAT) done by China. This anti-satellite missile test destroyed the Chinese
FengYun-1C weather satellite, creating orbital fragmentation debris that would take multiple decades to deor-
bit. The second event in 2009 was a result of two communication satellites colliding, Iridium 33 and Cosmos-
2251, causing a large amount of collision fragments, which again will take multiple decades to deorbit [5].

A recent anti-satellite test was performed by India in 2019, where orbital debris was created that is posing
a significant risk increase to the International Space Station.2 Following this event, it became apparent that
more regulated space traffic rules are needed, as these kinds of actions are posing a large risk to future space
flight. Not only did this event spark a discussion regarding the safekeeping of space flight, a recent collision
risk involving a European Space Agency (ESA) satellite and SpaceX constellation satellite (Aeolus and Star-
link 44) was detected, which again indicated a need for a more centralised system. This collisions risk was
eliminated by performing a successful collision manoeuvre by Aeolus (ESA) about half an orbit before the
potential collisions would take place. It is expected that these kind of manoeuvres involving active satellites
will need to happen more often with the increase in space traffic3, confirming a higher need for Space Traffic
Management (STM).

Looking at the level of technology in the space sector, it can be observed that a recent growth can be
seen. Launch costs are being reduced, granting easier access to space, suborbital flights together with space

1https://www.unoosa.org/oosa/en/ourwork/copuos/index.html
2https://spacenews.com/op-ed-indias-asat-test-is-wake-up-call-for-norms-of-behavior-in-space/
3https://www.space.com/spacex-starlink-esa-satellite-collision-avoidance.html

1

https://www.unoosa.org/oosa/en/ourwork/copuos/index.html
https://spacenews.com/op-ed-indias-asat-test-is-wake-up-call-for-norms-of-behavior-in-space/
https://www.space.com/spacex-starlink-esa-satellite-collision-avoidance.html


2 1. Introduction

Figure 1.1: Evolution of objects in space in all orbits [1], (PL: Payload, PF: Payload Fragmentation Debris, PD: Payload Debris, PM: Payload
Mission Related Object, RB: Rocket Body, RF: Rocket Fragmentation Debris, RD: Rocket Debris, RM: Rocket Mission Related Object, UI:
Unidentified)

tourism is a growing interest, and the satellite technology is steering towards smaller satellites in the form of
Cubesats or even in larger amounts together forming large constellations [6]. Hand-in-hand with the fourth
industrial revolution ‘Industry 4.0’, the manufacturing, technology and utilization of the space sector is being
optimized to accommodate for information transparency and decentralized systems. All these technological
advances together are causing the space environment to see an exponential growth in accessibility to space
for emerging start-ups as well as established companies.

An older idea with a newfound implementation of Cubesats is also evolving, where large (or even mega-
) constellations are designed and put into orbit. The most well-known companies at the moment focused
on setting up these mega constellations are SpaceX, Amazon, Telesat and OneWeb, who combined plan on
putting thousands of satellites in orbit to accommodate for global communication. These constellations
will allow for continuous coverage with low latency, being a large technical advantage, but will also bring
challenges regarding design and collision hazards to other satellites and even other constellations. Again,
as concluded above, a need for management in these space systems is needed to guide these launches and
deployments of mega constellations.

Now that the biggest players in launching and putting spacecraft into orbit and the growing number of
objects in space has been discussed, it is important to have a look at what is coming down. Figure 1.2 shows
the amount of objects that has re-entered over the past decades. Comparing this figure to Figure 1.1, it can be
easily concluded that more spacecraft (and therefore objects) are going to space than the amount of objects
that is coming down.

To this end, space debris mitigation guidelines were set up in order to decrease the risk and damage to
space systems, as well as objects and people on Earth. These guidelines were focused on the mission safety
and the ecological cleanliness of the space environment for the three phases of functioning: launch, mission
and disposal[7]. Multiple debris mitigation handbooks have been set up over the years, the fundamental
three principles are similar:

1. Prevention of on-orbit break-ups
2. Removing spacecraft and rocket stages that reached the end of operations
3. Limiting the release of objects during nominal operations

Although the mitigation guidelines will help in reducing the collision risk and control the number of ob-
jects in space, it will not act as a managing force for space traffic.

The coming years may drastically change the space environment. As mentioned before, an increase in
launches of hundreds of small satellites is observed. Next to this, a trend is seen in the launch and devel-
opment of suborbital launch vehicles as well as that of large and mega constellations. If all these developed
constellations would be deployed effectively, the amount of space objects in orbit will grow with one order
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Figure 1.2: Evolution of objects re-entering the atmosphere [1], (PL: Payload, PF: Payload Fragmentation Debris, PD: Payload Debris,
PM: Payload Mission Related Object, RB: Rocket Body, RF: Rocket Fragmentation Debris, RD: Rocket Debris, RM: Rocket Mission Related
Object, UI: Unidentified)

of magnitude[3] and the amount of traffic passing airspace will need more attention in terms of safety and
regulations. Given this growth in number of objects in space, multiple instances are also starting to realize
the need for a more managed space environment.

As the future market is difficult to predict, the current trends can be seen moving towards smaller satel-
lites (Smallsats) and constellations of small satellites. Together with the number of objects that already reside
in space, the risk of collisions is increasing. This is also what follows from multiple research papers and sim-
ulations. Not only this, the collisions that are expected to be most dominant regarding the creation of new
space debris are catastrophic intact-intact spacecraft. This means that collision avoidance manoeuvring will
become more and more important in the near future where these intact satellites are able to manoeuvre
(hereafter indicated with active satellites). Adding to this, the current way of working with collision warnings
shows that the satellite operators need to be proactive and do much of the analyzing themselves before being
able to say with certainty that the collision avoidance manoeuvre will be performed. Following this train of
thought, combining this with the massive growth of constellation traffic, the research topic will be on the col-
lision avoidance manoeuvres of two satellites from different constellation operators, where the constellation
performance is taken into account as well. The relation of this research to Space Traffic Management will
then be to provide an impartial technical view on the possibilities of collision avoidance manoeuvres.

Appendix A gives a more in-depth overview of the different aspects of Space Traffic Management as well
as the developments that have been observed over the last few years. Next to the technical developments it
will also give some insights in what efforts have been done to implement regulations. Last but not least some
studies are discussed, in which future simulations have been done on the effect of constellation traffic on the
space environment and what the relation of this is with respect to collision probabilities and collision counts.

1.1. Problem Summary
From a short introduction to the current evolution in the space market and space environment it can readily
be seen that a steep growth in the space sector is taking place. This growth might cause a drastic change in
the coming years, where the change can be seen on ground and in space. Hundreds of small satellites are
being launched and deployed for single satellite missions as well as large constellations, where the launch
infrastructure is also changing in the sense that the launch options are becoming more available and tech-
nologically advanced. This advancement of the space sector will result in a large growth, which can also be
seen in the number of objects in space. The increasing number of objects in space and expansion of ground
infrastructure means that there might come a point where regulations need to step in, in search of a system
or management to set up guidelines. From this it can be concluded that the setup of a Space Traffic Man-
agement not only covers technical topics, but also requires a regulatory input on national and international
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levels.
As was mentioned, Space Traffic Management consists of several sub branches, of which the two main

branches are the orbital and the suborbital regime. The suborbital branch is expanding rapidly, where sub-
orbital space travel as well as space tourism can be seen. Even though the suborbital regime is becoming
more and more interesting regarding new technologies and the challenges in terms of integration of space
traffic in air and maritime traffic, the focus of the further literature review was orientated towards the orbital
regime, which is given the current pace of developments in a higher need of a Space Traffic Management than
the suborbital regime. The orbital branch will cover three main subjects, being Space Situational Awareness
(SSA), space debris mitigation and slot allocation.

With the clear evidence that the number of objects in space is growing, the three aspects of orbital space
flight mentioned above become more and more important. Because of the relatively high speeds of the ob-
jects with respect to each other and the difficulty in precise orbit determination as well as precise tracking
of the debris, the challenges are not that easy to overcome. Space Situational Awareness (SSA) on the other
hand, being the largest branch of the three, is also gaining more interest. Research groups and consortia
are formed to study the use and implementation of SSA. Simultaneously, a decline in deorbiting objects is
observed. Additionally, there are still challenges in keeping track of all space objects of different sizes, espe-
cially those that are smaller than 10cm (which can still be lethal to spacecraft). From these aspects it could
follow that an orbital congestion might happen, as more and more satellites are launched without some of
those previously launched satellites coming down, where the largest growth is seen in constellations. With
the technological advancements, the deployment of constellations is becoming an interesting playing field
for commercial companies that want to partake in space activity.

Based on the fact that the number of objects in space is growing, especially between the 700km and 900km
altitude bands, it became of importance to get a better understanding of these objects and how these are
related to the market growth and mitigation guidelines. Results from multiple studies found that the growth
of Smallsat traffic, in particular constellations, might cause risks for the future space environment. This risk
is not only caused by an increased number of objects in space, but also resulting from a lack of compliance to
the post mission disposal guidelines [8].

Next to the increasing amount of constellation launches, the higher expectancy rate of collisions was also
dived into, where it appeared that the intact-intact collisions will be the most impacting type of collisions on
the future space environment. Following a number of collisions in the past, it was seen that the debris cloud
that is formed as a result of a collision poses a threat to other space traffic that is passing these orbital alti-
tudes and inclinations. This means that the importance of being able to deorbit satellites that are no longer
functioning, as well as being able to manoeuvre satellites that are still active will become a key part of avoid-
ing catastrophic collisions. If this is not aimed for, the so called cascading effect could happen, where a shell
of debris around the Earth will be the result. In terms of Space Traffic Management, this means that more reg-
ulations and guidelines need to be set up to accommodate for structuring of this future space environment,
where 30% of the catastrophic intact-intact collisions can be prevented by collision avoidance manoeuvring
[9]. In terms of the focus on constellations, the option to perform collision avoidance manoeuvres therefore
also becomes more and more important in order to prevent future catastrophic events. Not only would this
be beneficial for general space operations, this would also prevent the constellation from having catastrophic
collisions with itself.

Adding to the need for collision avoidance between active and intact satellites to prevent catastrophic
events from happening that could result in large debris clouds, a short review of the current process was
done regarding collision detection. As was mentioned before, the ability to track objects in space is not as
accurate as is desired, where propagation of the objects over a timeline of 7 days results in conjunction event
alerts if passing a certain collision probability threshold. Depending on the probability and more precise orbit
prediction and determination of the objects, a collision warning will be given to the operators. Depending on
the willingness of the operators to act on these collision warnings, more propagations and assessments are
done to determine the risk and cost of moving against the actual risk of collision. From this it can readily be
seen that the decision to act lies completely in the hands of the operators and their willingness to perform a
manoeuvre [10], [11].

Following the collision prediction, the collision avoidance phase is started. Depending on the probability
of the collision, action needs to be taken to decide on a fitting manoeuvre to either lower the probability or to
increase the miss distance. Given the way a collision avoidance manoeuvring problem needs to be solved, it
is best solved with an optimization if the manoeuvre needs to be efficient and of low impact for the structure
of the constellation.
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Following all the steps summarized above, the proposed research means to investigate collision avoidance
between constellations of different operators, with an eye on the ability to support Space Traffic Management.

1.2. Research Objective
As Space Traffic Management covers many aspects of spaceflight and with that covers all challenges men-
tioned above, this thesis will focus on the field of collision avoidance. With the growing number of objects
in space there is a need for a more regulated space environment, where catastrophic events need to be pre-
vented in order to allow for future access to space. Combining this aspect with the knowledge of the growing
number of constellations and with that constellation satellites, this thesis aims to research the options of col-
lision avoidance in combination with constellation satellites, as well as how this would fit into a Space Traffic
Management. With that, the research objective can be formulated as follows:

Provide impartial collision avoidance manoeuvre advice for two satellites of different Low Earth
Orbit constellations in support of the development of a space traffic management, by presenting
multiple manoeuvre options as a result of an optimized parameter cost function that takes into
account constellation performance.

Following this research objective, the main research question can be formulated with the subquestions. This
will be discussed more extensively in the next chapter.

1.3. Setup of report
After setting the background of the problem as described above as well as the research objective, the next
chapter will describe the research questions and subquestions. It will then also be explained what aspects of
the research each question covers and how this together will lead to the answer of the main research question.
Following this, it will be explained what the approach is that was used and what methods and software are
needed for this. The last section of this chapter will then explain how Conjunction Data Messages (CDM)
work and how these are used throughout this research.

After the research has been defined, the research parameters will be set up and defined in Chapter 3.
These parameters will be used and evaluated throughout the whole research.

Chapter 4 will make a selection of the parameters involved. This selection is needed for the way in which
the collision avoidance manoeuvre problem will be solved.

This is followed by the setup of the cost function in Chapter 4 and what blocks of code are needed for this
in Chapter 5. All input and output will be discussed, as well as how the blocks process the input and output
and how they are connected. This chapter will also discuss the optimization method.

The next step is to verify and validate the blocks of code. This is done in Chapter 6, where the formulas and
pieces of code will be checked against the CDMs and the software that is used. Additionally, the optimization
will be tested with known formulas that can be used to check the validity of optimizations.

Following the verification and validation, the sensitivity of some of the code and formulas can be assessed.
Next to that, additional sensitivity is checked of some of the given data that is used for the simulation.

This leads to Chapter 8, where the results will be shown of the simulations that have been done. These
results will help in answering the research questions as well as give a broader understanding of the solution
space. After the results have been shown, these results will be discussed in Chapter 9, where a more extensive
look will be taken at the results.

From the results and discussion the research can be answered in Chapter 10, which will give the conclu-
sions. This will then be followed by the recommendations for further research.





2
Problem Definition

This chapter will discuss the research questions, which follow the research objective and introduction of the
problem in the previous chapter. After the research questions have been discussed, the approach will be
explained. This is followed by which software is used to work out the approach.

The last section of this chapter discusses how Conjunction Data Messages get to the operators and what
information is provided in these messages. These CDMs will form the basis of setup of the simulations.

2.1. Research Questions
As an increased number of objects in space is threatening to future space activity, the collision that can be
avoided should therefore be avoided. As no clear guidelines and procedures exist on which of the two satel-
lites needs to move or how this should be approached, a first setup of a method to support the manoeuvring
decision is tried to be achieved, which will be based on an optimization. This method can then in it its turn
provide support for Space Traffic Management in general, as it is an impartial way of looking at the problem
and optimizes the possible manoeuvre advice.

As the research is meant to provide a supporting method for the development of a Space Traffic Manage-
ment, the idea is to keep it impartial (as described in the research objective in Section 1.2. As was found be-
fore, operators are now informed on conjunction events through messaging services, where it is their own de-
cision if they want to act on those messages or not. Additionally, the trade-off to manoeuvre depends on both
parties, which needs to be discussed at their own initiative. It is therefore that an optimized pre-calculated set
of options on which party would use what amount of resources might give an overall unbiased understanding
of the situation. This means that the decision on who should move in order to prevent a catastrophic event is
observed from a fully technical point of view and therefore disregards underlying non-technical motives.

Following the research objective, the main research question can be formulated as follows:

How could the result of an optimization based advice on collision avoidance manoeuvres for two
satellites of different constellations in Low Earth Orbit be used to support the development of a
Space Traffic Management?

The main research question can be split in two research questions, from which sub question can be derived
to structure the solution path of the main question. These two questions and sub questions are given below:

1. How does a collision avoidance manoeuvre optimization influence a predicted conjunction event be-
tween two satellites of different constellations?

(a) What are the input and output parameters of a constellation focused collision avoidance manoeu-
vre optimization?

(b) What requirements for the collision avoidance manoeuvre optimization would be needed from a
constellation operator perspective?

(c) What is the influence of the constellation satellites on an optimized collision avoidance manoeu-
vre?

(d) What is the impact of an optimized collision avoidance manoeuvre on the constellation satellites?

7
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2. How would the optimization of the collision avoidance manoeuvre between two satellites of different
constellations support the development of a Space Traffic Management system?

(a) How does the optimization of the collision avoidance manoeuvre impact the use of resources?
(b) How do the results of the optimization compare to traditional collision avoidance manoeuvres?
(c) How would the advised collision avoidance manoeuvres from the optimization and the operators

of the constellations interact?

The first of the two questions target the more technical part of the research, where the interaction between
the constellation and the cost function is tried to be determined, as well as the interaction between the cost
function and the resulting collision avoidance manoeuvre. It needs to be noted here that question (a) and
(b) are linked to each other, meaning that the required input and output parameters also depend on the
influence of constellation parameters on the manoeuvre and vice versa. The results of question (c) will then
provide the feedback loop for further improvements in case the impact of the manoeuvre is unacceptable.
This means that indirectly this will also influence the boundary conditions and constraints of the collision
avoidance manoeuvre optimization.

The second question will target the part where it relates to the development of a Space Traffic Manage-
ment and where the interaction between the input/output and the eventual operator is investigated. This
second question builds on the technical part in the first question, where the simulations and optimizations
are performed and iterated. Question (a) refers to the use of resources, which can be taken as a broad de-
scription of material resources, but also costs or operation process time. As collision avoidance manoeuvres
have been part of space activities for some time now, question (b) is aimed at comparing the results from
the collision avoidance manoeuvre optimization with other collision avoidance manoeuvres that have been
done in the past. Finalizing the second sub question is done by answering question (c), which looks into the
communicative as well as the actionable aspects of the process and results. In the end, the goal is to support
the development of a Space Traffic Management, which means that the results need to be communicated
while at the same time being actionable for the operators.

The aim of the research is to get an extensive understanding of the answers to these sub questions, in
order to be able to answer the main research question. As an STM is not yet in place, positive results of
the research would help in preventing the formation of collision fragments in an impartial way. Given that
current collision avoidance manoeuvres depend on actions of the operators themselves, the manoeuvre will
be biased by the preferences of each operator, which could lead to the unneeded expense of resources. Even
though the formation of collision fragments is a small part of the overall STM that is needed, a first step to limit
the formation of debris will prevent the orbital environment from cascading into a shell of debris and making
it difficult to access space. As the largest part of the satellites that will be launched are constellation satellites,
the use of the research results is market oriented and therefore of interest for the future space operations.

2.2. Approach
The approach to answering the research question is made up of a combination of literature research and
programming. Where the initial step is to focus on the literature to get an understanding of the fundamental
setup of the formulas and to narrow down the research scope, the step that follows is the complete setup of the
simulations which is a more practical approach. As a literature study has already been done before the start
of this thesis, literature will not be discussed extensively in this report (see appendices for additional infor-
mation from the literature study). Conclusions from this literature research will however be used throughout
this report, such as the parameter space as well as which optimization will be used.

Five main steps can be defined when looking at the approach that is taken:

1. With the research questions defined above, it is important to understand what parameters are involved
and which of those parameters are needed to find the answer to the research questions. Knowing that
an optimization will be done in which the minimum is searched for, a cost function needs to be set
up. This cost function is made up of different parameters. This is then also the first step in the ap-
proach, where a parameter overview is made from which the needed parameters will be chosen. The
determination of parameters in this research is based on theory and research as well as getting an un-
derstanding of the process through stakeholder talks.

2. After the parameters have been chosen, the parameters can be combined into a cost function. As this
cost function will be evaluated in the optimization through iterations, it is important to define if some
parameters are more important than other parameters. Whilst setting up the cost function, it is there-



2.3. Software 9

fore also important to have a look at penalty values that are needed or if other means of weighting are
required. This is an analytical approach.

3. Following the determination of the cost function the code can be set up. With the determination of the
parameters, the formulas are also known as well as how to solve these formulas. In order to set up the
complete code, it is therefore needed to combine these separate formulas and pieces of code. From this
step it will also become clear which input and output will be generated (based on the parameters that
were defined) and how these blocks of code are linked together. With the setup of the code, the pieces
of code that will be used are verified and validated before combining into the complete code. This is
done using CDMs and Satellite Tool Kit (STK) (which will be described in the next sections).
In order to do some simplifications, analytical methods will be used and set up to be run before the
simulations can be started. Following these simplifications the optimization can be started. The opti-
mization that is used is called Differential Evolution (DE), which is a form of a genetic algorithm and
was decided on following the literature that was done. This setup of this optimization as well as all in-
put and output will be further discussed in Chapter 5.
As the simplification is done to limit the propagations that need to be done, the code is based on ana-
lytical methods only.

4. Following the analytical pieces of code and the setup of the code, the verification and validation is
needed of the pieces of code that were written. All transformation methods and simplifications as well
as the optimization are verified. Following the verifications the sensitivity of some of the pieces of code
need to be checked. It needs to be noted here though that with the validation and verification as well
as the result generation the sensitivity is checked. This will be indicated in the designated chapters and
sections.

5. Using the completed code, results can then be generated. As the aim is to answer the research question,
multiple scenarios will be simulated using the code, from which a broader sense of understanding of
the problem and solution space. The results then need to be analyzed, which is done in the discussion,
where a more extensive look will be taken at why the results are as they are and what can be said about
those results.

The first step of this list reiterates the literature review that has been done, where from step two onwards the
preparation for the results is done. After these five steps have been taken, a conclusion can be drawn and the
research questions can be answered. Last but not least some recommendations will be made, based on the
research simplifications and results, where more research might be needed.

2.3. Software
Two types of software will be used, which are only used for the simulations. The first one Satellite Tool Kit
(STK), which is used to do the propagations of the satellites. As a large number of clicks would be needed
in an iterative scheme, it was decided to use the MATLAB integration of STK. The second software that will
be used is then MATLAB (R2020a), in which all the code is written that calls the STK commands. Also the
collision probability code will be written in MATLAB, next to determining the resulting cost from the cost
function. Additionally, all the different optimization code as well as some simplifications that are needed,
run faster in MATLAB (Chapter 5 will describe the different simplifications and pieces of code).

MATLAB is therefore the main software, which calls commands and functionalities from STK to do the
propagation. Both softwares are used from step two of the approach onwards, until the results are analyzed
and discussed.

2.4. Conjunction Data Messages and Notification Process
Before the parameters important to the research problem can be discussed in the next chapter, first the back-
ground of Conjunction Data Messages needs to be explained. This will be done below, where the pieces of
information will be shown that will be used throughout this thesis.

The United States (U.S.) government entity that is responsible for SSA is the United States Space Com-
mand (USSPACECOM). This entity is committed to promoting a safe, sustainable, stable and secure space
environment by sharing SSA information. The party that is made responsible for the interface between the
U.S. Department of Defense and satellite operators is the 18th Space Control Squadron (18SPCS). Previously
this role was performed by the Joint Space Operations Center (JSpOC), which became the Combined Space
Operations Center (CSpOC) in July 2018. SSA information is shared with the global space community through
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Figure 2.1: Conjunction Data Message Example 1

www.space-track.org, which is the primary method of sharing SSA information [12].
The conjunction assessment process from 18SPCS identifies and catalogues close approaches between

all resident space objects. Initial tracking starts with observations from the U.S. Space Surveillance Network,
which is done through sensors among other methods. These observations are then used as input in the
mission system, which implements the ‘Special Perturbations’ propagation theory. Multiple times per day
orbit determination is performed, where the updated states are also constantly updated in the High Accuracy
Catalog.

Following this tracking, a Concern List is generated for follow up screenings. This list includes close ap-
proaches with a collision probability of 1 · 10−7 and higher. These close approaches are reevaluated by the
conjunction assessment team to make sure that all observations are included in the orbit determination.
A refinement screening is then done to update the conjunction estimates that were identified in the initial
screening.

If this close approach still falls within the criteria with which a close approach is identified and involves
active satellites, 18SPCS will notify the operators of these satellites through email notifications. These email
notifications are generated and transmitted through the Space-Track website as mentioned above. Based
on the information received and from other data sources, the operator can decide to perform a collision
avoidance manoeuvre or not. If the decision is to manoeuvre, the operator may send the predicted ephemeris
data to 18SPCS to perform additional screenings. If it is decided not to manoeuvre, 18SPCS will continue to
monitor the close approach and provide updates. Additionally, 18SPCS does not provide recommendations
for the manoeuvre [12].

Figure 2.1 shows the first few lines of the a CDM. Here the message creation date is seen as well as to which
operator it should be sent. It also shows the Time of Closest Approach (TCA), in this case about two days after
the creation date. After the TCA a few other important parameters are shown, being the miss distance (the
range between the two satellites) and the relative positions and velocities. It needs to be noted here that
these relative distances and velocities are given in the Radial, In-track and Cross-track frame (RIC), which is
indicated here with RTN (Radial, Normal and Tangential).

After the relative positions and velocities are given, the collision probability can be found for this con-
junction. In this case, the collision probability is 1.769 ·10−6. Below this it also shows the method with which
it is calculated, being Foster-1992.

Looking a little bit further in the message, the information as in Figure 2.2 can be found. Starting from
the first few lines in this figure it can be seen that it is indicated if the satellite is manoeuvrable and in what
frame the parameters are given, in this case non-manoeuvrable and International Terrestrial Reference Frame
(ITRF) respectively.

Below this the models are given with which the propagations are done upon creating the CDM. Important
for the calculations that will be described in Section 3.2.2, the exclusion volume radius is needed.

What is further needed to set up the simulations, are the location of TCA and the corresponding covari-
ance matrix values. This can also be found in Figure 2.2, where the position of TCA is indicated in X , Y , Z ,
X _DOT , Y _DOT and Z _DOT . This is then also in the ITRF frame. A little below that, the covariance matrix
elements can be found. The values that are most important to the calculations are the position covariance
values, which are the first six entries as seen here (C R_R, C T _R, C T _T , C N _R, C N _T and C N _N ). Only six
elements are given here, as the matrix is symmetric, meaning that the upper right side elements are the same
as the lower left side elements in a 3x3 matrix.

The entries named above are used for the setup of the scenario, which will be described in Chapter 5.

www.space-track.org
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Figure 2.2: Conjunction Data Message Example 2





3
Parameter Determination

Given the need of parameters on which the cost function will be based, this chapter will focus on the param-
eter options and the determination of the final parameters for the cost function. The parameters that will
be looked at originate from different aspects of the problem, being station keeping, collision prediction and
collision avoidance.

This chapter will also describe the analytical formulas that will be used to determine the parameters for
the simulations.

One of the parameter groups that could also be included is that of constellation design. However, as
it is assumed that the parameters that are involved in constellation design are set before the launch, the
manoeuvre done by one of the satellites will not influence the design of the constellation. The constellation
design parameters were part of the literature study and can be found in Appendix B.

3.1. Station Keeping
In order to keep the satellite in the place where it is supposed to be, station keeping is needed. This can
be either relative to inertial space or relative to other satellites. In most constellations, the aim is to keep a
relative position with respect to each other to reduce propellant utilization, as was already discussed in the
literature study.

The decision of which type of station keeping will be done depends on multiple factors, of which the
main one to save as much ∆V as possible. Another important factor that needs to be taken into account is
if it is desired to maintain the system altitude or to let it decay slowly as a result of the drag. This directly
influences the use of ∆V . Figure 3.1 shows the advantages and disadvantages of both relative and absolute
station keeping.

From this it can be seen that the majority of the advantages are in favor of the absolute station keeping.
This means that the satellite will be continuously pushed back, in order to restore the position that was taken
out due to perturbations. The main advantage of the absolute station keeping is the minimization of the
manoeuvre frequency. Another advantage, which is important for the scope of this thesis, is that the absolute
position station keeping can be expressed in a control box. This will simplify planning and scheduling.

Absolute station keeping is therefore taken into account for further determination of the station keeping
parameters, which means that the orbits will be controlled orbits. The position and attitude at a certain
time and date will then be defined, which is done by using predefined mathematical algorithms as well as
propagators. This also means that the elements of the orbit are kept the same, making it easier to predict the
future position of the satellite.

Within the parameter group of station keeping there is also the difference in in-track station keeping and
cross-track station keeping. Both types of station keeping control different components of the orbit:

• In-track station keeping: controlling the true anomaly or orbit phase. The main component of in-track
station keeping is to maintain the altitude and therefore try to put back the ∆V that was taken out due
to drag. This can be compared to a Ping-Pong ball that is bouncing on a paddle [13]. For the case of
the satellite, the drag takes it down, where after it is using its thrusters to get back in position again.
The station keeping box comes in play here, where the drag will make the satellite drift to the side of

13
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Table 3.1: Relative and absolute station keeping advantages and disadvantages [13]

Figure 3.1: Satellite movement in station keeping box [13]

the box and the thrust is bouncing it back to the center of the box. Figure3.1 shows this station keeping
process. This also means that the amount of ∆V that is used is not related to the number of times a
station keeping manoeuvre is performed and that it is a function of the atmospheric drag. The way a
station keeping box is set up is shown in Figure 3.2.
Radial station keeping also falls under in-track station keeping, as the altitude and therefore the semi-
major axis directly determines the orbital period.

• Cross-track station keeping: controlling the inclination and the node, being the components that are
perpendicular to the orbital plane. These two parameters are coupled because of the oblateness of the
Earth and thus the J2 effect (discussed in Appendix B). Because of this coupling, small differences in the
inclination also cause a drift of the nodes, from which it can be implied that the inclination needs to be
maintained to control the node rate. If the inclination is set to a sufficient accurate value, manoeuvres
to adjust the inclination will take small amounts of propellant. It is however needed from time to time
to perform burns in the cross-track direction, which is why thrusters are needed in this direction or a
mechanism to use the in-track thrusters in this direction.
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Figure 3.2: In-track station keeping box setup [13]

3.2. Collision Prediction
The accuracy of the spacecraft is tracked in multiple ways, of which one is by observation in the catalog and
the other is by orbit determination from the operator. Given the current observation capabilities, the accuracy
of the precise orbit determination is two orders of magnitude higher than that of the observed data that is
tracked in the catalog. It is therefore better to work with precise orbit data than Two Line Elements (TLE).
TLEs can be read through the Simplified General Perturbations 4 (SGP4) model and can be used as a good
estimation of the position of the spacecraft, but are not meant to be used for precise orbit determinations.

However, as the precise orbit data is not always available (operator knows precise data of own satellite,
but not of the other operators if not shared), the collision prediction most of the times comes to the data that
is available through TLEs and the conjunction messages. With TLEs being an average estimated value of the
orbit and the CDMs resulting from high precision propagations from the same provider as the TLEs (JSpOC),
this research will base the collision prediction on the data that is available through the CDMs.

The parameters needed to assess the collision probability will be discussed in the sections below. One of
these parameters is the covariance matrix of the residuals of the orbit prediction. As this covariance matrix
largely depends on the accuracy of the orbit prediction model, there is an inaccuracy of the covariance matrix.
Given that there is no precise orbit data used for this thesis and only the CDMs are available (and TLEs), with
the same decision steps as done above, the covariance data will not be improved for the code. This will be
discussed further in Chapter 7.2.

3.2.1. Error Covariance Matrix
Finding the covariance matrix is an important part of collision prediction as well as avoidance. As the covari-
ance matrix is also used in precise orbit determination, the method is comparable. The steps below described
how the covariance matrix can be found. This will, as stated above, not be done for this thesis. However, to
get an understanding of how this parameter is build up a short description will be given on the steps to get a
covariance matrix.

The error covariance matrix C0 is found by performing a batch least-squares calculation of the Jacobian
of the modeled observations H and the weighing matrix W :

C0 =
(
H T W H

)−1
(3.1)

where

H = ∂h(x0)

∂x0

∣∣∣
x0=x̂0

(3.2)

W = diag(σ−2
1 , . . . ,σ−2

n , . . . ,σ−2
N ) (3.3)
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Figure 3.3: Radial, in-track and cross-track reference frame with respect to the x, y, z frame

h(x0) in Equation 3.2 is the vector containing the model observations and x0 is the vector (r 0, v0) at the start-
ing epoch t0. x̂0 is then the initial state estimate. In Equation 3.3 the standard deviations of the uncorrelated
measurement errors are found on the diagonal as σn .

Substituting both Equation 3.2 and 3.3 in Equation 3.1 for the initial state at the starting epoch will then
give the inverse of the normal matrix H T W H and can be substituted in the following equation to map the
covariance for the different epochs tn :

C (t ) =Φ(t0, t )C0(t0)ΦT (t0, t ) (3.4)

where Φ(t0, t ) is the state transition matrix. It is described as the sensitivity of the response of the predicted
state x(t ) to the variation of the initial state x0(t0). To put this in mathematical notation:

Φ(t0, t ) = ∂x(t )

x0(t0)
(3.5)

The equations that result of the right hand side of Equation 3.5 are also called vibrational equations, which
can be expressed analytically.

The conjunction event will be described in a local coordinate frame, indicated with U , V and W (local
coordinate frame expressed in radial (U ), in-track (V ) and cross-track (W ) directions), where the orbit related
coordinates are described in the X , Y and Z system. The orientation of the orbit is then described with the
unit vectors U , V and W . This is seen in Figure 3.3.

These unit vectors can be found at a given orbital state x = (r , v) at given time t with the following formu-
las:

U = r

|r | (3.6)

W = r × v

|r × v | (3.7)

V =W ×U (3.8)

These formulas can then be used to generate the transformation matrix RU ,V ,W , which is needed to map the
covariance matrix in the orbit related frame. Transformation matrix RU ,V ,W is found as follows using the
previous equations:

RU ,V ,W =
UX UY UZ

VX VY VZ

WX WY WZ

 (3.9)

and can then be substituted in the following equation to map the covariance matrix CX ,Y ,Z in the CU ,V ,W

plane:

CU ,V ,W = RU ,V ,W CX ,Y ,Z RT
U ,V ,W (3.10)

where the elements on the diagonal of CU ,V ,W given the standard deviation 1σ of the position and velocity in
the U , V and W frame.



3.2. Collision Prediction 17

3.2.2. Collision Risk Estimation
Before the collision risk can be calculated, the conjunction first needs to be detected. As this is not part of this
research the parameters involved in this will not be described in this section. These parameters are however
described in Appendix C. Conjunction Detection involves multiple steps in which sieving algorithms are used
to find conjunction events.

The resulting conjunction events can be analyzed to assess the collision probability. This was already
described in the literature study, but will be described again below for the assessment of the cost function
parameters. It needs to be noted here again that not all steps below are done to find the conjunction events, as
the CDMs will be the main source of data and already provide the relative state and corresponding parameters
needed to compute the collision probability.

Looking at the conjunction geometry, the operational satellite is indicated as target (index ’t ’). The other
object, the conjunction object, is then indicated as risk object (index ’r ’). Another naming convention for
these two satellites are primary and secondary satellite. A first order screening is done to assess close ap-
proaching satellites. Screening is done with three steps [14]. Now in order to be able to calculate the collision
probability in the way it is done, four main simplifications were done [15]:

• The relative motion of the objects is assumed to be fast enough to be considered linear
• The positional errors are zero-mean, Gaussian and uncorrelated
• The covariance is assumed to be constant, because of the short encounter period
• The objects are modelled as spheres

Throughout this research, it is also assumed that the given covariance matrix values at TCA in the CDM do
not change after the manoeuvre.

To find the collision probability the relative position∆r tca and relative velocity∆v tca are used at the time
of closest approach ttca . The relative risk object position can be found by substituting both in the following
equation:

∆r (t ) =∆r tca +∆v tca(t − ttca) (3.11)

The propagated error covariance matrices of the target object state vector x̂ t ,tca and risk object state vectors
x̂r,tca (6×6) can be found as in Equation 3.4 and gives the following matrices and state transition matrices as
found in Equation 3.5:

Ĉt (ttca) =Φt (t0, ttca)Ĉt ,0(t0)ΦT
t (t0, ttca) (3.12)

Ĉr (ttca) =Φr (t0, ttca)Ĉr,0(t0)ΦT
r (t0, ttca) (3.13)

As the errors of the state of both objects are expected to be uncorrelated, the separate covariance matrices of
the target and risk object can be combined into one common covariance matrix:

Ĉ = Ĉ (ttca) = Ĉt (ttca)+ Ĉr (ttca) (3.14)

where only the position error covariance will be taken into account in the next steps. This means that only
the upper left (3×3) values are needed of the (6×6) full matrix, corresponding to the 1σ standard deviation
error ellipsoid.

Assuming that the position error has a 3D normal distribution, the probability density function p(∆r ) at
the point of closest approach can be found using the following equation (further discussed in Section 3.2.3):

p(∆r ) = 1√
(2π)3det(C )

exp

[
−1

2
∆r T C−1∆r

]
(3.15)

Given the three-dimensional set-up of the closest approach as described above (the third order term in the
denominator, further explained in Section 3.2.3), a similar way of defining the collision probability can be
done resulting in a two-dimensional space and simplifies the calculations.

Both the target and risk object (primary and secondary object) will be enclosed with a sphere, having the
radii Rt and Rr . When these two spheres intersect, a collision will occur. This can also be described with a
collision sphere radius Rc , with volume Vc and cross-section Ac as in the equations below:

Rc = Rt +Rr (3.16)

Ac =πR2
c (3.17)

Vc = 4

3
πR3

c (3.18)



18 3. Parameter Determination

The collision probability Pc can then be determined using the defined parameters above by determining the
volume integral of the probability density function, which is three-dimensional. This integral needs to be
evaluated over the sphere Vc with the center of the risk object as the point around which the integral will be
evaluated. This leads to the following equation:

Pc = 1√
(2π)3det(C )

∫
(Vc )

exp

[
−1

2
∆r T C−1∆r

]
dV (3.19)

Figure 3.4: Definition of collision cross section and B-plane [14]

This volume integral can then be reduced to a surface integral. This is done by mapping the position error
ellipsoid on a constant B-plane, which consist of elliptical contours with constant probability (see Figure 3.4).
This B-plane is therefore perpendicular to the relative velocity vector at the time of closest approach ∆v tca .
The range vector at time of closest approach ∆r tca then lies within the B-plane, as can also be seen in Figure
3.4. The unit direction vectors can then be found using the following equations:

X B = ∆rtca

|∆rtca |
(3.20)

Y B = (∆rtca)× (∆vtca)

|(∆rtca)× (∆vtca)| (3.21)

(3.22)

The transformation vector RXB ,YB is used here again to create the covariance matrix CB in the B-plane. This
covariance matrix will be a 2D matrix, as only two unit vectors are taken into account, hence mapping the 3D
covariance matrix C =CX ,Y ,Z onto the 2D plane:

RXB ,YB =
(

XB ,X XB ,Y XB ,Z

YB ,X YB ,Y YB ,Z

)
(3.23)

CB =CXB ,YB = RXB ,YB C RT
XB ,YB

(3.24)

The last step before continuing with the full collision probability formula is the determination of the orien-
tation of the elliptic contour. This is determined with the eigenvalues and the eigenvectors of the covariance
matrix in the B-plane. The semi-major axis of the ellipse is defined by the highest value of the two eigenvalues
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and the semi-minor axis of the ellipse is defined by the lowest of the two values. Using this orientation, the
eigenvectors can then be used to translate the conjunction position to coordinates in the B-plane.

The probability integral can then be reduced from a 3D integral to a 2D integral by integrating∆r B , which
is the conjunction position in the B-plane:

Pc = 1

2π
√

det(CB )

∫ +Rc

−Rc

∫ +
√

R2
c −x2

B

−
√

R2
c −x2

B

exp[−AB ]dyB dxB (3.25)

where Rc is the circular collision cross-section radius, which is centered at the fly by location ∆r tca . AB is
then defined as:

AB = 1

2
∆r T

B C−1
B ∆rB (3.26)

3.2.3. Simplification Collision Probability
Given the difficulty in solving the collision probability integral analytically, a different approach was used to
define the collision probability, by making some simplifications and assumptions. Looking at the main setup
of the collision probability function altogether, the idea is that a multivariate normal distribution is used to
compute this probability in 3D space with the formula below:

PDF = (2π)−
k
2 det(Σ)−

1
2 exp− 1

2 (x−µ)TΣ−1(x−µ) (3.27)

which will be integrated for the area that the probability needs to be found for. For a 3D setup, k represents
the amount of dimension and in this case should be 3. Filling in the parameters corresponding to a satellite
collision event (Σ=C and x−µ=∆r ), a formula for the satellite collision probability can be formed. This was
represented with the following formula [14] as was also shown above in Equation 3.19:

Pc = 1√
(2π)3 det(C )

∫
(VC )

exp

[
−1

2
∆r T C−1∆r

]
dV (3.28)

Following some simplifications as were described above to find the form in a 2D plane, the formula was
simplified to Equation 3.25. However, looking at this formula it is still made up of a double integral containing
the exponential function, making it a difficult formula to solve analytically. Comparing this equation to the
multivariate normal distribution in Equation 3.27, it can be seen that this represents the 2D equation (k = 2).

To simplify even more, it was assumed that instead of the collision area to be an elliptical form, the col-
lision area could be a square form. This means that the collision probability does not have to be integrated
over a sphere anymore, but instead can be done more straightforwardly by integrating over a rectangle. The
last step that will be added is to rewrite the whole formula in error function terms. This simplifies the im-
plementation in code, which can be seen later on. This simplification is also mentioned by 18SPCS, which
provides the CDMs to operators [12].

The first step is to set up the problem in a different way. To simplify the double integral, instead of a
circle, a rectangle is assumed to be the collision plane. This simplifies the problem by changing the integral
limits. The limits as seen in Equation 3.25 are found when integrating over the limits for a circle: x2+ y2 = R2

C .
However, when assuming the collision plane to be a rectangle, the limits can be changed to ±RC − yB and
±RC −xB .

The next step is to analyze the part in front of the double integrals in Equation 3.25, being the fraction
containing the covariance matrix in the B-plane. Writing this as follows, a different form can be found:

CB =
[
σ2

1 0
0 σ2

2

]
(3.29)

Taking the determinant of this matrix, followed by taking the root square of this results, the following is found:

det(CB ) =σ2
1 ×σ2

2 −0×0 =σ2
1σ

2
2 (3.30)√

det(CB ) =
√
σ2

1σ
2
2 =σ1σ2 (3.31)
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Figure 3.5: Simplification of collision area in the 2D plane

Filling this in for the complete fraction, it can be rewritten as seen below. With an eye on simplification in
later steps, this can also be split in two terms:

1

2π
√

det(CB )
= 1

2πσ1σ2
(3.32)

= 1

σ1
p

2π

1

σ2
p

2π
(3.33)

Now looking at the part in between brackets of the exponent, AB , it can also be simplified using Equation
3.34. Writing out ∆r , this leads to a vector containing the two coordinates of collision center, here indicated
with s1 and s2. Fully written:

AB =−1

2

[
s1

s2

]T [
σ2

1 0
0 σ2

2

]−1 [
s1

s2

]
(3.34)

=− s2
1

2σ2
1

− s2
2

2σ2
2

(3.35)

Combining all the simplifications above, the following formula is found:

Pc = 1

σ1
p

2π

1

σ2
p

2π

∫ xB+RC

xB−RC

∫ yB+RC

yB−RC

exp

[
− s2

1

2σ2
1

− s2
2

2σ2
2

]
d s1 d s2 (3.36)

The formula above can then be split into two parts:

Pc =
[

1

σ1
p

2π

∫ xB+RC

xB−RC

exp

[
− s2

1

2σ2
1

]
d s1

][
1

σ2
p

2π

∫ yB+RC

yB−RC

exp

[
− s2

2

2σ2
2

]
d s2

]
(3.37)

Now looking at the error function, where the error lies between a and b, the following definition is found:

( c

π

) 1
2
∫ b

a
e−cx2

d x = 1

2

(
erf(b

p
c))−erf(a

p
c)

)
(3.38)

where a and b are the limits as given in Equation 3.37. c can then be formulated in terms of the error function
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as follows: ( c
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c = 1

2σ2
1

(3.41)

Evaluating c for the position in the integral, this equation for c also holds. Rewriting Equation 3.37 as in the
equation containing the error function, the following form is found:
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This is also the analytical expression that will be used in this thesis to compute the collision probability in the
simplified 2D plane.

3.3. Collision Avoidance
As described earlier, the station keeping box is given in the RIC frame of the primary satellite. Together with
the CDM information also given in this reference frame, it was therefore chosen to express the collision avoid-
ance manoeuvre in this frame as well. As the state of the satellites are given in the Cartesian frame, using x,
y and z coordinates, a transformation is needed to go from one to the other and the other way around. This
conversion will be done through a transformation matrix, which can be multiplied with the position and
velocity vector to get the RIC coordinates expressed in the frame of the primary satellite [16] (see Figure 3.3).

Using the position vector x and the velocity vector v (from the propagated states in STK) to get the unit
vectors, the transformation matrix can be found:

uR = x

|x| (3.44)

uC = x × v

|x × v | (3.45)

uI = uC ×uR (3.46)

where uR , uI and uC are the unit vectors of the radial, in-track and cross-track directions respectively. These
vectors combined give the 3×3 transformation matrix (indicated with T and as seen in Equation 3.47), which
multiplied with the position vector x gives the RIC position and multiplied with the velocity vector v gives the
RIC velocity.

T =
uR1 uR2 uR3

uI 1 uI 2 uI 3

uC 1 uC 2 uC 3

 (3.47)

Now in order to find the relative positions and velocities as seen from the primary satellite, this transforma-
tion matrix needs to be based on the position and velocity of the primary satellite. The next step is to multiply
this matrix with the difference in the positions and velocities as follows:R

I
C


relative

= T1 ·
x2 −x1

y2 − y1

z2 − z1

 (3.48)

Ṙ
İ
Ċ


relative

= T1 ·
ẋ2 − ẋ1

ẏ2 − ẏ1

ż2 − ż1

 (3.49)

(3.50)
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where T1 is the transformation matrix (as in Equation 3.47) based on the primary satellite. The left side of
the equal sign indicates the relative positions and velocities in RIC frame and on the right of matrix T1 is the
difference in position and velocity in Cartesian frame.

This way the collision avoidance manoeuvre ∆V can be expressed in the radial, in-track and cross-track
direction, and will be taken into account in the setup of the simulations.



4
Cost Function

Following all the parameters that have been described which are important to station keeping and collision
detection and avoidance, the most important parameters need to be included in a cost function that will
be subject to the minimization algorithm. From this minimization of the cost function the most optimal
collision avoidance option will result in terms of the boundary conditions and assumptions made for this
research problem.

First a selection will be made from the parameters that were described in the previous chapter. This is
then followed by how these parameters should be fitted into a cost function and if penalty functions need to
be included for these parameters. Last but not least, the final form of the cost function will be described and
how the different parameters in this cost function are computed.

4.1. Parameters
The previous chapter discussed the parameters from three different aspects, being station keeping, collision
prediction and collision avoidance. For station keeping the parameters it could be concluded that the di-
mensions of the station keeping box are important parameters. Collision prediction included a multitude of
different parameters, including the position and velocity standard deviation, error covariance matrix, time
of closest approach, velocity and position at closest approach, collision probability, collision radius and col-
lision volume. Adding to the collision prediction, there is the actual collision avoidance manoeuvre, which
includes the changes in orbital parameters as a result of the ∆V impulse in a certain direction. This would
then also result in the total ∆V that is needed for the manoeuvre. All the parameters can be seen in Table 4.1.

As not all these parameters can and need to be included in the cost function, it is important to determine
the most important parameters to the problem. It needs to be kept in mind here that the importance of the
parameters need to be assessed as a result of a position change from the manoeuvre. The distinction can

Table 4.1: Problem related parameters

Station Keeping Collision Prediction Collision Avoidance

- Box dimensions in
radial direction

- Position standard deviation
- ∆V impulse in
radial direction

- Box dimensions in
in-track direction

- Velocity standard deviation
- ∆V impulse in
in-track direction

- Box dimensions in
cross-track direction

- Error covariance matrix
- ∆V impulse in
cross-track direction

- Time of closest approach
- Position at closest approach
- Velocity at closest approach
- Collision probability
- Collision radius
- Collision volume
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be made between two types of impact these parameters will have on the satellite, where one is the effect on
the operations of the satellite and the other effect is on the operational lifetime of the satellite. Considering
that the satellite is already in orbit and is operational, a reduction in lifetime is in this case assumed to have a
bigger implication than the operational effect, as the lifetime that is saved by not performing a certain action
takes away from overall operations (because of the collision risk) and the reduction of the operational period
during a certain action is assumed to be for only a short period of time.

As was mentioned before, for constellation design some assumptions will be made here that will be used
for the remainder of this research. As the constellations that are considered in this research have already been
launched, it is assumed that the satellites are in position and do not have an orbit insert offset. Additionally,
it is assumed that the constellation was designed to have the optimal node spacing and swath width for the
purpose of the constellation, where the satellites will return to after the manoeuvre has been performed. The
swath width and node spacing are assumed to be restored to their optimal state again. This will therefore
not be taken into account in the distinction between the effect it has on operations or lifetime, as it has been
predesigned. Even though it can be concluded that the swath width as well as the node spacing are influenced
by the altitude and inclination, and have a negative impact on the operation of the constellation due to the
use of∆V , this will not be taken into account for the cost function parameter tradeoff. Additionally, given that
the station keeping box takes into account the displacements that are allowed for altitude and inclination to
have the least disturbance in operations, these parameters will be taken into accounted for indirectly in the
station keeping. For more information on constellation design parameters, see Appendix B.

The first group of parameters that are evaluated are the station keeping parameters. In order to be able
to maintain the station keeping box parameters, ∆V is needed. This general ∆V expression can be split in
three different direction, being the ∆V in the radial, in-track and cross-track direction. As mentioned before,
∆V influences the lifetime of the satellites, therefore making station keeping also such that it influences the
lifetime of the satellite.

Looking at the parameters that are involved in the collision prediction, most of the parameters are linked
and depend on each other. The standard deviation of the position and velocity for example influences the
error covariance matrix. The error covariance matrix in its turn influences the collision probability. Using
the distinction that is used previously, being the influence on the lifetime and the influence on operations, it
can be said that the collision probability does not directly influence either one. However, if a collision were
to happen, it influences both the lifetime and operations as there is no coverage anymore due to the satellite
having a high chance of not surviving the collision. It can therefore be said that the collision probability is
one of the main parameters that need to be taken into account for the cost function. Additionally, the time of
closest approach influences the collision parameters, which are based on the time of closest approach. The
time of closest approach also indicates how much time is left to perform additional computations as well as
the time that is left to perform the manoeuvre, but results from the observation of a possible collision and is
therefore an effect of the detected collision. It needs to be kept in mind here that the collision warning and
detection is done separately and is not part of the initial setup of the problem.

Continuing with the collision prediction parameters concerning the collision radius and volume, these
are values that are set and do not change over time once the satellite is in orbit. It is therefore that these
parameters are needed, but are not important for the cost function to take into account. The position and
velocity at closest approach are important again for the collision prediction, but are not direct drivers for
the cost function, as these are also directly taken into account in the collision probability. It is therefore that
these values will not be taken into account directly in the cost function, but are reflected in the cost function
in other restrictions and penalties (like the manoeuvre time, direction or station keeping box and collision
probability as mentioned).

The last set of parameters belonging to the collision avoidance part of the problem consist of∆V impulses
in the three directions. Making the same considerations as above, it can be concluded that the∆V impulse in
radial, in-track and cross-track direction have a negative influence on the satellite lifetime.

Summing up the parameters that have an impact on the lifetime of the satellite, the following parameters
are left:

• Station keeping boundaries
• Collision Probability
• ∆V impulse in radial, in-track and cross-track direction

These parameters will be combined in a cost function, which will serve as the function that needs to be op-
timized. As the goal is to minimize the amount of fuel as well as lower the collision probability and to keep
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within the station keeping box, the station keeping box serves more as a boundary value than as a direct
value that needs to be minimized next to the other parameters. It is therefore that the station keeping box
parameter will be implemented with a penalty function, which will be described in Section 4.2.

Apart from the main parameters that are named above, additional parameters can be used for specific
cases and scenarios. These additional parameters can then be included in the cost function by assigning a
certain penalty to this parameter, with which it influences the optimal outcome of the cost function. The
following parameters could be thought of:

• Orbit accuracy over time, where the collision probability is more certain the closer TCA gets
• The operational lifetime that is left for that particular satellite
• Degree in loss of coverage for that particular constellation

These parameters will not be taken into account in the basic form of the cost function, which includes the
three parameters that are mentioned above. This is because these parameters are not primarily related to the
operations of the satellite and constellation when a manoeuvre is performed and would therefore only serve
as an additional decision-making parameter next to the necessary parameters. Recommendations for further
research will be discussed in Chapter 11.

4.2. Parameter Involvement and Penalty Functions
As described above, three main parameters will be taken into account for the cost function, being the station
keeping box, the collision probability and the∆V that is used to perform the manoeuvre in either of the three
directions. This section will describe how these parameters will be determined as well as what some threshold
values will be.

4.2.1. Collision Probability Cost
As the collision probability needs to be lowered to a certain threshold in order to not be considered a thread
anymore, this value is a hard limit. This means that the new calculated value is either a pass or a fail. The way
to take this into account in the cost function is to either not have an additional value to the result of the cost
function, or if the collision probability threshold is passed that a very high value is added to the total cost,
making the solution unusable.

The value that will be added in case the threshold is passed depends on the outcome of the other cost
function parameters and needs to surpass that value by a large amount. As mentioned earlier, there are
different levels of severity for the collision probability. In most cases, when the threshold of 1·10−4 is reached,
a manoeuvre will be considered directly. A collision probability between 1 ·10−4 < PC < 1 ·10−7 can become
serious and is therefore further analyzed for possible manoeuvres. A collision probability lower than 1 ·10−7

is practically ignored [17].
Depending on what value is chosen in the final cost function as threshold (which also differs per operator),

an initial value of 1 · 106 is chosen as penalty value, as it is expected that the displacement in the station
keeping box can reach multiple kilometers depending on when the manoeuvre is initiated. The penalty of the
collision probability needs to pass the maximum value of the station keeping box, as the collision probability
is the most determining factor in this research.

4.2.2.∆V Cost
As one of the biggest players in the whole constellation design and satellite design is the ∆V budget, this is
a parameter that needs to be minimized. Using the optimization method that was chosen, the combined
minimum value of this ∆V is estimated, while passing the corresponding boundaries.

Based on that this value needs to be minimized, it is important to know what minimal ∆V can be applied
to do a collision avoidance manoeuvre. The minimum amount of∆V depends on how fast the valve can open
and close, which determines the minimum impulse bit. This impulse bit is given in [N·s], where values as low
as 2.6mN·s and as high as 460 mN·s can be observed for chemical propulsion for smallsats [18]. Dividing
these numbers by the weight of the satellites gives an idea of how much [m/s], where assuming a mass of
100 kg (smallsat indicating masses below 500 kg) gives a ∆V ranging from 0.000026 m/s to 0.0046 m/s. Other
values of minimum impulse bit for Commercial Off The Shelf (COTS) smallsat thrusters found were ranging
from 50 mN·s to 400 mN·s1,2. From papers it was found that the minimum amount of ∆V needed for orbit

1https://www.dawnaerospace.com/products/p/smallsat-propulsion
2https://www.ecaps.space/products-1ngp.php
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control ranges from 0.01 m/s to 0.025 m/s [19], [20].
Given the wide range of values, a minimum ∆V value of 0.01 m/s was chosen. This value is one order of

magnitude smaller than the amounts found for orbit control and one order of magnitude larger than the val-
ues found for the thrusters taking into account a satellite mass of 100 kg, therefore giving a more conservative
result.

Combining this value into the cost function, it can be concluded that the separate values of the cost func-
tion need to be scaled to carry enough weight to the final solution of the cost function. This will be tested and
discussed in Chapter 7 and 8.

4.2.3. Station Keeping Box Cost
As mentioned before, the station keeping box is used as a measure as to which degree the satellite needs to be
kept at its position in orbit. Following the discussion above, the station keeping box requires ∆V to account
for corrections and to stay within this box. It needs to be noted here that it is possible that the manoeuvre
with least ∆V needed to lower the collision probability, passes the station keeping box boundaries. As this
cannot be set as a hard limit like the collision probability itself in order to allow for possible low values of
∆V , a penalty function will again be used here to determine the cost of crossing the station keeping box. This
however consists of two different directions that needs to be taken into account.

In the in-track direction the movement of the satellite can be seen as a ping pong ball as described before
(Chapter 3). As this in-track disturbance is a function of the atmospheric drag and the correction therefore
strongly depends on the size and shape of the satellite as well as the altitude, a standard value is chosen as a
simplification for the in-track dimension of the station keeping box. It was found that the length of the station
keeping box varies between 10 and 50 kilometers, where a first estimation of 35 km is chosen as the box in-
track length [13]. This means that the maximum displacement is 17.5km, as the box is centered around the
satellite.

The next direction that is considered is the cross-track direction, used to maintain the orbital plane of
the satellite. As only a small disturbance in the cross-track direction of the orbit can cause a large offset in
the orbital plane [13], the constraint for this direction can be looked at in a different way than the in-track
constraint because there is no direct value that can be linked to this direction. It is therefore assumed that the
disturbance in the cross-track direction should be kept to a minimum, where a penalty function will assess
the cost that comes with a large disturbance in this direction.

As the radial direction influences the altitude of the satellite and therefore indirectly is managed by the
orbital period through the orbital plane, the radial component of the station keeping will also be controlled
in the in-track constraints [13].

4.3. Final form of the Cost Function
Combining all the above named costs and penalties, the following parameters need to be combined to get
the final cost function:

• Collision Probability - In the form of a hard limit penalty
• ∆V Cost - Value that needs to be minimized
• Station Keeping Box - Penalty for the in-track direction and minimization in the cross-track direction

which combined will lead to the following cost function:

J = Pc,penal t y + (∆V1 +∆I1 +∆C1)+ (∆V2 +∆I2 +∆C2) (4.1)

where Pc,penal t y is the collision probability penalty:

Pc,penal t y =
{

0, if Pc > 1 ·10−7

1 ·106, otherwise
(4.2)

This means that if the collision probability value passes the allowed threshold, a penalty will be added to the
total cost and if the collision probability threshold is not passed, no penalty is needed as the situation can
be deemed allowable. Continuing with the parameters in the cost function, ∆V is the manoeuvre magnitude
value that needs to be minimized in m/s. The next two parameters for the station keeping box are defined as
follows:

∆I =
{

0, if ∆I < 17.5km
(|∆I −17.5km|)2 +17.5km, otherwise

(4.3)
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defining the in-track offset that is created by the manoeuvre and ∆C represents this in the cross-track di-
rection, both with respect to the original orbit. The penalty function chosen here for the in-track direction
is quadratic, where the penalty will only be added when passing the boundary of the station keeping box.
This way a value for the in-track displacement will be taken into account and also minimized (depending on
the magnitude of the other values), but will weigh more when crossing the boundary of the station keeping
box. It is therefore also taken into account that the optimal manoeuvre could be passing the station keeping
boundary with a certain value, but will not be dismissed due to a penalty which is too high as is the case for
the collision probability. Similar to ∆V , ∆C needs to be minimized and is therefore not bound to a penalty
function.

As can be seen from the values that need to be minimized, the magnitudes might not be of the same or-
der. For this reason the parameters that are not bound to a penalty may need to be multiplied with weights
to allow for an actual minimization. Three types of weights can be added to influence the difference in mag-
nitude of the different values. The first type of weight is that of the two satellties, where the two satellites can
have different priority with respect to eachother. The second type of weight is that for ∆V , where is is ex-
pected that the magnitude of ∆V is much smaller than that of the displacements and could therefore lead to
a minimization which does not focus on the impulse magnitude. The last and third type is the weight for the
cross-track displacement. As it was mentioned earlier, the magnitude of the cross-track displacement needs
to be as small as possible, which is achieved by adding a weight to this value. The in-track displacement is
however less of a priority in minimization, where some allowance is possible due to the length of the station
keeping box.

This would then lead to the following formula:

J = Pc,penal t y +w1(w3∆V1 +∆I1 +w4∆C1)+w2(w3∆V1 +∆I1 +w4∆C1) (4.4)

where w1 and w2 are the weights per satellite, w3 is the weight for the ∆V usage and w4 is the weights for
the cross-track displacement. These values will be determined and tested in Chapter 7 and 8. It needs to be
noted that the base cost function is one where all weights are equal to one.

It needs to be noted here that it was found from a study that the collision probability was mostly influ-
enced by the manoeuvre timing and manoeuvre velocity increment. Both of these variables parameters in
their turn influence the relative distance and period of the orbit [11]. It was therefore chosen in this study to
use the manoeuvre timing and velocity increment as input values, which is similarly done in this thesis.





5
Code Setup

This chapter will describe the code that was written to simulate the problem and to optimize the results. This
code was written in Matlab, where the execution is both in Matlab as well as STK. First the overall idea of the
code will be described, after which each block of code will be discussed separately, what inputs are needed
and what outputs are generated.

Following the setup of the cost function in the previous section, the first part of this chapter describes the
different blocks of code are needed to come to the final values needed as input for the cost function. This is
then followed by a description of the optimization algorithm that is used, being Differential Evolution. After
the optimization has been described, the input and output generation to obtain the final converged values
will be described, where also an overview will be given on which formula is used in which block of code.

5.1. Code Blocks
This section will give an overview of the code blocks, from which the code it is built and what variations are
in the code that can be implemented.

The code can be split in multiple blocks of code, where the main sequence is made up of

1. Initialize baseline scenario
2. Generate input values to start the optimization
3. Assess penalty values and cost of the generated input values
4. Evaluate cost function results to find lowest values
5. Generate new input values (using results from previous iteration)

These 5 blocks are the main setup of the code, where the last four blocks run in a loop until convergence is
reached. These four blocks are thus the blocks that run within the optimization loop. Each block of code
holds multiple functions, which will be described in the sections below.

The input for step 1 is the CDM, from which the baseline state at every time step is propagated. The CDM
that is used for input should have a collision probability higher or equal than 1 ·10−7. The information taken
from the CDM is the following:

• TCA
• Exclusion volume radius satellite 1
• Position and velocity at TCA satellite 1
• Position covariance values satellite 1
• Exclusion volume radius satellite 2
• Position and velocity at TCA satellite 2
• Position covariance values satellite 2

As these propagation steps take a significant amount of time, two options are possible for further prop-
agation for the evaluation of the manoeuvre. From these two options two versions of the code can be set
up, where one uses STK for propagation and therefore takes longer and the other propagates the states in
a linearized way (using a state transition matrix, indicated with stmx), minimizing the convergence time to

29
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Figure 5.1: Code schematic using STK propagations

about a minute. As these two ways of propagation require a different setup, the first step is already to make
the distinction which way the propagation will be done. Both code setups can be seen in Figure 5.1 and 5.2
respectively.

Following this setup and the propagation of the baseline scenario the iteration can be started, which is
done using the Differential Evolution method. This method will be described in more detail in the sections
below. Following the setup of the first iteration, the results and penalties will be assessed for the total final
cost. After the cost is known, the results will be compared with the results of the previous iteration to see
which input values give the lowest cost (as the minimization requires the cost to be as low as possible). Once
the results of 3 subsequent iterations remain the same, convergence is reached.

With this convergence the minimal∆V and direction is found with the corresponding minimum displace-
ment, as well as at what time this gives the most optimal solution.

The sections below will describe the subsequent blocks of code in more detail.

5.1.1. Scenario Input and Orbit Propagation

The initialization of the code is done in Matlab, which then uses this input for STK. This initialization needs
time of simulation as well as satellite states. The states of the satellites are taken directly from the CDM, which
gives the closest approach state in the ITRF frame. This reference frame is the similar frame as the fixed frame
in STK. Following this input, the propagation of the satellites will be done in the Cartesian frame.

As mentioned above, two ways of propagation methods can be used. The propagation of the baseline
scenario is done in STK for both methods, after which the two methods diverge in setup.

For the method in which the propagation is done by STK only, only the propagation of the baseline sce-
nario in STK is needed for initialization. The method in which the linearized propagation method is used
needs six more propagations in STK, needed to set up the state transition matrices.

As the propagation of the satellite orbits takes a significant amount of time, a linearization of the dynamics
was implemented to speed the propagation time up. This means that the system is assumed to behave in a
linear way. As the problem is a non-linear dynamical system, the state transition matrix was used to find the
approximate dynamics of the system.

The state transition matrix is defined as shown below, where X (t ) is the state of the spacecraft at time t
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Figure 5.2: Code schematic using state transition matrix propagations

and X (t0) is then the state of the spacecraft at time t0 [16]:

Φ(t , t0) = ∂X (t )

∂X (t0)
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∂ẏ0

∂x
∂ż0
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∂ż0

∂ẏ
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(5.1)

With this definition above, a disturbance or error can be used as input and multiplied with the state transition
matrix for that particular section of the orbit, to find the total disturbance at time of evaluation. This is done
as follows: 
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∂ẏ0

∂ẋ
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(5.2)

where the vector on the right side of the state transition matrix is the disturbance at t0 and the vector on the
left side of the equal sign represents the total disturbance at time of evaluation. The starting time of the orbit
is at t0 and the disturbance is introduced at t1. The time of evaluation where the total disturbance needs to
be computed for is then indicated with t2. This is expressed as:

Φ(t2, t1) = ∆X (t2)

∆X (t1)
(5.3)

Φ(t2, t1)∆X (t1) =∆X (t2) (5.4)

For the dynamics at hand, the goal is to know the total disturbance at t2 (which is the TCA) as a result of an
impulse that is done at time t1. However, the state transition matrix is computed for an evaluation starting at
t0. This means that the state can be computed to t1 and t2, based on t0 and not based on the disturbance that
is introduced at t1. However, the state transition matrix from t1 to t2 can be found by multiplying the state
transition matrices.
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Figure 5.3: Initialization for state transition matrix propagations

The first two state transition matrices which can be found are defined as follows:

Φ(t1, t0) = ∆X (t1)

∆X (t0)
(5.5)

Φ(t2, t0) = ∆X (t2)

∆X (t0)
(5.6)

where the state transition matrix that needs to be found is defined as

Φ(t2, t1) = ∆X (t2)

∆X (t1)
(5.7)

Multiplying the state transition matrices as described above then leads to the following equation to find the
state transition matrix from t1 to t2:

Φ(t2, t1) =Φ(t2, t0)Φ−1(t1, t0) (5.8)

= ∆X (t2)

∆X (t0)

∆X (t0)

∆X (t1)
(5.9)

= ∆X (t2)

∆X (t1)
(5.10)

Now that the state transition matrix can be used to find the total displacement of the satellite with respect to
its originally estimated position at TCA, the state transition matrix needs to be found. This was done using
central differencing, where a small disturbance in all positions and velocities is introduced at t0 and propa-
gated to find the state at each time step. The total disturbance per time step is assessed and divided by the
disturbance that was applied, which can be written as follows for the state in x direction:

∂x

∂x0
= x+h0 −x−h0

2 ·h0
(5.11)

where h0 indicates the disturbance in the x direction at t0. This step is then repeated for all six matrix entries,
from which the state transition matrix follows.

As this will be done for both satellites that are simulated, the propagation can be done using the state
transition matrices. The propagation in STK is therefore not needed anymore if propagation is done this
way. Zooming into the first block of code for initialization of the state transition matrix (STMX) method, the
sequence as seen in Figure 5.3 is used. Comparing Figure 5.1 and Figure 5.2 it can be seen that the STMX are
generated at initialization and later needed for propagation and computation of the in-track and cross-track
displacements as well as the relative distances and velocities for the collision probability.

The next step is to start the optimization. The next section will first explain the optimization method that
is chosen, after which the step by step implementation is explained.

5.1.2. Differential Evolution Optimization
Before the explanation of the next steps can be done, the setup of the optimization code needs to be ex-
plained. The blocks of code that are needed for the generation of input and output values as well as the cost
function results are steps within the optimization.

The optimization that is used is the Differential Evolution method. Following earlier studies that were
found regarding the use of certain optimization methods, it was seen that the Differential Evolution method
gave the most optimal results [10]. Based on this study, it was therefore decided to make use of the differential
evolution algorithm for the optimization of the problem in this research.
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The advantages of heuristic algorithms, to which DE belongs, is that it is applicable and accessible for
practical applications and that it has a simple structure, therefore being easy to use. Next to the solutions
being found quickly, where the algorithm also has a high robustness[10].

The DE algorithm is a stochastic and population based optimization algorithm, which was introduced in
1996 [21]. Similarly to the Genetic Algorithm and Evolutionary Programming, it is an evolutionary algorithm.
The procedure consists of four steps, which will be described below. The problem that needs to be optimized
consists of D real parameters and has a population size of N , which needs to be at least 4. The parameter
vector then has the following form:

xi ,G = [
x1,i ,G , x2,i ,G , . . . , xD,i ,G

]
i = 1,2, . . . , N (5.12)

where G is the number of generations. The block diagram of the DE optimization algorithm can be seen in
Figure 5.4, where the four subsequent steps can be seen that need to be followed. A loop can be seen from
the selection step back to the mutation step. This is the iteration loop where the results are evaluated each
generation until a certain accuracy and convergence is reached. This will be described below, where each
step will be defined [21].

Figure 5.4: Differential Evolution algorithm process

The following process is followed after the setup of the problem:

1. Initialization

This step initiates the algorithm and is therefore only needed in the first iteration. The upper and lower
bounds per parameter are defined in this step

xL
j ≤ x j ,i ,1 ≤ xU

j (5.13)

where also the initial parameters are selected randomly based on the upper and lower boundary inter-
val [

xL
j , xU

j

]
(5.14)

which will be used in the first iteration round. This step will not be revisited again during the iteration
process and serves only as an initialization for the whole process.

2. Mutation

The next step in the process is the mutation. Each vector of parameters from the population undergoes
mutation, recombination and selection. The reason for using mutation in these algorithms is to expand
the search space from the initially randomly chosen parameters. The mutation in this algorithm is
done by going over the vectors xi ,G and selecting three other vectors xr 1,G , xr 2,G and xr 3,G , such that a
distinction can be made between vector i , r 1, r 2 and r 3.
Using these four vectors the weighted difference is taken to generate a mutation vector

vi ,G+1 = xr 1,G +F (xr 2,G −xr 1,G ) (5.15)

where F is the mutation factor, which is chosen in the range [0,2]. The mutated vector that results,
vi ,G+1 is called the donor vector.

3. Recombination

From the donor vectors that are found from the mutation step, the recombination step evaluates the
found donor vectors with the solutions from the previous iteration (or in the case of the first iteration
it will be compared to the initially generated vectors). From this evaluation, the trial vector can be
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found. This trial vector, ui ,G+1, is therefore a combination of the previous vectors xi ,G and the donor
vectors vi ,G+1. The elements that are allowed to continue in the trial vector are selected by a probability
threshold C R in the range of [0,1]. This is done by implementing the following step:

u j ,i ,G+1 =
{

v j ,i ,G+1 if rand j ,i ≤C R or j = Irand

x j ,i ,G if rand j ,i >C R or j 6= Irand
i = 1,2, . . . , N ; j = 1,2, . . . ,D (5.16)

where rand j ,i ∈U [0,1] and Irand is a random integer from the range [1,2, . . . ,D]. the second requirement
per entry is to make sure that vi ,G+1 6= xi ,G .

4. Selection
The last step in the process is the selection step, where depending on function value from the trial
vector a new generation can be formed with the found vectors. This is done by comparing the target
vector xi ,G with the trial vector vi ,G+1, where the lowest cost function outcome determines which vector
can go to the second iteration round

x j ,i ,G+1 =
{

u j ,i ,G+1 if f (ui ,G+1) ≤ f (xi ,G )

xi ,G otherwise
i = 1,2, . . . , N (5.17)

where the second iteration starts at the mutation step again.

The process described above will be continued until a certain stopping criteria is reached.
Looking at the initially set values for the number of vectors within a population as well as the mutation

factor and probability threshold, some rules of thumb are advised based on practical experience [22]. The
number of vectors in the population, N , is advised to be 5 to 10 times the number of parameters D in the
problem. The second advice that is given is to choose F = 0.5, where in case the solutions get stuck to increase
either F or N . It is mentioned that the range for F is most effective in [0.4,1]. Additionally, when a quick
solution is required, the probability threshold C R is best chosen between 0.9 or 1 for a quick convergence.

5.1.3. Input Generation and Propagation
As described above in step 1 of the optimization, the boundaries of the parameters need to be chosen for
the generation of the random variables (Equation 5.13). In this case the parameters for which the bound-
aries need to be determined are the ∆V in radial, in-track and cross-track direction and the manoeuvre time,
added together 8 parameters (D = 8 for the optimization setup). Some things need to be kept in mind for the
determination of these boundaries, which are the limitations of the spacecraft and the propagation method.

Given the limitations of the spacecraft as well as the boundary which is deemed to be the maximum for
the operator, the ∆V may need to be specified per wishes of the operator (it needs to be noted here that
the manoeuvre will probably have a lower value, as it is a minimization). This could also depend on the
minimum impulse bit as explained in Section 4.2.2. Additionally, the propagation method also needs to be
taken into account when choosing these boundaries, as the linearized state transition matrix method has a
higher inaccuracy. Choosing a high boundary value for ∆V could lead to incorrect results for the resulting
displacement. This will be checked in Chapter 6 and 7.

The randomized number generator will determine the starting population of the ∆V in the three direc-
tions and the manoeuvre time. Following this step the recombination and mutation will be determined as
described in Equation 5.15 and 5.16. Based on the resulting population parameters, the manoeuvres can
be propagated either using STK or using the state transition matrix, where the propagation using the state
transition matrices will be used to generate the results as will be described in Chapter 8.

Before the ∆V in RIC can be used, the conversion needs to be done to the Cartesian frame. This is done
using the equations as described in Section 3.3. After this the propagation steps can be started.

The propagation in STK requires the input of the new velocity in the three directions as a result of manoeu-
vre ∆V at the time of manoeuvre (as mentioned before, it is assumed that the manoeuvre is impulsive and
therefore a direct change of velocity at moment of manoeuvre). This is done by taking the position and veloc-
ity at the time of manoeuvre and adding the change in velocity to create the new state at time of manoeuvre.
This can then be used as input directly and be propagated to find the state at time of closest approach.

The propagation using the state transition matrix works a little different. As explained earlier, the state
transition matrix needs to be found to propagate the disturbance in the state from t1 (time of manoeuvre)
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to t2 (time of closest approach). With this matrix, a multiplication can be done with the disturbance vector,
which will look as follows: 

0
0
0
∆Vx

∆Vy

∆Vz

 (5.18)

Here the first three entries of the vector are zero, as the position is not changes from the manoeuvre. The last
three entries have a value depending on which direction the manoeuvre is performed in, where an instanta-
neous change in velocity is assumed. From the use of the state transition matrix the direct displacement is
calculated from the reference point, in this case being the time of closest approach.

5.1.4. Output Value Generation
The output generation is also done differently for the two propagation methods. For the STK output, some
additional steps are needed to obtain the relative states, whereas the state transition matrix method directly
gives the displacement as a result of the ∆V impulse.

Following the propagation in STK, the relative states need to be obtained as well as the displacements of
the original state of the satellites at TCA. This is done using the ‘Relative Motion’ report, querying the relative
distance between:

• Satellite 1 and new satellite 1 - for the displacement of satellite 1
• Satellite 2 and new satellite 2 - for the displacement of satellite 2
• New satellite 1 and new satellite 2 - for the collision probability calculation

It is these reports, together with the propagation of the satellite states, that make the process take longer
than compared to the state transition matrix method. These relative states that are found for the three points
above then need to be converted to the RIC frame at TCA. Following the relative positions of the in-track and
cross-track direction, the penalty function can be filled in and included in the cost function.

Following the state transition matrix method, the displacement resulting from the manoeuvre is a direct
result of the multiplication of STMX with ∆V vector. Just as for the STK method, this needs to be converted
to RIC frame to find the final solution which can be used in the penalty and cost function. To find the relative
distance between satellite 1 and 2 the displacements need to be added to the baseline state to find the new
states.

As the new states are now determined, the only remaining parameter that is not known yet is the collision
probability for the new states. This will be calculated as was mentioned in Chapter 3.

5.1.5. Cost Function Output and Evaluation
With the values known the penalty functions can be filled in and with that the cost function itself (Equation
4.4) and the results can be evaluated. Per item in the population the cost function will be determined (the
values determined for the displacements and collision probability were also done per item in the population).
Each item will then be evaluated against the cost of the previous iteration as seen in Equation 5.15.

Depending on which cost is lower, the input of the lowest of the two will be used as new input for the next
iteration. For the input values of the result that is higher, the same item will be used as input for the next
iteration, which will then also be used in the recombination and mutation step.

This iterative process continues until convergence is reached. Convergence is reached when three subse-
quent iterations have the exact same results and all entries in the population are the same value.

5.2. Code Overview
Combining all the previously discussed blocks of code as well as the setup of the different blocks with respect
to each other, the equations can be coupled to the blocks of code for the complete setup.

Figure 5.5 and 5.6 show the first steps needed for the setup of the scenario, similar to 5.3. Figure 5.5 shows
how the state transition matrices are set up and Figure 5.6 shows how the first steps are done to import the
scenario and the initial collision probability is computed. Following this setup, the STK input as well as the
loading of the scenario is used to setup the base script.
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Figure 5.5: Setup and computation of the state transition matrices

Figure 5.6: Setup and computation of the initial collision probability and input files to start simulation including formulas

Figure 5.7 shows the complete loop with equations from iteration initialization up to convergence. It can
be seen here that the initialization needs to be done only once to set the parameters. Using this code the
information in the following chapters is generated and tested.
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Figure 5.7: Full iteration loop from initialization until convergence including formulas





6
Verification and Validation

Following the setup of the code and the pieces of analytical computations, the validity of these pieces of code
need to be checked. This will be done in this chapter.

First the conversion to RIC frame and relative position and velocity calculations will be checked. This
will then be followed by the initialization and the calculations with the state transition matrix. The next for-
mula that will be checked is the collision probability, which is followed by the verification of the optimization
algorithm.

Once all these different aspects of the code have been verified, these formulas and pieces of code can be
used to obtain the final solutions.

6.1. RIC conversion and relative distance
As the collision messages are given in the radial, in-track and cross-track frame and as the constraints for
the station keeping box are also needed in this frame, a simple conversion needs to be done from Cartesian
frame to the RIC frame. This step is then followed by a calculation on the relative distance and speed, based
on the RIC frame of the primary satellite. Although STK is able to give the relative motion of the two satellites,
a direct analytical computation in Matlab would speed up the process significantly.

The equations described in Section 3.3 will be checked against the relative motion function in STK and
these results will then be evaluated with the RIC position and velocities that are given in the CDMs. 10 CDMs
are used, which can be seen in Table 6.1. This table shows the RIC position and velocity as given by de CDM
as well as the analytical result and the STK result. The values of the CDMs are given with one digit behind the
comma, whereas it was chosen for the results of the analytical computation and the STK result to show the
values with three digits behind the comma.

From this table it can be seen that the RIC relative position gives accurate results, which means that the
analytical calculation as well as the STK calculation are both accurate to calculate the relative position. The
preference however goes out to the analytical method of calculating these values, given the long computation
time of STK.

Looking at the relative velocities a few things can be noticed. First of all, it can be seen that the relative
velocity in cross-track direction is the same for both the analytical as the STK computation. For the in-track
relative velocity it can be seen that the STK values are not always the exact same as given in the CDM, while
this does seem to be the case for the analytically calculated values. For example, some of the CDM values are
given without a digit behind the comma as seen in the first three cases, which is assumed to mean that this is
a value rounded off to a zero behind the comma. Rounding off the analytical values would result in the exact
same result as the CDM is giving, which is not the case for the STK results.

The radial velocity on the other hand also shows large deviations from the CDM values when looking at the
STK values. Even though the differences are not that clear in the last three examples, the first seven examples
show a clear difference with the rounded off values compared to the analytical results. The analytical results
show similar results as the CDM.

Following the results as shown above it can be concluded that the analytical method for calculating the
radial, in-track and cross-track relative position and velocity is more accurate for the problem at hand. This
method will therefore be used in the code.

39
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Table 6.1: Comparison of analytical and STK results with the given values of the RIC position and velocity of CDMs

R [m] I [m] C [m] Ṙ [m/s] İ [m/s] Ċ [m/s]

CDM 96.4 415.4 170.7 4.2 -2175 5321.2
Analytical 96.433 415.367 170.677 4.238 -2174.990 5321.213
STK 96.433 415.367 170.677 4.693 -2175.095 5321.213

CDM 97 330.7 135.2 4.3 -2175 5321.2
Analytical 96.976 330.703 135.162 4.332 -2174.990 5321.213
STK 96.976 330.703 135.162 4.694 -2175.096 5321.213

CDM 167.2 -725.4 629.8 -1.2 -6488 -7511.3
Analytical 167.173 -725.429 629.812 -1.239 -6487.995 -7511.304
STK 167.173 -725.429 629.812 -2.035 -6488.178 -7511.304

CDM 106.7 88 -252 26.6 -13464.4 -4805.4
Analytical 106.661 88.020 -251.969 26.611 -13464.400 -4805.373
STK 106.661 88.020 -251.969 26.708 -13464.517 -4805.373

CDM 83.2 188.9 623.9 -27.5 -13847.3 4292.4
Analytical 83.159 188.942 623.908 -27.492 -13847.303 4292.426
STK 83.159 188.942 623.908 -27.285 -13847.394 4292.426

CDM 57.5 309.1 804.3 -24.9 -13190.7 5121.8
Analytical 57.523 309.142 804.273 -24.947 -13190.667 5121.844
STK 57.523 309.142 804.273 -24.608 -13190.730 5121.844

CDM -168 -80.5 -483.2 -1.6 -14783 2472.3
Analytical -168.015 -80.528 -483.228 -1.632 -14783.039 2472.302
STK -168.015 -80.528 -483.228 -1.720 -14782.855 2472.302

CDM -167.1 -50.9 -294.4 -1.7 -14783 2472.3
Analytical -167.053 -50.899 -294.417 -1.657 -14783.045 2472.299
STK -167.053 -50.899 -294.417 -1.713 -14782.862 2472.299

CDM 78 -88.4 -189.1 0.1 -12401.4 5560.4
Analytical 78.001 -88.395 -189.119 0.148 -12401.357 5560.354
STK 78.001 -88.395 -189.119 0.056 -12401.438 5560.354

CDM 73.9 -105.1 -226.1 0.2 -12401.4 5560.4
Analytical 73.945 -105.086 -226.055 0.166 -12401.351 5560.355
STK 73.945 -105.086 -226.055 0.057 -12401.428 5560.355
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Table 6.2: Error between propagated relative positions and velocities for a ∆V of 5 m/s ±5 orbits before TCA

∆x = 5m, ∆v = 5m/s ∆x = 1m, ∆v = 1m/s ∆x = 1m, ∆v = 0.1m/s
Propagated STMX Error [%] STMX Error [%] STMX Error [%]

R [m] -2817.41 7449.76 -364.42 11075.40 -493.11 11291.01 -500.76
I [m] -317053.18 -210706.41 -33.54 -311294.81 -1.82 -317097.70 0.01
C [m] -304963.17 -199851.66 -34.47 -299204.02 -1.89 -304936.98 -0.01
Ṙ [m/s] 495.69 329.33 -33.56 487.64 -1.62 496.77 0.22
İ [m/s] -2192.41 -2186.62 -0.26 -2181.95 -0.48 -2181.66 -0.49
Ċ [m/s] 5305.62 5311.97 0.12 5315.47 0.19 5315.68 0.19

Table 6.3: Error between propagated relative positions and velocities for a ∆V of 1 m/s ±5 orbits before TCA

∆x = 5m, ∆v = 5m/s ∆x = 1m, ∆v = 1m/s ∆x = 1m, ∆v = 0.1m/s
Propagated STMX Error [%] STMX Error [%] STMX Error [%]

R [m] 1848.71 1567.10 -15.23 2292.23 23.99 2335.35 26.32
I [m] -63047.17 -41808.99 -33.69 -61926.67 -1.78 -63087.25 0.06
C [m] -60814.01 -39833.79 -34.50 -59704.26 -1.82 -60850.85 0.06
Ṙ [m/s] 102.64 69.26 -32.52 100.92 -1.68 102.74 0.10
İ [m/s] -2176.69 -2177.32 0.03 -2176.38 -0.01 -2176.32 -0.02
Ċ [m/s] 5319.76 5319.36 -0.01 5320.06 0.01 5320.11 0.01

6.2. State Transition Matrix
Given the way the state transition matrix method linearizes the dynamics of the problem as was described in
Section 5.1.1, an error will result from this simplification. This error needs to be assessed in order to see if this
implementation is realistic and gives a good approximation of the results.

As all the input and output of the calculations is done in the radial, in-track and cross-track frame of the
primary satellite, the error will also be assessed in this frame. Two analyses will be done to see the results
of the use of the state transition matrix, where the first analysis is done to assess what delta step needs to
be used to get the most accurate results for the state transition matrices. The second analysis is then done
to assess the error in the results of the state transition matrix compared to the propagated values. This will
also at the same time give an idea of the sensitivity of the state transition matrix. This sensitivity analysis is
therefore combined and will not be re-iterated in Chapter 7.

6.2.1. State Transition Matrix Delta Evaluation
Given the delta in position and velocity that need to be chosen to find the state transition matrices as de-
scribed above, it can be expected that a certain step would perform better or less than another delta step.
With the total manoeuvre ∆V expected to be far below 5 m/s, three ∆V velocities are simulated to evaluate
the delta that needs to be chosen with which the state transition matrices are determined, being 5 m/s, 1 m/s
and 0.5 m/s. The actual manoeuvre magnitude is expected to be in the order of the latter value. Additionally,
it is not expected that the manoeuvre will take place more than 5 orbits before TCA (one orbit estimated to be
around 6000s), which is why this value is chosen as the maximum output error. Altogether, this means that
the delta step chosen here is based on the most maximum of situations with are expected to have the largest
errors, as a larger propagation time as well as disturbance from the manoeuvre ∆V would lead to a larger
error.

Table 6.2 shows the comparison of the results for a manoeuvre of 5m/s of the propagated and analytically
computed RIC relative positions and velocity, as well as the results based on the propagated values of the
state transition matrix (indicated with STMX). Looking at the error over the different deltas chosen, it can be
seen that the overall error percentages go down with the decrease in delta steps. The smallest error is seen for
a delta step of 1 m for the position and 0.1 m/s for the velocity. The only error that seems to increase is that of
the radial direction.

Table 6.3 shows the same analysis as done in Table 6.2, but then with a∆V of 1 m/s. The same trend in the
error can be seen as in Table 6.2, where again the radial direction seems to have the largest and growing error.
Overall it can also be seen that the error in the radial direction is smaller than in the first example with a ∆V
of 5 m/s. This indicates already that a larger value for ∆V will result in larger errors, but this will be discussed
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Table 6.4: Error between propagated relative positions and velocities for a ∆V of 0.5 m/s ±5 orbits before TCA

∆x = 5m, ∆v = 5m/s ∆x = 1m, ∆v = 1m/s ∆x = 1m, ∆v = 0.1m/s
Propagated STMX Error [%] STMX Error [%] STMX Error [%]

R [m] 1118.32 831.77 -25.62 1194.33 6.80 1215.89 8.72
I [m] -31312.00 -20696.81 -33.90 -30755.65 -1.78 -31335.94 0.08
C [m] -30317.25 -19831.56 -34.59 -29766.79 -1.82 -30340.09 0.08
Ṙ [m/s] 53.45 36.75 -31.24 52.58 -1.63 53.49 0.07
İ [m/s] -2175.73 -2176.15 0.02 -2175.69 0.00 -2175.66 0.00
Ċ [m/s] 5320.59 5320.29 -0.01 5320.64 0.00 5320.66 0.00

Table 6.5: Error between propagated and estimated radial, in-track and cross-track state based on 0.5 m/s and 0.1 m/s ∆V at ± 5 orbits
before TCA

0.5m/s 0.1m/s
Propagated STMX Error [%] Propagated STMX Error [%]

R [m] 1118.32 1215.89 8.72 324.12 320.32 1.17
I [m] -31312.00 -31335.94 0.08 -5929.42 -5934.89 -0.09
C [m] -30317.25 -30340.09 0.08 -5926.14 -5931.48 -0.09
Ṙ [m/s] 53.45 53.49 0.07 14.08 14.09 -0.07
İ [m/s] -2175.73 -2175.66 0.00 -2175.12 -2175.12 0.00
Ċ [m/s] 5320.59 5320.66 0.00 5321.11 5321.10 0.00

in more detail in Section 6.2.2. Again the smallest error is seen for the delta step of 1 m for the position and
0.1 m/s for the velocity.

The last table, Table 6.4, shows the same comparison as the two tables above, but with a ∆V of 0.5 m/s in
all directions. Again, the same can be observed as in the two tables above, where the last delta step shows the
smallest error. Also the radial direction seems to have the largest error, but is significantly lower compared to
the error as found in the previous two tables with lower ∆V . From this it can again be already seen that the
smaller the ∆V , the more accurate the state transition matrix is able to estimate the position of the satellite.

Also lower values for the delta step were analyzed, but it was seen that smaller steps would not make the
error smaller and could even lead to a somewhat larger error. Given the tables and results shown above, it
can be seen that the largest delta step shows the largest error and the smallest error is seen for a delta step
of 1 m for the position and 0.1 m/s for the velocity. This delta step is therefore chosen to compute the state
transition matrices with.

6.2.2. State Transition Matrix Error Evaluation
Based on the conclusion of the previous section that the delta step for the determination of the state transition
matrices can be set to 1 m for the position and 0.1 m/s for the velocity, an analysis can be done on the accuracy
of the estimated values over varied times of manoeuvre. These results will be shown below. Three times of
manoeuvre were chosen for this analysis, being 5, 3 and 1 orbits before TCA. For these three manoeuvre times
a∆V magnitude of 0.5 m/s and 0.1 m/s will be compared, as these are the values that are more likely to result
from the optimization. Additionally, the manoeuvre is expected to be performed at earliest 12 hours before
TCA, as the last screening is finished up to 12 hours before the manoeuvre needs to be determined [23].

Table 6.5 shows the comparison of the results from a propagated relative state with a ∆V of 0.5 m/s and
0.1 m/s at about 5 orbits before TCA. As was also seen in the previous results, the error in the radial position
dominates the total error that is seen from the estimation with the state transition matrix. The smaller value
of ∆V also seems to be of significant influence on the accuracy, which is what was expected. Apart from the
lesser accuracy in the radial position, the other values show that the state transition matrix estimates the state
with an error below the 0.1%.

Table 6.6 shows the same analysis with a manoeuvre ∆V of 0.5 m/s and 0.1 m/s from a manoeuver time
of 3 orbits before TCA. The same conclusions as above can be made, where a larger error is seen in the radial
position for both manoeuvre magnitudes. It is also observed again that the remaining relative positions and
velocities show accurate results with the largest error being 0.15%. The error between the 0.5 m/s ∆V at 5
orbits before TCA and 3 orbits before TCA becomes smaller, where the error for a ∆V of 0.1 m/s between 5
orbits and 3 orbits keeps the same order of magnitude (but might seem to get a little higher because of the
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Table 6.6: Error between propagated and estimated radial, in-track and cross-track state based on 0.5 m/s and 0.1 m/s ∆V at ± 3 orbits
before TCA

0.5m/s 0.1m/s
Propagated STMX Error [%] Propagated STMX Error [%]

R [m] 663.73 687.54 3.59 218.27 214.65 1.66
I [m] -18366.80 -18388.32 0.12 -3340.50 -3345.37 -0.15
C [m] -17778.65 -17798.12 0.11 -3418.38 -3423.08 -0.14
Ṙ [m/s] 33.74 33.77 0.09 10.14 10.14 0.00
İ [m/s] -2175.40 -2175.38 0.00 -2175.07 -2175.07 0.00
Ċ [m/s] 5321.27 5321.29 0.00 5321.23 5321.23 0.00

Table 6.7: Error between propagated and estimated radial, in-track and cross-track state based on 0.5 m/s and 0.1 m/s ∆V at ± 1 orbit
before TCA

0.5m/s 0.1m/s
Propagated STMX Error Propagated STMX Error

R [m] 244.65 241.30 -1.37 127.06 125.41 1.30
I [m] -5772.68 -5784.92 0.21 -822.00 -824.69 -0.33
C [m] -5723.77 -5734.98 0.20 -1007.85 -1010.45 -0.26
Ṙ [m/s] 14.34 0.14 0.02 6.26 6.26 0.00
İ [m/s] -2175.10 -2175.10 0.00 -2175.01 -2175.01 0.00
Ċ [m/s] 5321.78 5321.77 0.00 5321.33 5321.33 0.00

smallest value of the relative position).
The last analysis done is that of a manoeuver of 0.5 m/s and 0.1 m/s at 1 orbit before TCA. As mentioned

above, here again the radial position error is larger than the other errors. The magnitude of this error is
decreased significantly though, where the maximum error is 1.37%. This shows that the state estimation at a
short time before TCA can be done accurately with the state transition matrix.

The manoeuver time before TCA is expected to be below 3 orbits, where an accurate result was already
seen at 3 orbits before TCA. Also taking into account that these ∆V s are also expected to be the magnitude
that results from the optimization, it can therefore be concluded that the state transition matrix shows a result
that is accurate enough for position estimation. By doing the position determination through an estimation
with the state transition matrix, a large amount of simulation time can be saved. As MATLAB can do matrix
multiplications fast and as no additional propagation is needed anymore except for the initialization of the
simulation and computation of the state transition matrices with the delta steps, a large part of the propaga-
tion work of STK can thus be omitted.

The effect of the error in the estimated positions also needs to be analyzed in terms of effect on the colli-
sion probability, but this will be discussed in the sensitivity analysis in Section 7.1.

6.3. Collision Probability Formula
As mentioned before in Section 3.2.3, the collision probability formula can be simplified to a 2D problem,
where the assumption is made that the collision area is a square to allow for an ever more simplified version
of the formula. Using Equation 3.43, the resulting collision probability can be checked against the probability
that is given in the CDMs.

With the coordinates in the CDMs given in the ITRF frame, these can be imported in STK in the fixed
frame. After input in the fixed frame the propagation can be done in inertial reference frame, from which
then the relative distances and velocities can be derived. This relative state can then be used as an input to
compute the collision probability.

Table 6.8 shows some results of the analytical computation from the derived formula and the collision
probabilities as provided in the CDMs. As this thesis deals with the collision between two satellites, this will
also be the focus of the verification of the formulas. The collision probabilities between satellites and debris
are however also given, to give a complete picture of the derived formula. It also needs to be noted here
that it is assumed that the CDM gives the true value of the collision probability. The maximum allowed error
assumed for the purpose of this thesis is one order of magnitude smaller than the actual collision probability
itself (given that there are multiple ways of calculating the collision probability). This has to do with the
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Table 6.8: Comparison and error between given collision probabilities and computed collision probabilities

From Formula CDM Error Type

1.772·10−6 1.770·10−6 2.439·10−9 Sat - Sat
1.161·10−6 1.160·10−6 7.418·10−10 Sat - Sat
5.981·10−6 5.870·10−6 1.114·10−7 Sat - Sat
1.653·10−6 1.630·10−6 2.313·10−8 Sat - Sat
8.349·10−6 8.400·10−6 -5.102·10−8 Sat - Sat

2.820·10−17 5.350·10−19 2.767·10−17 Sat - Deb
3.976·10−15 4.950·10−16 3.481·10−15 Sat - Deb
2.342·10−4 2.499·10−4 -1.572·10−5 Sat - Deb
4.249·10−4 5.724·10−4 -1.475·10−4 Sat - Deb

0 0 - Sat - Deb

threshold of the collision probability, where a probability from 1·10−6 or higher will be investigated for further
action. If the calculated probability would have a larger error than the order of magnitude of the value itself, it
would mean that it could stay below the threshold even though it needs to be investigated for further action.
This also means that a positive error (where the formula gives a higher value than that of the CDM) is also
preferable, as this gives a more conservative value to do calculations with.

Starting with the satellite - satellite conjunctions, it can be seen that the error is negligible compared to
the value given by the CDM. It can also clearly be seen that the order of magnitude of the errors are lower
than the allowed error mentioned above. Once the collision probability would have an error that results in a
value in different order of magnitudes, the threshold for action becomes more questionable. From the other
satellite - satellite conjunction warnings that are not shown in this list the same order of error is observed,
from which can therefore be concluded that the formula gives accurate results for this research.

For the satellite - debris conjunction warnings different results can be observed compared to the satel-
lite - satellite results. It needs to be noted though that the warnings with a value smaller than 1·10−6 are not
considered to be of ‘danger’ to the satellite, meaning that there is no need for a further decision on a collision
avoidance manoeuvre (as was mentioned in Chapter 3). The first two satellite - debris warnings were there-
fore not of importance to see if further action needs to be taken. Additionally, as Matlab has a precision up to
16 digits1, meaning that these values are passing this precision and could therefore have a large error.

Then looking at the two collision probabilities following that have a value in the range of 1·10−4, it can
already be seen that these errors are lower than the two values mentioned above. An error of magnitude
1·10−5 on a value of around 2·10−4 is still accepted, as this is one order of magnitude lower than the actual
value.

The last value shows a zero collision probability. This is something that is seen more often, which happens
when the error function reaches its limits as can be seen in Figure 6.1. As can be seen in the figure, when a
value of 2.0 or -2.0 or higher is used as input for the error function, the result will always go to 1.0 or -1.0
respectively. This results in a collision probability as two exact same values will be subtracted from each
other, as can be recalled in Equation 3.43. This value of 2.0 and higher, or -2.0 and lower, is reached when the
values of the covariance matrix in the B-plane are small. As can be seen in Equation 3.43, when the CB values
are small, the value from which the error function is calculated is automatically high and in this case higher
than 2.0 or lower than -2.0.

As this is a result of the simplification of the code and as this result is seen in all the CDMs which give a
probability of 0, this result is therefore also the accurate result.

Keeping in mind that the collision probability formula will be used in this thesis to assess the risk between
two satellites and as it was concluded that the formula works for these events, it can therefore be concluded
that this collision probability formula is accurate enough to use in the code.

6.4. Optimization Algorithm
In order to test the DE optimization that was written in Matlab, multiple test functions were used to verify the
convergence of the code2. Four functions were chosen to verify the convergence, being the Beale function,

1https://nl.mathworks.com/help/symbolic/increase-precision-of-numeric-calculations.html date last visited 28-01-2021
2https://en.wikipedia.org/wiki/Test_functions_for_optimization date last visited 01-06-2020
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Figure 6.1: Error Function

Table 6.9: Optimization test functions

Function Name Function

Beale function f (x, y) = (1.5−x +x y)2 + (2.25−x +x y2)2 + (2.625−x +x y3)2

Levi N.13 function f (x, y) = sin2 3πx + (x −1)2(1+ sin2 3πy)+ (y −1)2(1+ sin2 2πy)
Himmelblau function f (x, y) = (x2 + y −11)2 + (x + y2 −7)2

McCormick function f (x, y) = sin(x + y)+ (x − y)2 −1.5x +2.5y +1

the Levi N. 13 function, the Himmelblau function and the McCormick function. All four functions were used
to verify different aspects of the algorithm. All four functions will be described below, as well as the outcome
of the optimization for these functions.

Table 6.9 shows the four test function expressions and Table 6.10 shows the corresponding minima and
the search space. All four optimization functions were chosen because of different reasons. The Beale func-
tion was used as a first check to see if the code was working properly. For this function there is one minimum
that can be found, made up of two function variables. The Levi N.13 function was chosen because of the
sinusoids, where multiple local minima could be found instead of the global minimum. The Himmelblau
function was then used to check if the code was able to find more than one minimum, as four minima exist.
Last but not least the McCormick function was used to see if the code was also capable in finding a non-zero
minimum.

The runs showed that for the Beale function no difficulties were found in finding the minimum. This was
also achieved with a low number of iterations.

For the Levi N.13 function the same results were found, where the minimum was found with a low number

Table 6.10: Optimization test functions minima and ranges

Function Name Minimum Search Space

Beale function f (3,0.5) = 0.0 [−4.5 ≤ x, y ≤ 4.5]
Levi N.13 function f (1,1) = 0.0 [−10 ≤ x, y ≤ 10]
Himmelblau function f (3.0,2.0) = 0.0 [−5 ≤ x, y ≤ 5]

f (−2.805118,3.131312) = 0.0
f (−3.779310,−3.283186) = 0.0
f (3.584428,−1.8481262) = 0.0

McCormick function f (−0.54719,−1.54719) =−1.9133 [−1.5 ≤ x ≤ 4]
[−3 ≤ y ≤ 4]
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of iterations. Also the correct minimum was found out of the possible local minima.
The Himmelblau function required a different approach, where the code needed to be run multiple times

to find all minima. It was seen that certain values seem to be reached easier than other values, but overall
it was seen that all four minima were found. The convergence speed was also more than was seen for the
previous two functions.

The final function, the McCormick function, showed a little more difficulty with finding the minimum.
Even though the global minimum that was found is close to the minimum as shown in Table 6.10, some
minima that were found were out of the search boundaries. Focusing on the results within this search space,
it was seen that the minimum that was found had was not the exact same value as given in Table 6.10. The
values were however close and good enough for the estimation of the global minimum.

With these four functions it was therefore concluded that the optimization code works and can be used
in the simulations. A more detailed discussion on the results can be found in Appendix D.



7
Sensitivity Analyses

This chapter will discuss the sensitivity of the collision probability parameters and formula, followed by the
sensitivity analysis of the covariance matrix. As the sensitivity of the state transition matrix was already dis-
cussed in Chapter 6, it will not be analyzed in this chapter. These sensitivity analyses will give an indication
of the variations in the results based on the input and propagation time for example.

7.1. Collision Probability
The main determining parameters in this code is the collision probability. There are two ways in which the
sensitivity will be checked of this collision probability, being the sensitivity to offsets resulting from a lin-
earized propagation (through the state transition matrix) and the sensitivity to position changes and velocity
changes through ∆V . Both sensitivities will be analyzed in the same manner, where an offset in the relative
position and/or velocity will be introduced and will show the change in collision probability.

The first sensitivity analysis that will be done is for the result of the state transition matrix. As was seen
and discussed in the previous chapter on the verification and implementation of the state transition matrix,
the maximum expected errors are mostly in the relative position and not much so in the relative velocity.
More attention will therefore be given to the offsets in the relative position and less so on the relative velocity
offsets.

As was be seen in Table 6.5 there is a large offset in the radial direction. It is however not expected that
the ∆V impulse will reach 0.5 m/s at 5 orbits before TCA. The manoeuvre is expected to be between 1 and 3
orbits before TCA, which is why the focus will start with the offsets as seen in Table 6.6 and Table 6.7.

Starting with Table 6.6 the main error was seen in the relative position for a ∆V , which comprises of
errors in the order of 20 m (absolute error) in radial, in-track and cross-track direction when the manoeuvre
is done 3 orbits before TCA. This error slims down to errors of about (-) 4 m for a ∆V of 0.1 m/s. going
over the errors in Table 6.7 it can be seen that the error in relative position is up to (-)10 m for a ∆V of 0.5
m/s and again goes down to about (-)2 m for a ∆V of 0.1 m/s. It needs to be noted here that the errors are
mainly decreasing the relative position instead of increasing it, which could be beneficial in making it a more
conservative estimation.

The sensitivity analysis of the collision probability formula will be done with increased relative position
errors of 25 m and 10 m and increased relative velocities of 0.1 m/s and 1.0 m/s. Based on the values shown
above and in the tables mentioned, the error seems to be negative most of time. The same analysis will there-
fore also be done with decreasing relative positions and velocities, which are expected to show an increased
value of the collision probability because of the smaller relative distances. This might however be favored
against increased relative positions and velocities, as it will give a more conservative value for the collision
probability.

Table 7.1 shows the error evaluations for both position offsets and velocity offsets that make the relative
state larger. Logically, this leads to the collision probability decreasing. Looking at the collision probabilities
for an offset of 25 m it can be seen that the risks stay in the same order of magnitude, except for the second
row. The original value as given in the CDM is however on the threshold itself (if assumed to be 1·10−6), where
a value in the high 1·10−7 is not unexpected when looking at a decreasing relative distance. Even though this
error is not desirable and as the errors are expected to be smaller and decreasing the relative distance, this

47
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Table 7.1: Collision probability error evaluation from offsets that increase the relative position and velocity

CDM
From
formula

RIC pos
+ 10 m

RIC pos
+ 25 m

RIC vel
+ 0.1 m/s

RIC vel
+ 1.0 m/s

1.77·10−6 1.77·10−6 1.72·10−6 1.62·10−6 1.77·10−6 1.77·10−6

1.16·10−6 1.16·10−6 8.39·10−7 4.83·10−7 1.16·10−6 1.16·10−6

5.87·10−6 5.98·10−6 5.42·10−6 4.76·10−6 5.98·10−6 5.98·10−6

5.85·10−6 5.99·10−6 5.39·10−6 4.70·10−6 5.99·10−6 6.00·10−6

1.63·10−6 1.65·10−6 1.60·10−6 1.53·10−6 1.65·10−6 1.65·10−6

8.40·10−6 8.35·10−6 8.10·10−6 7.72·10−6 8.35·10−6 8.35·10−6

Table 7.2: Collision probability error evaluation from offsets that decrease the relative position and velocity

CDM
From
formula

RIC pos
- 5 m

RIC pos
- 10 m

RIC pos
- 25 m

1.77·10−6 1.77·10−6 1.80·10−6 1.82·10−6 1.89·10−6

1.16·10−6 1.16·10−6 1.35·10−6 1.55·10−6 2.28·10−6

5.87·10−6 5.98·10−6 6.31·10−6 6.67·10−6 8.06·10−6

5.85·10−6 5.99·10−6 6.35·10−6 6.75·10−6 8.08·10−6

1.63·10−6 1.65·10−6 1.68·10−6 1.71·10−6 1.82·10−6

8.40·10−6 8.35·10−6 8.48·10−6 8.61·10−6 8.99·10−6

error is deemed as acceptable because of this boundary value. However, in case the ∆V exceeds the 0.5 m/s
at about 3 orbits before TCA, an additional more accurate run might be needed to check the results.

Looking further at the error in the relative position with an offset of 10 m, again the second row is one
order of magnitude higher than the CDM value. As explained above, the original value was already in the
low 1·10−6, meaning that an increase in relative position automatically results in a high 1·10−7 value. The
difference compared to an offset of +25 m is however much lower and gives a much more accurate result.
The errors found here are also one order of magnitude smaller than the original collision probability value,
meaning that the result is accurate enough to give an indication of the collision probability.

For the error in velocity however, a marginal difference can be seen with respect to the results from the
self-computed collision probability. As those self-computed collision probabilities were concluded to be ac-
curate enough, these errors in the velocity are also not seen as a problem for the accuracy.

Moving on to the decreased relative position due to a smaller value resulting from the linearized esti-
mation, these results can be seen in Table 7.2. As mentioned before, with a decreasing relative position the
collision probability is expected to be higher, which is also observed in this table. What is also seen in this
table is that the results still are within the same order of magnitude, where the offset for -25 m is a little higher
than -10 m for example (also expected). The values as are found for an error of -10 m to -5 m are expected to
be most occurring, which are also one order of magnitude smaller than the CDM values and lean towards the
more conservative side of the values.

Looking at all the results as shown above, it can be concluded that there is some offset in the collision
probability for the results of the linearization of the propagation. However, depending on the magnitude of
the manoeuvre∆V , which is not expected to be higher than 0.5 m/s because of the minimization, and for the
time of manoeuvre, which is not expected to be earlier than about 3 orbits before TCA, the errors that are seen
are acceptable. It needs to be noted however that when the∆V is expected or found to be higher than 0.5 m/s
or the time of manoeuvre is expected to be earlier than 3 orbits before TCA, a run with higher precision needs
to be done. Comparing the run time of 7hr compared to the few minutes it takes to run the linearized code,
preference is given to a first computation with the linearized model.

7.2. Covariance Matrix
As the collision probability is largely dependent of the covariance matrix of the state of the satellite, research
has been done on the validity and accuracy of this covariance matrix. This research will be shortly discussed
here and used for the analysis of the covariance matrices that will be used for the scenarios that are used in
this thesis.
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Figure 7.1: Accelerating influence of the Earth’s gravity, J2, lunar gravity, solar gravity, solar pressure and atmospheric drag [24]

The position determination as well as the covariance matrix setup depend on the use of different force
models, combined with observations and estimated orbits [24]. This is then propagated forward to get an
estimate of the state and covariance matrix at the time of closest approach. Given the uncertainty because of
the level of accuracy of propagation, it could well be that the covariance matrix is not accurate enough while
this is one of the most important input values for the calculation of the collision probability (as was discussed
in Chapter 3). Five forces are the main determining part in orbit determination:

• Two-body motion
• Non-spherical Earth
• Atmospheric drag
• Third body effects
• Solar radiation pressure

Figure 7.1 shows the variability of these five forces in acceleration at different altitudes and how they vary over
different altitudes. From this it can be readily be seen that the atmospheric drag force has a large variation
over the different altitudes and can very quickly go from the most influential disturbance to least disturbance.
So even though the drag might not be the largest disturbance at the altitude of the scenarios in this report, it
can still be considered the most variable as atmospheric temperatures are difficult to estimate [24].

The first estimations of the state and state covariance were done using TLE and general perturbations,
which was fast but not that precise. It was a more simplified model, without solar radiation pressure or third
body effects included. This was then moved to a more precise method of calculating this, including spe-
cial perturbations, which was slow but more precise. Although more accuracy is obtained this way, most of
the atmospheric models are still empirical based. The latest model used for the CDMs is Jacchia-Bowman-
HASDM-2009 (JBH09) [17], where the High Accuracy Satellite Drag Model (HASDM) was used to debias the
Jacchia-Bowmann-2008 (JB08) model [24]. This HASDM showed improved epoch accuracy, covariance real-
ism and ballistic coefficient consistency [25]. However, with this improved accuracy there are still biases and
inaccuracies which need to be researched further.

For accurate collision avoidance, the covariance matrix needs to be an accurate representation of the
uncertainty in the state. Given the way the collision probability is calculated there are two aspects to this
accuracy:

• Does the error in the position volume follow and conform to a trivariate Gaussian distribution?
• If a trivariate Gaussian distribution is followed, does it have the correct orientation and dimension?

For the first point mentioned above a study was done to understand the Gaussian error volume on the colli-
sion risk assessment. This study showed that high collision probabilities of 1 ·10−4 experience insignificant
impact of the non-Gaussian effects and deviations [26]. It was then concluded in this study that the state
uncertainties represented with the corresponding covariance matrix are in general small for high Pc cases
and therefore will have low non-Gaussian deviations. This can be explained as that high collision probability
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Figure 7.2: Dilution region for collision probability and standard deviation values [28]

cases might have an overlap in the covariance volume near the center of the covariance volume, which is then
not affected by this non-Gaussian effect.

Continuing with the second point named above on the size and dimension of the covariance, this can be
checked with a calculation of the squared Mahalanobis distance (ε·C−1·εT , where ε contains the residuals and
C is the combined covariance). This Mahalanobis distance shows how many standard deviations P is removed
from the mean D, where in the case of a trivariate distribution the expected outcome is 3 [24]. However, as
only the CDM is used as an information source, the residuals ε needed to compute the Mahalanobis distance
cannot be obtained.

Another way in which the covariance can be checked is by looking at the dilution region, which considers
the ratio between the miss distance and covariance size. If this ratio is larger than

p
2, the collision probability

resides in the dilution region. In case a low collision probability is found, which is in the dilution region, no
conclusion can be drawn. The reason for this is that because of a large uncertainty, it could well be that the
distance of the two objects is closer than expressed in a collision probability. This can also be seen in Figure
7.2, where the robust region gives a more accurate result because of the lower covariance values and lower
values of the residuals. On the right side of the figure the same collision probability can be found even though
there is a large inaccuracy meaning large covariance and large residuals [27].

Another practice, which is used by CNES (Centre National d’Etudes Spatiales), is to scale the covariance
matrices of both the primary and secondary satellite and create a heat map of the collision probabilities with
these scaled covariances [29]. The factors range from 0.5 to 3.0 [27], creating an n ×n grid of PC values that
will give insights in the potential errors in the covariance matrix. Through this method the small changes
in covariance can be assessed beforehand, where the maximum PC can be analyzed using these scale fac-
tors. This way it can also be seen if the maximum collision probability passes the threshold for an avoidance
manoeuvre, even though this might be too conservative.

Another study looked at the predicted errors of the CDMs with the corresponding covariances [30]. The
results from this study showed that the CDM covariances give a good and realistic indication of the inaccuracy
of the orbits, but do however seem to be underestimating this inaccuracy. Additionally, a common scaling
factor could not be found, as these scaling factors depend largely on the orbit and observations. For the
CDMs that are used in this report, a common scaling factor is therefore also not expected to be found.

Given that the method with safety factors does not rely on additional orbit data (which is not available
for this thesis), this method will be elaborated below to give an indication of the variability of the collision
probabilities.

With the information given above on the realism and accuracy of the covariance matrices, it can be seen
that without actual orbit data and CDM data only, finding a more precise covariance matrix is questionable.
Additionally, with JSpOC providing the information in the CDMs from the High Accuracy Catalogue and them
also being the party that provides the TLEs [23], finding more accurate results for the covariance matrices
using TLEs is also not an option for the timespan and scope of this research. It is however advised for further
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Figure 7.3: Scaling factor influence on collision probability of
1.77·10−6

Figure 7.4: Scaling factor influence on collision probability of
1.16·10−6

Table 7.3: Scaling factors and corresponding minimum and maximum collision probability

Example Given Pc Minimum Pc SF1 SF2 Maximum Pc SF1 SF2

Fig 7.3 1.772·10−6 4.040·10−7 5.0 5.0 4.702·10−6 5.0 0.2
Fig 7.4 1.161 ·10−6 1.041·10−9 0.2 0.2 1.765·10−6 5.0 2.2
Fig 7.5 8.349·10−6 1.732·10−6 5.0 5.0 3.478·10−5 0.2 0.2
Fig 7.6 2.342·10−4 7.908·10−9 0.2 0.2 8.430·10−4 0.2 3.4

research to look more into the accuracy of the covariance matrix data.
Four CDM covariance matrices are analyzed and discussed below. Figures 7.3, 7.4, 7.5 and 7.6 show what

happens to the collision probability when a scaling factor ranging from 0.2 to 5 is applied to the covariance
matrices. From all figures it can be seen that the collision probability is not much affected by the scaling factor
of the secondary object. This can be explained by the covariance values of the primary object having much
smaller values than that of the secondary object. This means that the covariance values of the secondary
object will dominate the collision probability.

In Figure 7.3 it can be seen that the collision probability gets larger for a lower value of the covariance
values of the secondary satellite. For this CDM the collision probability was 1.77·10−6 and depending on
what the threshold is, here using the example threshold of 1·10−6, the collision probability will lower to a safe
value when a scaling factor of about 2.0 or higher is used.

The opposite is found to be true for the CDM in Figure 7.4, where lower collision probabilities are found
for lower values of the scaling factor. The collision probability that is given is 1.16·10−6, where values larger
than the above mentioned example threshold are found for higher values for the scaling factor.

The third figure shows more of a gradient in collision probability values then multiplied with a scaling
factor. It needs to be noted here that although it looks like the collision probability is lower for a high scaling
factor, it still passes the threshold of 1·10−6 for a scaling factor of 5. Only if the threshold value were to be
moved up to 1·10−5 the scaling factor would not influence that decision.

The last figure that is shown here to analyze the scaling factor is Figure 7.6. This figure shows that there
is a small region for low values of the scaling factor where the collision probability passes. It is also seen
here that the scaling factor of the primary object does happen to make a small difference, compared to the
examples given above. The reason for this could be because of the secondary object being a piece of debris,
where previous secondary objects were satellites that are manoeuvrable.

From these examples it can be seen that it greatly depends on the values of the covariance of the secondary
object compared to that of the primary object. Where the first three examples in Figure 7.3, 7.4 and 7.5 show
a factor of up to 1 ·105 between the primary and secondary object covariance values, the last example shows
a factor of up to 1 ·105. This smaller factor in covariance matrix difference would explain the slightly tilted
gradient of the last example.

As mentioned before, depending on the threshold that is set for the collision probability after which action
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Figure 7.5: Scaling factor influence on collision probability of
8.35·10−6

Figure 7.6: Scaling factor influence on collision probability of
2.43·10−4

Table 7.4: Results for different ∆V weights in the cost function

Weight ∆V1 ∆V2 t1 t2 ∆I1 ∆I2 ∆C1 ∆C2 Cost

1 ·102 0.29 0 83802 0 0.1 0 0.3 0 29.4
1 ·103 0.29 0 83802 0 0.1 0 0.3 0 290.4
1 ·104 0 0.02 0 77744 0 575.2 0 0.8 776
1 ·105 0 0.01 0 69717 0 519.8 0 0.8 1520.6
1 ·106 0 0.01 0 69717 0 519.8 0 0.8 10520.6
1 ·107 0 0.01 0 69717 0 519.8 0 0.8 100520.6

needs to be taken, some of these scaling factors have a value that will results in the collision probability either
passing the higher threshold (e.g. 1·10−5) or not being of importance at all after multiplication. The collision
probabilities for the first and third example seem to stay in about the same order of magnitude, whereas the
second and fourth example have a larger range. What is interesting to see is that also for these two examples,
the scaling factor of the secondary object does not seem to be either the highest or lowest scaling factor.

7.3. Cost Function Initialization and CDM selection
As described in Chapter 4, the parameters and weights of the cost function still need to be initialized for the
optimal result. This initialization is done by varying the weight of ∆V in the cost function, which therefore
also tests the sensitivity of the weight of this ∆V . It is assumed and expected that the most important param-
eter in the cost function is the ∆V , for which therefore a higher weight needs to be added to have the most
influence next to the collision probability. This analysis will be shown and explained below.

Using the advised parameter values for the optimization of F = 0.5 and C R = 0.7, a range of multiples of
10 are used to analyze the best weight to find the minimum ∆V from the optimization. With the minimum
impulse of 0.001 m/s, a weight of at least 1000 is expected to be used to weight up against the displacement
that is found from the manoeuvre (which are expected to be multiple meters).

Table 7.4 shows the otimization results for a range of 1 · 102 to 1 · 107 as weight for ∆V , for one CDM.
This means that with every weight the simulation was done for the same CDM. With these weights, different
solutions for the same CDM are found. This tabel shows that for the different weights a larger ∆V results
when the weight is smaller. As the initial goal is to minimize ∆V , it is therefore expected that a higher weight
is necessary to have the focus on the minimum ∆V .

From these results it can be seen that the first two weights cause the cost function to convert to the lowest
displacement instead of the lowest ∆V . Even though this is desirable, the magnitude of ∆V has more priority
to be minimized. This is what will result when increasing the weight to 1 ·104 and higher as can be seen in
the table. Looking at the results for a weight of 1 ·104, it can be seen that the ∆V is not yet at its lowest, even
though the timing is later than the time of manoeuvres for a higher weight. From 1 ·105 onward the influence
of the weight can be clearly seen in the cost. As mentioned above, it is desirable to have a higher order of
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Table 7.5: Initial results from minimizing the ∆V of the manoeuvre for three CDMs

∆VR1 ∆VR2 ∆VI 1 ∆VI 2 ∆VC 1 ∆VC 2 t1 t2 Cost

CDM1 0 0 0 0.01 0 0 0 69717 1520.6
CDM2 0 0 0.01 0.01 0 0 84691 71771 2513.8
CDM23 0 0 -0.01 0 0 0 83196 0 1078.4

magnitude for the value of ∆V as it needs to weight up against the displacement magnitude. In this case,
this goal is reached with a value of 1 ·105 onward, which is why this weight is chosen for the determination of
which CDMs will be used for the scenarios. A more detailed analysis of the results that were found above are
done in Chapter 8. The base cost function including the ∆V weight looks as follows:

J = Pc + (1 ·105∆V1 +∆I1 +∆C1)+ (1 ·105∆V1 +∆I1 +∆C1) (7.1)

The next step is to analyze the CDMs using the weight for the impulse as determined above. From this
analysis three CDMs can be chosen for the scenarios. Using the state transition matrix method as described
in Section 5.1.1, all satellite-with-satellite conjunction messages (to availability) were ran with the code and
the cost function as found above. With the minimum impulse bit of 0.01 m/s it was seen that most of the
optimal manoeuvres would converge towards this value of ∆V .

To get a good understanding of the results of the code, all three CDMs chosen to have a different result in
terms of ∆V usage. The CDM values as well as the geometry can be seen in Appendix E. Table 7.5 shows the
preliminary results of these three CDMs.

Looking at the preliminary results it can be seen that the ∆V of the three CDMs differ in which of the two
satellites needs to manoeuvre. The first CDM shows a manoeuvre for the secondary satellite and a ∆V that
needs to be initiated in the in-track direction. The second CDM shows that both the primary and secondary
satellite need to perform a manoeuvre in the in-track direction to get to the lowest cost at different times.
For the third CDM it can be seen that the manoeuvre needs to be performed by the primary satellite in the
negative in-track direction to get the lowest cost. Additionally, the first and second CDM are based on the
same event. This will be useful in understanding the differences in the manoeuvre options that results from
these two CDMs.

What was observed from all the simulations, is that the manoeuvre in all cases needs to be performed in
the in-track direction. This is also seen in the three chosen CDMs in Table 7.5.

It also needs to be noted that upon running the optimization algorithm, multiple local minima were
found. This means that the code might need to be ran multiple times to assess the actual lowest cost. This
will also be shown and discussed in Chapter 8.
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Results

Based on the cost function as well as the verification and sensitivity analysis of the different parameters and
the code itself, the results can be generated. First the different scenarios will be described that are explored,
where each scenario will provide information that can be used to formulate the answer to the research ques-
tions. Following this setup, the different scenarios will be ran, of which the results will be shown.

This chapter will only shows what the results are that can be observed. A more thorough explanaition of
why the results look the way they look will be described in the next chapter, Chapter 9.

8.1. Scenarios and Setup
The results that will be generated are based on three CDMs, as this is the only available information on close
approaches and conjunction events apart from the operators own calculations if available. As described be-
fore, this is also the only source for this thesis on the covariance values at the time of closest approach.

These three CDMs will be used to run three different scenarios, which will help in answering the research
questions. As was seen in Chapter 2 there are two subquestions, of which one looks at the technical aspect
of the manoeuvre in relation to a space traffic management and the other question looks at the operational
aspect of the manoeuvre in relation to a space traffic management. Based on these two directions, the three
scenarios chosen will be:

• Scenario 1: Input restrictions
- ∆V limit

• Scenario 2: Output restrictions
- Station keeping limits

• Scenario 3: Input/output weighing
- Weighing per satellite based on constellation setup
- Cost function parameter weights based on constellation setup or operator wishes

These scenarios can also be seen in the two directions as mentioned, where the first and second scenario are
based on the technical side of the research and where the third scenario looks at the operational aspects if
the optimization would be executed with preferences.

In order to be able to work on those scenarios, the code needed to be set up such that the final form is set,
which was done in Section 7.3. Three CDMs were chosen based on the initial results, which were the CDM
1, CDM 2 and CDM 23. The parameters that are needed for the code can be seen in Appendix E. The initial
results run with only a weighing factor for the ∆V can be seen in Table 8.1. This table shows the resulting
∆V per direction per CDM, as was found to be the lowest. In this case, all minima were found in the in-track
direction and no ∆V in the radial and cross-track direction. Additionally, it shows the time of manoeuvre for
the primary and the secondary satellite and the total cost as resulted from the cost function.

This chapter will show the results and give an overview of the result per scenario and per CDM. Chapter 9
will then discuss these results, which is then also a more elaborate view on these results.

Before continuing to the next section with the results, some additional information is needed to look at
the results, which is shown in Table 8.2.1 and 8.3. The first table shows the orbit times of the primary and
secondary satellite for the three different CDMs as well as the time of closest approach for that simulation.
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Table 8.1: Initial results from minimizing the ∆V of the manoeuvre for three CDMs

∆VR1[m/s] ∆VR2 [m/s] ∆VI 1[m/s] ∆VI 2 [m/s] ∆VC 1[m/s] ∆VC 2 [m/s] t1[s] t2 [s] Cost [-]

CDM1 0 0 0 0.01 0 0 0 69717 1520.6
CDM2 0 0 0.01 0.01 0 0 84691 71771 2513.8
CDM23 0 0 -0.01 0 0 0 83196 0 1078.4

Table 8.2: Orbit times and time of closest approach for both satellite of the conjunction event

cdm1 cdm2 cdm23

Orbit time sat 1 [s] 5730 5730 5730
Orbit time sat 2 [s] 5736 5736 5736
Time of closest approach [s] 86820 86820 85962

The orbit times indicate the amount of time it takes for the satellite to complete a full orbit. The time of
closest approach is then the time in the simulation at which the satellites are at the closest range and have a
probability of collision. Also the times of one to three orbits before TCA per CDM are shown in Table 8.3. This
is then simply the subtraction of the time of one orbit from TCA per CDM. These values might be needed to
assess the results that follow from the minimization, where it can be checked if the manoeuvre happens at
full orbits before TCA or maybe at half orbits before TCA. As the first and second CDM are notifications for
the same event, the orbit times are also the same.

These orbit times will be used in the figures in the following sections as well as in the discussion of the
results in the next chapter.

8.2. Scenario 1
The first scenario, as mentioned above, assesses the manoeuvre that needs to be performed where a mini-
mum ∆V needs to be achieved with a ∆V limit. It is assumed for this case that the manoeuvre can only take
place from a little more than five orbits before TCA until 30 minutes before TCA. Additionally, the manoeu-
vre can be performed in the radial, in-track and cross-track direction. The cost function that is used has the
following form:

J = Pc + (1 ·105∆V1 +∆I1 +∆C1)+ (1 ·105∆V1 +∆I1 +∆C1) (8.1)

where the weight of the ∆V is 1·105 as was found in Section 7.3.
The results of this scenario can be seen in Table 8.1. For this scenario it can be seen that the limit of ∆V

is not of significance to the results, as the minimum is automatically found to be the minimum ∆V that is
possible. It can therefore also be seen in the results that lowering the maximum value of ∆V has no influence
on the results as the assumed minimum impulse bit was found, where for the first simulations a minimum of
0.5 m/s was used, after which a second minimum of 0.1 m/s was used.

8.2.1. CDM1
Table 8.4 and 8.5 show three different results that were found for the first CDM using the optimization. Table
8.4 shows the collision probability that is found after the manoeuvre with the corresponding total impulse
magnitude as well as the displacement in each direction and time of manoeuvre. Table 8.5 then shows the
manoeuvre magnitude in the different directions and the cost that is found from the cost function.

Table 8.3: Full orbit times from TCA in simulation time

CDM1 - sat 1 CDM1 - sat 2 CDM2 - sat 1 CDM2 - sat 2 CDM23 - sat 1 CDM23 - sat 2

TCA [s] 86820 86820 86820 86820 85962 85962
TCA - 1 orbit [s] 81090 81084 81090 81084 80232 80226
TCA - 2 orbits [s] 75360 75348 75360 75348 74502 74490
TCA - 3 orbits [s] 69630 69612 69630 69612 68772 68754
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Table 8.4: Simulation results for scenario 1, CDM1

Result # Pc [-] ∆V1 [m/s] ∆V2 [m/s] ∆I1 [m] ∆I2 [m] ∆C1 [m] ∆C2 [m] t1 [s] t2 [s]

1 9.985·10−8 0 0.01 0 519.8 0 0.8 0 69717
2 9.997·10−8 0 0.01 0 547.1 0 0.9 0 67590
3 9.991·10−8 0 0.02 0 575.2 0 0.8 0 77774

Table 8.5: Detailed simulation results for scenario 1, CDM1

Result # ∆VR1 [m/s] ∆VR2 [m/s] ∆VI 1 [m/s] ∆VI 2 [m/s] ∆VC 1 [m/s] ∆VC 2 [m/s] t1 [s] t2 [s] Cost [-]

1 0 0 0 0.01 0 0 0 69717 1520.6
2 0 0 0 0.01 0 0 0 67590 1548.0
3 0 0 0 0.02 0 0 0 77774 2576.0

As was also mentioned earlier, the code needed to be run multiple times as different results were found
from convergence. It can be seen in Table 8.4 that the manoeuvre for this first CDM is in all cases done by the
secondary satellite, where the lowest cost has a ∆V expense of 0.01 m/s. The highest value that is observed
is 0.02 m/s. It can also be seen that the absolute displacement is mainly in the in-track direction, not coming
close to the value of 35 km which was set for the threshold of the station keeping box. There is also a small
movement in the cross-track direction.

Table 8.5 shows a more detailed view of the ∆V in the three directions as well as the cost. From this table
it can be seen that all results found for this CDM have an impulse in the in-track direction. Additionally, it can
also be seen that the timing of the manoeuvres is within the three orbits range for the first and third result,
but that the second result is just outside this range.

Looking at the total cost, the influence of the higher ∆V can be seen, where the timing seems to have a
smaller influence in the form of displacement.

The manoeuvres that resulted as seen in Table 8.4 and 8.5 can be seen in Figure 8.1 and 8.2. Figure 8.1
shows the first two found manoeuvres with a ∆V of 0.01 m/s in the in-track direction and Figure 8.2 shows
the last found manoeuvre time for a ∆V of 0.02 m/s in the in-track direction, indicated with the blue stripe
dotted line. The simulation time is cut of until the time of closest approach, meaning that TCA is the latest
manoeuvre time that is indicated in these figures.

The upper part of the graphs show the relative distance at time of closest approach resulting from an
impulse at a chosen time of manoeuvre between the two satellites in the local frame of the primary satellite
(horizontal axis), is indicated with the blue, orange and yellow line. This is from simulation time t0 until TCA
(maximum simulation time). The second part of both graphs shows the collision probability that would result
at a chosen manoeuvre time. Additionally, the vertical red striped lines indicate the full orbit time, which are
comptued based on the time of close approach time, subtracting the full orbit times as were shown in Table .

In Figure 8.1 and 8.2 it can be seen that there is a dip in the collision probability, where the threshold
is reached. The manoeuvre times are then also within these dips, where it can be seen that the manoeuvre
times are either at the beginning or at the end of the dip, indicating that the optimization searches for the
manoeuvres that are at the threshold to avoid a higher cost. Looking at the relative distances in RIC direction,
this is also at manoeuvre times at which these distances are smaller compared to earlier manoeuvre times
which will cost more.

Comparing these two figures, it can be seen that the displacements are also about twice the amount for
an impulse of 0.02 m/s compared to an impulse of 0.01 m/s. This also comes back in the collision probability,
where the amplitude is about twice as large for the impulse of 0.02 m/s compared to an impulse of 0.01 m/s.
For the larger ∆V of 0.02 m/s, it can also be seen that the dip in collision probability moves back to a later
time of manoeuvre, closer to the time of closest approach.

8.2.2. CDM2
Moving on to the second CDM, the optimized manoeuvre results can be seen in Table 8.6 and 8.7. Table 8.6
again shows the collision probability, ∆V magnitude, displacement and time of manoeuvre for both satel-
lites resulting from the optimization. Table 8.7 gives a more detailed overview of that the ∆V is in the RIC
directions as well as the cost that is related to these results.



58 8. Results

Figure 8.1: Relative RIC position and collision probabilities for a manoeuvre of ∆VI 2 0.01 m/s per simulation second for CDM 1

Figure 8.2: Relative RIC position and collision probabilities for a manoeuvre of ∆VI 2 0.02 m/s per simulation second for CDM 1
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Table 8.6: Simulation results for scenario 1, CDM2

Result # Pc [-] ∆V1 [m/s] ∆V2 [m/s] ∆I1 [m] ∆I2 [m] ∆C1 [m] ∆C2 [m] t1 [s] t2 [s]

1 9.992·10−8 0.01 0.01 36.9 476.2 0 0.7 84693 71769
2 9.993·10−8 0.01 0.01 37 476.1 0 0.7 84691 71771
3 9.996·10−8 0.01 0.02 53.6 500.6 0 0.8 84419 78316

Table 8.7: Detailed simulation results for scenario 1, CDM2

Result # ∆VR1 [m/s] ∆VR2 [m/s] ∆VI 1 [m/s] ∆VI 2 [m/s] ∆VC 1 [m/s] ∆VC 2 [m/s] t1 [s] t2 [s] Cost [-]

1 0 0 0.01 0.01 0 0 84693 71769 2513.8
2 0 0 0.01 0.01 0 0 84691 71771 2513.8
3 0 0 0.01 0.02 0 0 84419 78316 3555.0

As mentioned before, multiple results are found. What can be seen here is that instead of one satellite
moving, as was seen for the first CDM, both satellites need to move for the minimum cost. Again, the impulse
magnitudes are at the minimum impulse bit of 0.01 m/s, where only for the third result an impulse magnitude
of 0.02 m/s is seen for the secondary satellite only. It can also be seen that these results differ from CDM1,
which is the earlier notification of CDM2 for the same conjunction event.

This table also shows that the manoeuvre results in a larger displacement for the secondary satellite com-
pared to the primary satellite. This can be explained by the earlier manoeuvre time of the secondary satellite.
The manoeuvre time of the primary satellite close to TCA (at 86820 seconds as was seen in Table 8.3), then
results in a smaller displacement in the in-track direction. Again a small displacement in the cross-track
direction is found.

Table 8.7 again shows a more detailed result overview for the ∆V in the different directions as well as the
cost of the manoeuvres that resulted from the optimization. This table shows that all manoeuvres are done
in the in-track direction, as was also found for the first CDM, except in this case this goes for both satellites.
What can also be seen in this table, when looking at the cost, is that the first and the second result have the
same cost. This also results from looking at the displacements in Table 8.6 when adding the displacement
values. Again, a larger cost is seen for the third option, where the manoeuvre requires more ∆V .

The same graphs as shown above for the first CDM were made for this CDM, however, as the manoeuvre
is done by two different satellites at different manoeuvre times, only the manoeuvre of one of the satellites
can be shown on one plot. Figure 8.3 shows the manoeuvre of the primary satellite in the in-track direction.
It can be seen here that the threshold of the collision probability is not met. The same goes for Figure 8.4,
which shows the manoeuvre of the secondary satellite in the in-track direction. Again, the collision prob-
ability threshold is not met. Combining these two impulses however does seem to be passing the collision
probability threshold, as is seen in the results.

Comparing the results of CDM1 with CDM2, it can be seen that the manoeuvre cost increased because of
the double ∆V that needs to be expelled instead of the single satellite manoeuvre. It was also seen that the
manoeuvre with only one satellite as in Figure 8.3 and 8.4 would not suffice in this CDM, compared to the
result as seen in CDM1. The time of manoeuvre as well as the displacement are therefore also not similar.

8.2.3. CDM23
Continuing with the third CDM, the results can be seen in Table 8.8 and 8.8. Just as for the previous two CDMs,
Table 8.8 shows the collision probability, manoeuvre magnitude and displacement for both satellites, as well
as the manoeuvre time for both satellites. Table 8.8 then shows the manoeuvre magnitude in the different
directions as well as the cost related to the manoeuvre as a result from the cost function of the optimization.

For this CDM again three different results are given, where two of the three have an impulse of the primary
satellite and the third result given an impulse for the secondary satellite as can be seen in Table 8.8. It can also
be seen here that the displacement of the satellite is in the in-track direction, where the magnitude is smaller
in the first result compared to the second and third result. The manoeuvre time however for the first result is
also closer to TCA than the second and third result.

Table 8.9 gives a more detailed overview of the result, where it can be seen that, as was also the case for
the previous CDMs, the manoeuvre needs to be done in the in-track direction. As the absolute magnitude of
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Figure 8.3: Relative RIC position and collision probabilities for a manoeuvre of ∆VI 1 0.01 m/s per simulation second for CDM 2

Figure 8.4: Relative RIC position and collision probabilities for a manoeuvre of ∆VI 2 0.01 m/s per simulation second for CDM 2

Table 8.8: Simulation results for scenario 1, CDM23

Result # Pc [-] ∆V1 [m/s] ∆V2 [m/s] ∆I1 [m] ∆I2 [m] ∆C1 [m] ∆C2 [m] t1 [s] t2 [s]

1 9.915·10−8 0.01 0 78.4 0 0 0 83196 0
2 9.998·10−8 0.01 0 362.9 0 0.1 0 72659 0
3 9.971·10−8 0 0.01 0 440 0 0.4 0 71481
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Table 8.9: Detailed simulation results for scenario 1, CDM23

Result # ∆VR1 [m/s] ∆VR2 [m/s] ∆VI 1 [m/s] ∆VI 2 [m/s] ∆VC 1 [m/s] ∆VC 2 [m/s] t1 [s] t2 [s] Cost [-]

1 0 0 -0.01 0 0 0 83196 0 1078.4
2 0 0 -0.01 0 0 0 72659 0 1363.0
3 0 0 0 0.01 0 0 0 71481 1440.4

Figure 8.5: Relative RIC position and collision probabilities for a manoeuvre of ∆VI 1 -0.01 m/s per simulation second for CDM 23

the ∆V s does not differ, it can also be seen that the costs are close to each other. The difference in the cost
result because of the time of manoeuvre and the respective displacement that follows.

Figure 8.5 and 8.6 show the relative distances and collision probability for manoeuvre times from t0 to TCA
as was also done for the previous two CDMs. Figure 8.5 shows the manoeuvre times for a ∆V of -0.01 m/s in
the in-track direction, where is can be see that there are three time periods where the collision probability
threshold is reached. Here it is also seen again that the manoeuvre result is more towards the right end side
of the period in which this threshold is reached.

Figure 8.6 shows the manoeuvre of the secondary satellite with a ∆V of 0.01 m/s. A comparable graph
is seen for the collision probability as the first graph, where the result is that the manoeuvre happens at the
right side of this period with the lower relative distance, resulting in a lower cost.

8.3. Scenario 2
In the second scenario the other technical aspect of the manoeuvre is assessed, being the displacement from
the original location at TCA after a manoeuvre is performed at a certain instance of time. As there was a
penalty for the displacement crossing the station keeping box boundary, which was set to 35 km, this distance
is assessed using the outcome of what was found in the previous scenario. The displacement that is then
allowed in this box, where it is assumed as was discussed in Chapter 4 that the satellite resides in the middle
of this box at TCA, is 17.5 km.

Where the previous section showed the relative distances between the two satellites, this section will show
the in-track and cross-track distance between the TCA location and the location of the satellite after manoeu-
vre.
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Figure 8.6: Relative RIC position and collision probabilities for a manoeuvre of ∆VI 2 0.01 m/s per simulation second for CDM 23

8.3.1. CDM1
For the first CDM, these results can be seen in Figure 8.7, where the displacement as well as the collision
probability is seen for a ∆V of 0.01 m/s at all time steps.

From Figure 8.7 it can be seen that the absolute displacement in the in-track direction is significantly
larger than the cross-track displacement. This can be expected though, as the manoeuvre is performed in the
in-track direction and the minimization is done to limit the cross-track displacement.

In terms of the maximum displacement after which a penalty is added, which is 17.5 km, it can be seen
that the manoeuvres with a ∆V of 0.01 m/s will not lead to a penalty throughout this simulation time. As the
collision probability does not cross the threshold under which it needs to be, the elimination penalty of the
collision probability is the one that will dominate the cost weighing. Additionally, the displacement in the
cross-track direction does not get larger than 4 m.

Looking at the absolute values of the displacements over the complete simulation time, the values get
lower the closer to TCA the manoeuvre is performed. This is something that can be expected, as the displace-
ment can eventually be simplified to velocity times delta time. The earlier the manoeuvre is performed, the
larger the displacement will then be.

Figure 8.8 shows the displacement for a ∆V of 0.1 m/s for comparison. This manoeuvre impulse is done
for the same satellite in the same direction, being the secondary satellite and the in-track direction respec-
tively. It can be seen that the displacement magnitude is also about 10 times bigger. With this higher value
of the ∆V it can be seen that the penalty value for the displacement is reached at manoeuvre times up to 10
orbits before TCA. In this time where the threshold is passed, the penalty function for the displacement would
come into play, as the collision probability passes the threshold below which it should be at every half orbit
manoeuvre. The collision probability stays below this threshold for manoeuvres at every half orbit until TCA,
meaning that the optimization converges to values that are close to TCA and where the collision probability
passes the threshold.

The cost of this can be seen in Figure 8.9, where the figure on the left shows the cost at every time step
and the figure on the right zooms in on the bottom part of the graph up to a cost of 1·104. Here it is seen
that the dips of the collision probability result in a low cost, where penalty for the displacement is the main
determining factor in the cost. The downward slant follows the penalty the lowering of the displacement
for later manoeuvre times, where the quadratic penalty is observed starting close to 3000 seconds of the
simulation. Looking back at the first graph in Figure 8.8, this is also where the 17.5 km threshold is passed
and where the penalty function for the displacement ends.
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Figure 8.7: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 2 0.01 m/s per simulation second
for scenario 2, CDM1

Figure 8.8: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 2 0.1 m/s per simulation second for
scenario 2, CDM1
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Figure 8.9: left: Cost for a manoeuvre of∆VI 2 0.1 m/s per simulation second for scenario 2, CDM1 - right: Zoomed in cost up to 1·104 for
all simulation seconds.

8.3.2. CDM2
The same analysis is done for the second CDM, which is the one where a manoeuvre for both satellites was
seen as minimum. As mentioned in the previous scenario, the two ∆V s can only be shown separately as
the optimum is a combination of two different manoeuvre times. Figure 8.10 shows the displacement in
the in-track and cross-track direction of the primary satellite for a ∆V of 0.01 m/s. Similar as for the first
CDM, the in-track displacement does not cross the threshold of 17.5 km and therefore no additional penalty
is included in the cost. The collision probability on the other hand is also not crossing the threshold, meaning
that the elimination penalty for the collision probability weighs more than the displacement if it were to pass
the threshold of 17.5 km. Figure 8.11 shows the displacement in the in-track and cross-track direction for
the secondary satellite, also with a ∆V of 0.01 m/s in the in-track direction. Just as for the primary satellite,
the displacement does not reach 17.5 km, meaning that no additional penalty is taken into account and the
collision probability also does not pass the threshold, which would outweigh the displacement in terms of
cost.

Figure 8.12 and 8.13 show what were to happen to the displacements if the manoeuvres would have a ∆V
of 0.1 m/s, ten times higher than the found minimum. The manoeuvre of the primary satellite (Figure 8.12)
now passes the assumed station keeping boundary of 17.5 km. However, as the collision probability threshold
is not met, this does not have an impact on the total cost as it will be outweighed by the elimination penalty of
the collision probability. Something different is seen in Figure 8.13, where the displacement of the secondary
satellite passes the 17.5 km and the collision probability is low enough at half orbit manoeuvres from the start
of the simulation. This will then give the same cost development as was seen in Figure 8.9 and ??

Again comparing the results of the first CDM with this CDM, it can be seen that the results differ. However,
when looking at the ∆VI 2 of 0.1 m/s, it can be seen that the collision probability threshold is passed for both
CDMs (Figure 8.8 and 8.13. The cost is then however ten times larger than in the case of the minimum found
for the first CDM and five times as large as the minimum found for the second CDM.

8.3.3. CDM23
The last CDM is also analyzed in the same way, where the displacement in the in-track and cross-track direc-
tion can be seen in Figure 8.14. The ∆V that was found for this CDM to be the minimum cost is 0.01 m/s in
the negative in-track direction (meaning backward). Here again the magnitude of 0.01 m/s does not result in
a higher penalty for the displacement. The cross-track displacement is lower than was seen in the previous
cases.

Figure 8.15 shows an increased result, where the manoeuvre magnitude is increased to 0.1 m/s in the
negative in-track direction. Here it can again be seen that the station keeping box penalty threshold is passed
at 17.5 km up to about 10 orbits before TCA. The collision probability is not passing the threshold yet though
as can be seen in the third graph of Figure 8.15. This threshold is only passed after about 3000 seconds of the
simulation, which is different than what was seen above where this threshold was passed from the start of the
simulation. This threshold is again passed at manoeuvres initiated every half orbit.

Figure 8.16 shows the development of the cost for the case in which a ∆V of -0.1 m/s in the in-track di-
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Figure 8.10: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 1 0.01 m/s per simulation second
for scenario 2, CDM2

Figure 8.11: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 2 0.01 m/s per simulation second
for scenario 2, CDM2
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Figure 8.12: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 1 0.1 m/s per simulation second
for scenario 2, CDM2

Figure 8.13: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 2 0.1 m/s per simulation second
for scenario 2, CDM2
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Figure 8.14: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 1 -0.01 m/s per simulation second
for scenario 2, CDM23

Figure 8.15: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VI 1 -0.1 m/s per simulation second
for scenario 2, CDM23
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Figure 8.16: left: Cost for a manoeuvre of∆VI 1 -0.1 m/s per simulation second for scenario 2, CDM23 - right: Zoomed in cost up to 1·104

for all simulation seconds.

rection is performed, where the figure on the right is zoomed in on the lower part of the graph up to 1·104

for all simulation seconds. It can be seen here that from the beginning of the simulation up to about 3000
seconds of the simulation is an exponential curve with values ranging up to about 8·107. This is the result
of a combined penalty, where the elimination penalty is the most prominent because of the collision proba-
bility not reaching the threshold and the added penalty is for the displacement being larger and resulting in
an exponential penalty. After about 3000 seconds, the collision probability passes the threshold, leading to
lower cost values. The zoomed in figure then also shows the somewhat linear decrease in displacement and
therefore penalty when getting closer to the TCA.

8.4. Scenario 3
In the third scenario, the weight of the satellites can be changed to see if the manoeuvre can be divided be-
tween the two satellites or if the manoeuvre can be pushed to the other satellite. In the case of the first CDM,
the manoeuvre is performed by the secondary satellite, where it can be analyzed if the manoeuvre can be split
between the two or if the manoeuvre can be pushed to the primary satellite. The opposite holds for the third
CDM, where the primary satellite needs to manoeuvre for the minimum cost. It can therefore be analyzed if
the manoeuvre can be divided with the secondary satellite or maybe even pushed to the secondary satellite
altogether. In the second CDM the minimum required both satellites to manoeuvre. By adding weights per
satellite in this scenario it can be analyzed if one satellite can manoeuvre more or if the manoeuvre can be
done by one of the two satellites.

As was also seen in Section 7.3, the weight of ∆V can be changed. In Table 7.4 showed the results of the
cost as well as the displacements and resulting ∆V when the weight was increased.

J = Pc +w1(1 ·105∆V1 +∆I1 +∆C1)+w2(1 ·105∆V1 +∆I1 +∆C1) (8.2)

The cost function with weights per satellite, including the ∆V weights is seen in Equation 8.2. Looking at this
cost function, which needs to be minimized, it can be seen that if either one of the weight is increased, that
the preference for movement goes to the satellite that had the least weight. The 3 CDMs will be analyzed with
different weights for w1 and w2 (2, 5 and 10), where the weight is increased for the satellite that does not need
to move according the results of the minimum cost.

It was found that all resulting manoeuvres with weight, just as found in scenario 1, need to be performed
in the in-track direction. Therefore, it was chosen to only give these numbers and leave out the radial and
cross-track ∆V . Additionally, again multiple results were found, where it was chosen to only show the most
occurring results from the simulations.

8.4.1. CDM1
Table 8.10 and 8.11 show the manoeuvre results of the first CDM with increased weights. The weight of the
second satellite is increased to move the manoeuvre to the primary satellite. It can be seen here that the
weight of 2 for the secondary satellite does not change the result, compared to the result in Table 8.4. The
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Table 8.10: Manoeuvre results for an increasing weight for w2, scenario 3, CDM1 (1)

Weight Sat 1 Weight Sat 2 ∆VI 1 [m/s] ∆VI 2 [m/s] t1 [s] t2 [s] Cost [-]

1 2 0 0.01 0 69717 3041.2
1 5 -0.07 0 84325 0 7418
1 10 -0.07 0 84325 0 7418

Table 8.11: Manoeuvre results for an increasing weight for w2, scenario 3, CDM1 (2)

Weight Sat 1 Weight Sat 2 Pc ∆I1 ∆I2 ∆C1 ∆C2

1 2 9.985·10−8 0 519.8 0 0.8
1 5 9.992·10−8 417.8 0 0.2 0
1 10 9.992·10−8 417.8 0 0.2 0

weight of 5 however flips the manoeuvre to the primary satellite. It can also be seen that this manoeuvre
magnitude is larger than the required magnitude if the secondary satellite were to manoeuvre, which is in
this case 0.07 m/s compared to 0.01 m/s. The cost also increases with this increase in ∆V magnitude.

Continuing to Table 8.11, it can be seen that the displacement as a result of the manoeuvre is not that dif-
ferent from the result in scenario 1. The in-track displacement of the primary satellite, when the manoeuvre
is done by the primary satellite, is even about 100 meters less than when the manoeuvre is performed by the
secondary satellite. The ∆V expenditure however is the main driver of the total cost, which therefore results
in the higher cost for this option of the primary satellite manoeuvring.

8.4.2. CDM2
Moving on the second CDM, where both satellites needed to manoeuvre for the minimum cost, the results
with weights can be seen in Figure 8.12 and 8.13. Because both satellites needed to manoeuvre, the weight
analysis was done for both satellites, where for both satellites the weights were increased. It was also observed
here that multiple results with the same total cost were found. These are also given in the tables.

Looking at Table 8.12 it can be seen that the weight of 2 for the primary satellite barely changes the out-
come of the minimization, except for the time of manoeuvre. With a weight of 5 and 10 for the primary
satellite the manoeuvre is pushed to the second satellite, where an increase is seen in the ∆V that is needed
to lower the collision probability to the threshold of 1·10−7. It can also be seen here that there is no difference
between a weight of 5 and 10, but that the weight of 2 for the primary satellite is not enough to push the
manoeuvre completely to the secondary satellite.

For the weight of the secondary satellites it can be seen that the weight of 2 for the secondary satellite
does not move the manoeuvre to the primary satellite. It does however change the result to be in the negative
direction compared to the initial minimum that was found (Table 8.6). Also because of the weights, more
results are found with the same total cost, which is seen here in the case of a weight of 2 and 5. With the weight
of 10 the manoeuvre is performed by the primary satellite, where the magnitude also increases significantly
to (absolute) 0.08 m/s.

Table 8.12: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM2 (1)

Weight Sat 1 Weight Sat 2 ∆VI 1 [m/s] ∆VI 2 [m/s] t2 [s] Cost [-] Cost [-]

2 1 0.01 0.01 84798 71626 3547.4
5 1 0 0.05 0 83650 5534.1
10 1 0 0.05 0 83650 5534.1

1 2 -0.01 -0.01 72548 84026 3583.4
1 2 -0.01 -0.01 72536 84032 3583.4
1 5 -0.01 -0.01 72453 84060 6820.1
1 5 -0.01 -0.01 72439 84063 6820.1
1 10 -0.08 0 84495 0 8390.3
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Table 8.13: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM2 (2)

Weight Sat 1 Weight Sat 2 Pc ∆I1 ∆I2 ∆C1 ∆C2

2 1 9.998·10−8 31.1 484.5 0 0.7
5 1 9.999·10−8 0 533.4 0 0.7
10 1 9.999·10−8 0 533.4 0 0.7

1 2 9.994·10−8 421.8 80.6 0.2 0.1
1 2 9.996·10−8 422.6 80.2 0.2 0.1
1 5 9.998·10−8 428.4 78.2 0.2 0.1
1 5 1.00·10−7 429.4 78 0.2 0.1
1 10 9.984·10−8 390.1 0 0.2 0

Table 8.14: Manoeuvre results for an increasing weight for w1, scenario 3, CDM23 (1)

Weight Sat 1 Weight Sat 2 ∆VI 1 [m/s] ∆VI 2 [m/s] t1 [s] t2 [s] Cost [-]

2 1 0 0.01 0 71481 1440.4
5 1 0 0.01 0 71481 1440.4
10 1 0 0.01 0 71481 1440.4

Continuing with Table 8.13 it can be seen that for the weight of 2 on the primary satellite causes the
displacement to be a little more shifted to the secondary satellite compared to the result found in Table 8.6.
Moving the manoeuvre to lower the collision probability to the secondary satellite then results in a somewhat
larger displacement in the in-track direction. However, comparing this displacement with the expenditure
of ∆V , it can be seen that the minimization moves towards the lower magnitude of combined total ∆V . The
displacement in the cross-track direction is again, as was found before, close to negligible.

The added weight to the secondary satellite on the other hand shows that an absolute magnitude of 0.01
m/s moves the total displacement towards the primary satellite, where also a displacement of about 80 m is
found for the secondary satellite. Moving on to the weight of 5, it can again be seen that the weight moves
even more towards the primary satellite, although still both satellites have a ∆V for the minimum cost. With
a weight of 10 for the secondary satellite the manoeuvre is completely done by the primary satellite and even
though the magnitude is much larger than the previous found, the displacement of the primary satellite is
lower. This is then the result of the main focus on minimizing the total ∆V expenditure.

Again comparing CDM1 and CDM2 it can be seen that for the highest weight for the secondary satellite
the manoeuvre magnitude is becoming more similar. The higher weight for the primary satellite does not
make the manoeuvre similar to the first CDM. Increasing the weights in the first CDM also does not seem to
push it to a transition zone where both satellites need to manoeuvre.

8.4.3. CDM23
Going on with the last CDM, the results can be seen in Table 8.14 and 8.15. In Table 8.14 it can be seen that
the weight on the primary satellite causes the manoeuvres to be moved to the secondary satellite, while the
initial minimum that was found resulted in a manoeuvre of the primary satellite. It can also be seen here
that the magnitude of the weight does not influence the result and the minimum cost, as the same results are
found for all the added weights to the primary satellite.

Moving with Table 8.15, it can be seen that the resulting displacement logically stays the same for the
different weights as well. The displacement in the cross-track direction is again close to negligible.

Table 8.15: Manoeuvre results for an increasing weight for w1, scenario 3, CDM23 (2)

Weight sat 1 weight sat 2 Pc ∆I1 ∆I2 ∆C1 ∆C2

2 1 9.971·10−8 0 440 0 0.4
5 1 9.971·10−8 0 440 0 0.4
10 1 9.971·10−8 0 440 0 0.4
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Table 8.16: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM1 (3)

Weight sat 1 weight sat 2 ∆VI 1 [m/s] ∆VI 2 [m/s] t1 [s] t2 [s] Cost [-]

0.9 0.1 0 0.02 0 77774 257.6
0.75 0.25 0 0.01 0 69717 380.15
0.5 0.5 0 0.01 0 69717 760.3
0.25 0.75 -0.01 -0.01 71686 84856 1141.025
0.1 0.9 -0.07 0 84325 0 741.8

Table 8.17: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM1 (4)

Weight sat 1 weight sat 2 Pc ∆I1 ∆I2 ∆C1 ∆C2

0.9 0.1 9.991·10−8 0 575.2 0 0.8
0.75 0.25 9.985·10−8 0 519.8 0 0.8
0.5 0.5 9.99·10−8 0 519.8 0 0.8
0.25 0.75 1.00·10−7 478.7 28.3 0.2 0.1
0.1 0.9 9.992·10−8 417.8 0 0.2 0

8.4.4. Alternative Weighing
Another way of dividing the weight of the satellites is by making the weights such that they are fractions and
together add up to a value of 1.0. This was also done for the three CDMs, of which the results will be shown
below. The weight distributions shown in these results are 0.9:0.1, 0.75:0.25, 0.5:0.5 and vice versa.

These results for the first CDM can be seen in Table 8.16 and 8.17. It can be seen that for the first distribu-
tion of 0.9:0.1 that the manoeuvre magnitude is double of what was found in scenario 1, where the displace-
ment that results in the in-track direction is also larger than was found for the minimum in scenario 1. For
the weight distribution of 0.75:0.25 it can be seen that the result is back to the minimum that was found in
scenario 1, which also goes for the 0.5:0.5 results. This shows that this weight distribution also shifts the ma-
noeuvre to the secondary satellite with a lower weight, where in the case of the 0.9:0.1 weight it looks like more
emphasis is put on the manoeuvre magnitude and on time manoeuvre. Continuing with the 0.25:0.75 weight,
it can be seen that the manoeuvre is shifting towards the primary satellite, where in this case a manoeuvre
need to be performed by both satellites. This shift is also reflected in the displacement of the satellites, as the
in-track displacement of the secondary satellite is smaller than it was for the first three weight distributions,
but where it has not moved to the primary satellite completely. The last result found for the weight of 0.1:0.9,
shows the same result again as in scenario 3 for this CDM, where the manoeuvre is shifted completely to the
primary satellite, where also the displacement is then logically completely done by the primary satellite.

Moving on to the second CDM, of which the results can be seen in Table 8.18 and 8.19, comparable devel-
opment of the results is seen. The first result with the higher weight on the primary satellite showed the same
result as was found above for the higher weight on the primary satellite for the same CDM. This manoeu-
vre then also shows the similar displacement in the in-track direction of the secondary satellite. The next
two weights for this CDM show a shift towards the manoeuvre magnitude and displacement of the primary
satellite.

Looking at the weight distribution of 0.75:0.25 and comparing it with the next weight of 0.5:0.5, it can be
seen that the magnitude is the same (as was also found for the minimum magnitude in scenario 1 for the sec-
ond CDM), but that the manoeuvre time of the 0.75:0.25 weight is not the same as was found in scenario 1 but
the weight of 0.5:0.5 is. This is then also reflected in the displacements that are found, where a shift from the
displacement in the in-track direction of the secondary satellite shifts towards a displacement in the in-track
direction of the primary satellite as the weight shifts towards the secondary satellite. This shift is then con-
tinued for the weight of 0.25:0.75, where still both satellites need to manoeuvre, but where the displacement
is larger for the primary satellite. The last result that is found for the weight of 0.1:0.9 is then again the same
as was found for the higher weight of the secondary satellite in scenario 3, with the displacement completely
shifted towards the primary satellite.

The results of the last CDM with these weight distributions can be seen in Table 8.20 and 8.21. These
results show that for the first two weight distributions the manoeuvre is done by the secondary satellite and
for the last 3 weight distributions the manoeuvre is done by the primary satellite. Comparing this to the
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Table 8.18: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM2 (3)

Weight sat 1 weight sat 2 ∆VI 1 [m/s] ∆VI 2 [m/s] t1 [s] t2 [s] Cost [-]

0.9 0.1 0 0.05 0 83650 553.41
0.75 0.25 0.01 0.01 84842 71518 1144.325
0.5 0.5 0.01 0.01 84691 71771 1256.9
0.25 0.75 -0.01 -0.01 72490 84050 1165.75
0.1 0.9 -0.08 0 84495 0 839.03

Table 8.19: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM2 (4)

Weight sat 1 weight sat 2 Pc ∆I1 ∆I2 ∆C1 ∆C2

0.9 0.1 9.999·10−8 0 533.4 0 0.7
0.75 0.25 9.994·10−8 28.8 490.2 0 0.7
0.5 0.5 9.993·10−8 37 476.1 0 0.7
0.25 0.75 9.998·10−8 425.8 78.9 0.2 0.1
0.1 0.9 9.984·10−8 390.1 0 0.2 0

Table 8.20: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM23 (3)

Weight sat 1 weight sat 2 ∆VI 1 [m/s] ∆VI 2 [m/s] t1 [s] t2 [s] Cost [-]

0.9 0.1 0 0.01 0 71481 144.04
0.75 0.25 0 0.01 0 71481 360.1
0.5 0.5 -0.01 0 83196 0 539.2
0.25 0.75 -0.01 0 83196 0 269.6
0.1 0.9 -0.01 0 83196 0 107.84

Table 8.21: Manoeuvre results for an increasing weight for w1 and w2, scenario 3, CDM23 (4)

Weight sat 1 weight sat 2 Pc ∆I1 ∆I2 ∆C1 ∆C2

0.9 0.1 9.97·10−8 0 440 0 0.4
0.75 0.25 9.97·10−8 0 440 0 0.4
0.5 0.5 9.92·10−8 78.4 0 0 0
0.25 0.75 9.92·10−8 78.4 0 0 0
0.1 0.9 9.92·10−8 78.4 0 0 0
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results found for the previous two CDMs, there is no shift from one satellite to the other. The minimum as
found in scenario 1 for this CDM is then also the result as is seen with weights of 0.5:0.5. The results found
for these weights are then also the same results as were found above for this CDM, where a higher weight on
the primary satellite shows a manoeuvre of the secondary satellite and the higher weight on the secondary
satellite shows a manoeuvre of the primary satellite.

8.5. Final Remarks
Looking at these results altogether, a few summarizing remarks can be made regarding these results.

The first thing that is observed is that the minimum that is found in most cases just passes the collision
probability threshold and has a minimum∆V which is in this case the impulse bit that was assumed to be the
minimum. As a result of this minimum impulse, the displacements that follow are also far below the station
keeping box limit as was set with penalties.

The impulses that need to be performed are all found to be at the minimum if performed in the in-track
direction. This goes for the general minima that were found, as well as for the minima that were found using
the weights to add preference to one of the satellites. It is therefore that the displacements that are found are
also dominating in the in-track direction. The cross-track displacement that follows is then left to a minimum,
which is in some cases close to negligible.

For all the manoeuvres that were found, the timing of the manoeuvre showed also to be possible within
about three orbits before TCA up to about half an orbit before TCA. It needs to be noted though that this is the
case for the CDMs shown here, and that it is possible that different minima and manoeuvre times are found
for other CDMs. For a more general conclusion it would therefore be needed to do more analyses, next to
improving the information that is in these CDMs (will be discussed more in Chapter 11).

It was also found that it is possible to have a case in which both satellites need to manoeuvre for the
minimum cost solution. Comparing this result to the case in which the manoeuvre is then shifted to one of
the two satellites using weights, it was shown that the ∆V that is needed to perform this manoeuvre through
one satellite only, is larger than was found for the minimum. The displacements in this case were still kept to
a minimum, where it is also seen that the cumulative displacement has the same order of magnitude for one
satellite as for the manoeuvre of both satellites for these CDMs.

It becomes clear that the results show to be case sensitive, meaning that it is difficult to make an early
estimate of the manoeuvre that needs to be performed. This is seen from the different results found above,
as well as the differences in the results of CDM1 and CDM2, which are reporting the same conjunction event.

What can be seen in all three cases though, is that the manoeuvre is performed in the in-track direction
and that therefore the displacement is also in the in-track direction. Additionally, the manoeuvre can be
performed close to TCA (close in this case being less than three orbits before TCA). However, when these
manoeuvres need to be performed and at what exact time and magnitude, as well as direction (positive or
negative in-track direction), are difficult to predict. Not only for the minimum result, but it was also seen
that the manoeuvre ’windows’ that result in an acceptable collision probability are not overlapping, making
it difficult to give a more general solution.





9
Discussion

This chapter will discuss the results that were found in the previous chapter. It will follow the same order
in which the results were found. Based on the sensitivity analysis of the covariance matrix for the different
conjunction events, these discussed scaling factors will also shortly be discussed here and compared to the
results that were found.

It was observed from the results of the first scenario that the manoeuvre mainly appears to happen in the
in-track direction, where also the minimum impulse bit is seen as the manoeuvre magnitude. Additionally, it
was found that the minimum manoeuvre magnitude could be achieved within about three orbits before TCA.
From the second scenario it was seen that the displacements are mainly occuring in the in-track direction,
where the outcome values do not reach the set boundary limit to activate the penalty function. The cross-
track displacement does not appear to have a large value, which is also something that was not desired as
was discussed earlier for the cost function. Last but not least it was found that the added weights to the cost
function were able to determine tha manoeuvre magnitude as well as the satellite that needs to perform the
manoeuvre in the third scenario.

9.1. Scenario 1
The first scenario investigated the effect of the ∆V limits on the optimized collision avoidance manoeuvre
and the effects of this ∆V in terms of displacement and collision probability. The results that were found
in Section 8.2 for the first CDM showed a manoeuvre of the secondary satellite in the in-track direction at
about three orbits before TCA. With the setup of the cost function to minimize the expelled ∆V as much as
possible and with that the cross-track displacement, this is also seen in the results. The minimum impulse bit
magnitude is found for the ∆V expense. This is also in line with what was found in literature, where a single
in-track velocity increment to avoid the collision consumes less fuel [11]. The difference with respect to this
study, is that in this research the simulation is done with two satellites that are manoeuvrable, whereas the
study analyses satellite - debris conjunctions. These parameters named above with the thresholds that are set
define the input and output that are needed to answer the first research question on what input and output
parameters are needed and what the effect of the constellation is on the manoeuvre optimization.

All minima found in the results are done in the in-track direction, which causes the cross-track displace-
ment to be as small as possible. Additionally, if the manoeuvre would be done in the radial direction, the
displacement in the cross-track direction becomes much larger as can be seen in Figure 9.1. The in-track dis-
placement is lower for a radial manoeuvre than is found for the manoeuvre in the in-track direction, but as the
magnitude of the cross-track direction needs to be kept as low as possible and the magnitude of the in-track
displacement needs to stay within bounds, the preference goes out to keeping the cross-track displacement
as small as possible. Even though the displacements are larger in the in-track direction, the collision prob-
ability does not reach the set threshold, meaning that a larger ∆V is needed if the manoeuvre needs to be
performed in the radial direction. This gives an indication of the effect of the manoeuvre on the constallation
satellites, which refers back to the first research question.

The next thing that can be observed from the results is that the relative distance does not need to be
significantly larger than it is at TCA. The behavior of the relative distances is also what can be expected, where
the manoeuvre in the in-track direction causes the in-track and cross-track distance to increase. A change in
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Figure 9.1: In-track and cross-track displacement and collision probabilities for a manoeuvre of ∆VR2 = 0.01 m/s per simulation second
for scenario 1, CDM1

velocity in the in-track and cross-track plane will always change the relative distance and velocity, in this
case the more time between TCA and the manoeuvre the larger the relative distance. It is then also expected
that the earlier the manoeuvre is performed, the larger the relative distance becomes. As there is a larger ∆t
before TCA multiplied with the change in velocity, a distance increasing with ∆t results. This is also observed
in Figure 9.2, where the range at TCA is shown as a result of an impulse of 0.01 m/s in the in-track direction of
the primary satellite.

What is also observed is orbital periodic motion of the satellite in the collision probability. This has to do
with the position in the orbit at which the manoeuvre is performed, which is the same reason for the wave-
like motion of the relative distances. As can be seen in Figure 8.1, the collision probability is higher when the
manoeuvre is performed at full orbits compared to when the manoeuvre is performed at half orbits. This is
also expected, as a manoeuvre in the in-track direction at half orbit positions causes the orbit to get larger at
TCA. At the full orbit positions however, the range at TCA does not increase that much when the orbit reaches
the same position in the orbit again.

Going back to the shape of the collision probability again, it can be seen that there is a dip in the collision
probability if performed between the simulation time period just before 6000 seconds and just after 7000
seconds. Looking at the relative distances and the range, it does not seem that this is a direct cause of this dip.
Diving into the code and formulas, it was found that this dip happens in the collision probability formula.
This collision probability calculation is started with the transformation to the B-plane, as was explained in
Section 3.2.2, by using a transformation matrix that is made up from the unit vectors of the relative position
and relative velocity of the two satellites at TCA.

The values in this transformation matrix are shown in the top figure of Figure 9.3, which is the first CDM
simulation with a manoeuvre magnitude of 0.01 m/s of the secondary satellite in the in-track direction (as
was found from the minimization in scenario 1). Looking carefully at the similarities between the values of
this transformation and the collision probability results, it can be seen that this dip starts where the XB (2) and
YB (2) trend cross each other. Similarly, the dip ends where the trends of XB (1) and YB (1) cross. This indicates
that the geometry between the two satellite changes at TCA with respect to each other, as the unit vectors
determine these values of the transformation matrix. The green trend will be discussed below.

The same is seen for the results with a magnitude of 0.02 m/s of the secondary satellite in the in-track
direction manoeuvre, which is shown in Figure 9.4. Here the same is observed, where the dip starts just after
7000 simulation seconds and ends at just before 8000 seconds. Looking at the values of the transformation



9.1. Scenario 1 77

Figure 9.2: Range at TCA between primary and secondary satellite for a manoeuvre of∆VI 2 = 0.01 m/s per simulation second for scenario
1, CDM1

Figure 9.3: XB and YB vector values for ∆VI 2 = 0.01 m/s per simulation second for scenario 1, CDM1
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Figure 9.4: XB and YB vector values for ∆VI 2 = 0.02 m/s per simulation second for scenario 1, CDM1

matrix (and with that the unit vector values in the B-plane), this is also when the trends of XB (2) and YB (2)
cross, where the dip starts, and the crossing of the XB (1) and YB (1) trends again show that the collision prob-
ability restores.

When looking at the way the eigenvalues of the covariance matrix behave in terms of which eigenvalue
is larger (as was described in Section 3.2.2, it can be seen that there is a change during the period where the
collision probability seems to have a dip. Moving on to the green trend in Figure 9.3, this shows the switch
in which value belongs to which axis. When the eigenvalues of CB ,X are larger than the eigenvalues of CB ,Y ,
the value in the graph is 0.5. In the case this is the opposite, the value in the graph is -0.5. Where first a
constant back and forth change is seen in which axis belongs to which value (green line both 0.5 and -0.5),
the manoeuvre period where the dip is seen does not show this back and forth movement (only -0.5). In fact,
it is seen that during this period of the dip, there is no movement in which eigenvalue belongs to which axis.

Figure 9.5 shows the eigenvalues of the covariance matrix in the B-plane, also including the switch of
axes (instead of absolute 0.5, here a value of absolute 1·1010 is used). Here it can be seen that indeed there
is a constant switching in the eigenvalues, where the switching stops around the simulation period where a
manoeuvre will cause the collision probability to have a dip. It can be seen here that the eigenvalue CB (1,1)
is lower than CB (2,2). It needs to be noted here that the values on the off-diagonal are zero values.

As the transformation of the covariance values in three dimensions to the B-plane is done through the
transformation matrix as mentioned above, this again indicates that this dip is caused by the geometry of the
problem. This will be recommended in Chapter 11 for further research.

Continuing with the second CDM, which showed a manoeuvre for both satellites to keep the ∆V budget
to a minimum, the same graphs as above can be seen in Figure 9.6 and 9.7. Figure 9.6 shows the manoeuvre
results of the primary satellite with a magnitude of 0.01 m/s and Figure 9.7 shows the manoeuvre results of
the secondary satellite with a magnitude of 0.01 m/s as well.

In Figure 9.6 it can be seen that there is no dip in the collision probability. Using the same analogy as
above, where the XB and YB trend are analyzed, it can also be seen that these trends do not cross each other,
which appears to cause the drop in collision probability.

Looking at the manoeuvre of the secondary satellite again with a magnitude of 0.01 m/s, the results in
Figure 9.7 are found. This figure again shows the dip in the collision probability, where also the crossing of
the XB and YB trends is observed at the manoeuvre times where the dip occurs.

Another thing that is seen here is that the collision probability in these two figures have the opposite
phase with respect to the full orbit locations. In the first figure, Figure 9.6, it can be seen that the minima of
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Figure 9.5: eig(CB (1,1)) and eig(CB (2,2)) values for ∆VI 2 = 0.01 m/s per simulation second for scenario 1, CDM1, including switch of
axes

Figure 9.6: XB and YB vector values for ∆VI 1 = 0.01 m/s per simulation second for scenario 1, CDM2
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Figure 9.7: XB and YB vector values for ∆VI 2 = 0.01 m/s per simulation second for scenario 1, CDM2

the collision probability is found when the manoeuvre is performed every full orbit before TCA. In the second
figure, Figure 9.7 it can be seen that the minima of the collision probability are found when the manoeuvre
is performed every half orbit before TCA. This can be explained by the way in which the problem is set up,
where all the computations are done relative to the primary satellite. Where the primary satellite manoeuvres
in Figure 9.6, the secondary satellite manoeuvres in Figure 9.7. When the secondary satellite manoeuvres, the
primary satellite does not change the TCA location and therefore the reference point does not change. When
the primary satellite manoeuvres however, the reference satellite changes position, where the lowest collision
probability is seen every orbit instead of every half orbit for a manoeuvre of the secondary satellite.

For the third CDM the results can be seen in Figure 9.8 and 9.9, where Figure 9.8 shows the manoeuvre
results for a ∆V of -0.01 m/s of the primary satellite and Figure 9.9 shows the manoeuvre results for a ∆V
of 0.01 m/s of the secondary satellite. Here the same behavior is observed as above, where the collision
probability shows a dip at the manoeuvre times where the XB and YB values cross.

Referring back to research question one, it can be seen from the results of scenario 1 that the optimization
is driven by the input and output parameters as well as some of the thresholds that were set before the sim-
ulation. The results that were seen following these boundaries and thresholds point out that the maximum
allowed ∆V as well as the maximum allowed station keeping magnitude do not influence the minimization
as much as the minimum allowed values. In case of the ∆V it was seen that the minimum impulse bit is
the main driving parameter for the ∆V in the minimization, where in the case of the displacement the set
boudary is also not met. For the collision probability however, the theshold is a driving parameter, which is
seen throughout the results.

The limits that are set by the operators in case of∆V are then of large influence to the optimization, where
the effect of the optimization itself shows that the operator has to take into the effect of a displacement as well
as ∆V expense if the manoeuvre is performed.

9.2. Scenario 2
The seconds scenario was set up to investigate the limits in the station keeping dimensions. It was however
found from the results that the minimized values do not overstep this station keeping box in-track dimension.
This has to do with multiple reasons, where the first reason is that the found ∆V is the minimum from what
it can be, which is 0.01 m/s as assumed in the code. The second reason is that the manoeuvre is done within
the last three orbits before TCA, which means that the displacement is small when there is little time between
manoeuvre and TCA. The last reason, is that the minimization looks at the lowest values and therefore only
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Figure 9.8: XB and YB vector values for ∆VI 1 = -0.01 m/s per simulation second for scenario 1, CDM23

Figure 9.9: XB and YB vector values for ∆VI 2 = 0.01 m/s per simulation second for scenario 1, CDM2
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the lower bound results are found. From this it can also be directly seen that the minimum ∆V results in the
lowest displacement in the in-track and cross-track direction. This indicates that the effect of the boundary
value of the station keeping box does not influence the result of the optimization for these CDMs. Even
though it is still needed to take this into account in case the displacement does overstep this boundary, the
effect of the optmized result will have a minimum effect on the constellation as was questioned in the first
research question.

Another observation that can be made here when looking at the displacements that follow from the ma-
noeuvres, is that it does not directly relate to the collision probability. Where the displacement in the in-track
direction shows a wave-like trend, the displacement in the cross-track direction shows a straight line. Com-
paring this to the shape of the collision probability trend that is seen, a sinusoidal shape is observed with a
sudden dip.

The slanted wave-like motion of the displacement in the in-track direction, can be explained with two
different aspects, of which the first was already discussed, being the linear decrease in displacement towards
TCA. The second aspect can be related to the location in the orbit where the manoeuvre is performed. When
the manoeuvre is performed close to the full orbit positions, the resulting displacement plateaus as the ma-
noeuvre is performed close to the TCA location. This manoeuvre close to TCA results in the displacement
being larger at the other side of the orbit, resulting in the steeper part of the wave-like motion of the graph.
If the manoeuvre would then be performed around the half orbit location, the displacement is larger at the
TCA position. It needs to be noted here that this counts for the secondary satellite as the primary satellite is
the reference point of view. For the manoeuvre of the primary satellite this is the other way around.

The cross-track direction manoeuvre geometry differs from the in-track direction manoeuvre geometry,
as a manoeuvre in the in-track direction changes the apogee and perigee height (therefore also eccentricity).
This is not the case for the cross-track direction manoeuvre, which changes the inclination of the orbit, which
is not influenced that much by the location at which the manoeuvre is performed. Because of this reason, the
cross-track displacement is a more linear trend than that of the displacement in the in-track direction.

So even though the requirement is still needed for the station keeping box for the early anaylzed manoeu-
vre times, the minimum that is found does not have a large influence on the constellation as the displacement
is kept within bounds. It needs to be noted though that the displacement is something that needs to be taken
into account for operations, meaning that it will have an effect, but this effect is kept to a minimum, which
provides information to answer the first research question.

9.3. Scenario 3
In scenario 3, different weights were added to the cost function. Initially, the weight of∆V was determined in
Chapter 7, which is also a form of adding weights to the cost function. Here it was found that a higher weight
of ∆V showed a lower value for the manoeuvre magnitude. This was to be expected, as the cost function is
minimized, where a higher ∆V value is able to weigh up against the other values in the cost function. The
results for the lower weights of ∆V show that the displacement is however much lower, even less than a
meter. From this it can also be seen that it is therefore possible to focus on smaller displacement magnitudes,
compared to the lower ∆V values that are focused on in all the scenarios. This way of using weights in the
cost function greatly influences the use of resources with respect to the optimization that is needed, providing
information to answer the second research question. If an optimization is needed in terms of ∆V this can be
done separately from the optimization in terms of the displacement, which can also me minimized using the
correct weights.

In the second step weights were added to the two satellites separately, where the weights can resemble
a number of things based on the interpretation and implementation of the operator. However, the different
interpretations of these weights all come down to the preference of one satellite over the other satellite. In
this case, as the goal is to minimize the manoeuvre expenses, the satellite with the higher weight has a higher
priority of not performing a manoeuvre and the satellite with the lower weight is then pushed to performed
the manoeuvre. This is also what is observed in the results.

From these results a few things can be seen, of which the first is that by increasing the weight of one
satellite, the manoeuvre is indeed pushed towards the other satellite. This push to the other satellite however
shows that this costs more ∆V than was needed for the optimized minimum in the first two CDMs. It needs
to be noted here that in case the manoeuvre can only be performed by the primary satellite as for the last
CDM, the minimum cost manoeuvre that was found was indeed the one as shown for the move of the weight
to the other satellite. this was also the case for the first CDM, when only allowing the primary satellite to
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Table 9.1: Scaling factor per satellite for maximum collision probability

cdm1 cdm2 cdm23

Satellite 1 5 5 5
Satellite 2 0.2 0.2 0.3
Collision Probability 4.70·10−6 4.65·10−6 9.81·10−6

manoeuvre.
Moving on to the second way in which the weights are distributed, similar result as mentioned above were

found. It becomes clear that a manoeuvre performed by both satellites as in the second CDM is cheaper in
terms of ∆V than when one satellite needs to make the manoeuvre. Comparing this in terms of the displace-
ment it can be seen that the cumulative displacement is not larger compared to when the manoeuvre is done
by one satellite. Both ways of weight distribution are therefore possible, where comparable results can be
found.

Both ways of weight assignment show that a distribution in manoeuvre load can be achieved. This is
largely dependent of the initial minimum of the manoeuvre though, as can be seen in the results from the
distribution for the three CDMs.

For the first CDM it was seen that the minimum manoeuvre was performed by the secondary satellite
only. Adding the weights on the satellites, it was seen that this manoeuvre was slowly shifted towards the
primary satellite and with the largest weight completely done by the primary satellite. During this shift, it was
seen that also an option appeared in which both satellites had to perform a manoeuvre impulse.

In the case of the second CDM, the minimum manoeuvre was performed by both satellites, where the
weights shifted the manoeuvre from one satellite to the other. Using the weights in this case therefore made
it possible to see what other minima exist in case one satellite cannot or is not allowed to manoeuvre.

For the last case where for the minimum manoeuvre the primary satellite has to manoeuvre, it was shown
that the weights only cause a shift from one satellite to the other. There was no transition zone observed,
where the manoeuvre is also distributed over both satellites. It is therefore that this shift is case sensitive.

Altogether, the inclusion of weights for the different cost function parameters show a way in which the
operator would be able to shift the manoeuvre from one satellite to the other if needed. It will also provide
the option to look at other manoeuvre possibilities and compare the use of manoeuvre resources. This gives
insight in how the operator would interact with the optimized manoeuvre as well as the use of resources,
which is investigated with the second research question.

9.4. Scaling Factor Influence
As was mentioned before in Section 7.2, a scaling factor can be added to assess the precision of the covari-
ance matrix and with that the collision probability. Using these scaling factors, the manoeuvres were also
minimized, as will be shown and discussed below. The scaling factors for which the maximum collision prob-
ability was found are shown in Table 9.1.

It can be seen in this table that the maximum values of the collision probability are still in the same order
of magnitude as the original collision probabilities. These scaling factors were added to the code to find the
minimum solution. Only the first scenario will be analyzed to get an indication of the results compared to
the minimum as found in Chapter 8. Only the results of the manoeuvre direction in the in-track direction (as
this is again the only manoeuvre direction that was found for the minimum) and displacement in both the
in-track and cross-track direction, as well as the time of manoeuvre, resulting collision probability and cost
of the manoeuvre are shown.

Table 9.2 shows the summarized results of the first CDM, using the scaling factors as mentioned in Table
9.1. As was also done in the results, multiple minima were found, in this case two. The first of the two minima
show a manoeuvre that needs to be performed by the primary satellite in the negative in-track direction. The
magnitude of this manoeuvre is the minimum as was set for the minimization, which is also the minimum
impulse bit. The second minimum that was found needs to be performed by the secondary satellite in the
positive in-track direction.

Comparing these results to the results as were found for the first scenario without scaling factor, it can be
seen that the total cost is lower in the case a scaling factor is added. This is because of the displacement being
less than the case without scaling factors. The magnitude of the manoeuvre∆V is the same, indicating that for
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Table 9.2: Results for the manoeuvre that needs to be performed in CDM1 when scaling factors are included

∆VI 1 [m/s] ∆VI 2 [m/s] ∆I1 [m] ∆I2 [m] ∆C1 [m] ∆C2 [m] t1 [s] t2 [s] Cost [-] Pc

-0.01 0 355.9 0 0.2 0 73711 0 1356.1 9.99·10−8

0 0.01 0 427.8 0 0.7 0 72496 1428.5 9.97·10−8

Table 9.3: Results for the manoeuvre that needs to be performed in CDM2 when scaling factors are included

∆VI 1 [m/s] ∆VI 2 [m/s] ∆I1 [m] ∆I2 [m] ∆C1 [m] ∆C2 [m] t1 [s] t2 [s] Cost [-] Pc

-0.01 0 315.6 0 0.1 0 77276 0 1315.7 1.00·10−7

0 0.01 0 369.1 0 0.6 0 73446 1369.7 9.97·10−8

this CDM the magnitude of manoeuvre as well as the cost are not subject to large differences. The manoeuvre
performing satellite is however the primary satellite instead of the secondary satellite as was found in scenario
1 without scaling factor. The time of manoeuvre is also later than was found in the case of no scaling factor.
It needs to be noted here that in case this same manoeuvre would be performed in case of no scaling factors,
the collision probability threshold would not have been reached, meaning that there is still a risk of collision
with a PC higher than 1·10−7.

For the second CDM the results can be seen in Table 9.3. It can be seen that in the case scaling factors are
used, the manoeuvre is completely shifted to one satellite for the minimum cost. As this CDM is the follow
up CDM of the first one, it becomes a bit more clear here that the resulting minima are similar. The time of
manoeuvre is still different, resulting in a different displacement of the satellites, but the same manoeuvre
magnitude of the same satellite is seen. This was not the case when no scaling factors were used. The cost
that are found here are also lower, which is because the total ∆V that is found is half of what it is in case both
satellites need to manoeuvre. Again two minima were found, where the first minimum shows a manoeuvre
performed by the primary satellite and the second minimum shows a manoeuvre that needs to be performed
by the secondary satellite.

The displacements found here for both minima are smaller than were found without scaling factors. In
the situation that these scaling factors were to be used, this solution would then be somewhat ’cheaper’ in
terms of total cost than when no scaling factors are used.

Continuing with the last CDM, it can be seen that the manoeuvre is still performed by the same satellite.
The magnitude as well as the direction of the∆V is also the same. The timing of the manoeuvre is comparable,
but a little later in the case with scaling factors. What is also observed is that the displacement in the in-track
direction of the manoeuvring satellite is also smaller than was found without scaling factor. The cost that is
found for this case with scaling factor is therefore also smaller. If this manoeuvre were to be performed at the
time as found in Table 9.4 without scaling factor, this manoeuvre would not lead to a results that is accepted,
as the collision probability threshold is not met.

It can be seen that the results found here with scaling factor have an overall lower cost than the cases with-
out scaling factor. It is also seen that the scaling factors can influence the minimum significantly, in terms of
total ∆V usage as well as the manoeuvre performing satellite and with that the resulting displacement. What
was also seen is that the manoeuvre found with scaling factor, might not lead to a good enough manoeuvre
in case of no scaling factor. This means that if this manoeuvre is performed as is found above, the collision
probability does not reach the threshold in the case without scaling factor.

9.5. Final Remarks
From the discussed results above, it was seen that the the outcome of the minima in terms of direction is what
was to be expected. However, these results are based on the CDMs that were analysed in the scenarios. This

Table 9.4: Results for the manoeuvre that needs to be performed in CDM23 when scaling factors are included

∆VI 1 [m/s] ∆VI 2 [m/s] ∆I1 [m] ∆I2 [m] ∆C1 [m] ∆C2 [m] t1 [s] t2 [s] Cost [-] Pc

-0.01 0 50.7 0 0 0 83605 0 1050.7 9.89·10−8
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means that for different CDMs, there is a chance that these results will differ from the results that are shown
above. It was found from previous studies that a manoeuvre in the in-track direction has the lowest use of
∆V , where it can also be observed that this minimum∆V does not result in a large displacement with respect
to the boundaries that were for the station keeping box.

It was seen that the relative distance as well as the range between the two satellites is not the main in-
fluencing factor in the time of manoeuvre. This together with the time of manoeuvre do not seem to be the
driving variables that lower the collision probability. However, it was seen that it is connected to the covari-
ance matrix and with that the unit vectors that result from the relative positions, indicating therefore that
it is connected to the geometry of the problem. More research is needed to provide a clear answer on the
behaviour of the collision probability, together with increasing the accuracy of the covariance data of both
satellites.

As was also mentioned for some of the results, the scenarios provide direct answers to the research ques-
tions. This will be done in the next chapter, which will combine the results and discussion and provide a more
elaborate answer to the research questions.





10
Conclusion

Following the results and the discussion of the results, this chapter will provide the conclusion.
First a summary will be given of the results that were found. After the results have been summarized, the

subquestions will be answered. This will be done in the same order in which the questions were set up, with
the corresponding additional questions under the subquestions. Following the answers of the subquestions,
the main question can be answered.

10.1. Research Summary
From the introduction it was seen that the number of objects in space is growing, followed by an even steeper
growth because of the current technological advancements. With this growth, the need for a generalized
Space Traffic Management is rising.

Next from the newly launched mission with scientific purposes, communications constellations have the
majority of the newly launched satellites. With these newly launched satellites, space is becoming more and
more populated, where re-entry of these satellites is being worked on to become more regulated. However,
as this re-entry process takes up a significant amount of time, the risk of collision increases as more satellites
reside in space.

It was seen from incidents in the past that satellite collisions have a massive effect on the space envi-
ronment, where the debris can reside in space for up to 20 years. This means that these debris clouds have
a large influence on the collision risk of the satellites, where a cascading effect might even result without
proper guidelines and regulations. To this end, the mitigation of these collision risks where possible, is key in
securing a future in spaceflight.

With the current conjunction data messages that warn the operators of a collision risk, no manoeuvre
advice is given. The decision to manoeuvre is left to the operators, where it could happen that no manoeuvre
is performed and a collision results. To this end, the aim of this research is to investigate collision avoidance
between constellations of different operators, with an eye on the ability to support Space Traffic Management
by providing impartial manoeuvre advice. This is done by performing an optimization using the Differential
Evolution method, where the minimum manoeuvre from a technical perspective is tried to be obtained.

The first step in setting up the optimization is to define the key parameters on which these manoeuvres
need to be based and what these parameters influence in their turn. Here the distinction was made between
parameters that have influence on the operations and parameters that have an influence on the lifetime of
the satellite. The lifetime is seen as more impactful for the constellations than the temporary disturbance in
operations, deeming the lifetime influence the determining factor in the decision for the parameters. Three
groups of parameters were evaluated on the impact on the operations and lifetime, being station keeping,
collision prediction and collision avoidance. From this evaluation it was decided that the station keeping
box parameters in the in-track and cross-track directions, the collision probability and collision avoidance
manoeuvre ∆V in radial, in-track and cross-track are of influence on the lifetime of the satellite and need to
be included in the manoeuvre optimization. These parameters were then combined in a cost function, which
needed to be minimized.

In the cost function, the collision probability is a hard limit value and is in this research not allowed to be
larger than 1·10−7. The amount of ∆V that is allowed to be used depends on the wishes of the operator, but
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is also a hard limit in the cost function as this amount is then not allowed to be passed. The station keeping
box on the other had was not a hard limit in the cost function, where a penalty function was added in case the
threshold was passed. This penalty function was added for the in-track boundary, set to absolute 17.5 km in
the in-track displacement of the satellite, where the displacement of the satellite in the cross-track direction
needed to be minimized because of the larger impact a cross-track displacement has on the orbit.

Following the linearization of the propagation of the satellite orbits, the first step in the code is to gener-
ate the baseline scenario and values. After this step, the initialization of the minimization can be done, which
generated a list of random variables as the baseline population. This baseline population is made up of ∆V s
in different magnitudes and directions, as well as the time of manoeuvre. With these baseline population val-
ues, the displacement in the in-track direction and the cross-track direction is computed. Together with these
displacement calculations, the collision probability is determined. These calculations are then followed by
the mutation and recombination step, which are based on randomized in probability. Only after the recom-
bination step the new displacement values and the collision probability is computed again. Following these
computations the selection follows, where the computed values for the displacement and collision probabil-
ity are substituted in the cost function. From the comparison of the cost of the previous values and the new
values, the lowest of the two values is chosen. These values are then used again in the mutation step and the
recombination step in a new iteration step until convergence is reached.

With the code complete and working, the results were generated. Three scenarios were set up that were
tested with three CDMs. The first scenario looked at a ∆V limit, the second scenario looked at limitations in
the station keeping parameters and the third scenario looked at the addition of weights to the two satellites
in order to move the manoeuvre from one satellite to the other if priority or preference is given to one of the
two satellites a well as weights for the parameters of the cost function. The three CDMs that were chosen
also showed different results for the baseline minimization (limiting the ∆V as much as possible). The first
CDM showed a manoeuvre of the secondary satellite only. For the second CDM both satellites needed to
move for the minimization of the ∆V and for the minimization of the last CDM the primary satellite needed
to manoeuvre.

For the initialization scenario, where the focus was on keeping the∆V as low as possible, it was found that
all manoeuvres for these three CDMs needed to be performed in the in-track direction. This then also leads
to a displacement in the in-track direction. The amount of displacement however is far from the limits that
were set for the station keeping box. Additionally, the time of manoeuvre was found to be within the range of
three orbits before TCA until half an orbit before TCA.

From the first scenario where the amount of ∆V was limited to 0.1 m/s, no different results were seen
compared to the initialization scenario. For all CDMs the ∆V that was found was also the minimum impulse
bit that had been set, where it was also seen that the direction of manoeuvre is the in-track direction for
all results. For the second CDM where both satellites need to manoeuvre, both satellites need perform a
manoeuvre of 0.01 m/s in the in-track direction. With this manoeuvre in the in-track direction the magnitude
of the displacement was found to be up to about 575 m, which is far from the 17.5 km that was set for the
station keeping box. The displacement in the cross-track direction was found to be less than 1 m for all
CDMs.

Moving on to the second scenario, where the station keeping box limits were investigated with different
values, the same results could be used of the first scenario. This was also to be expected, as the displacement
limits were far from passing threshold for the minimum manoeuvre in the given simulation time. As was
also seen before, the in-track displacement is large compared to the displacement in the cross-track direc-
tion. This is also expected for a manoeuvre in the in-track direction. Only when the manoeuvre magnitude
is increased by a factor 10 to 0.1 m/s, a displacement is observed that is larger than the threshold for simula-
tion times earlier than 10 orbits before TCA. It was also seen that this manoeuvre magnitude results in more
manoeuvre windows where the collision probability is on the right side of the threshold.

Going to the final scenario where weights are added to the satellites, it was seen that weights are able to
influence the preferred manoeuvring satellite. For the full weights that are a factor multiplied with the cost
of one of the satellites, it can be seen for the first and third CDM that the manoeuvre is shifted to the other
satellite compared to what was found for the first two scenarios. The results of the second CDM showed
that a transition is made, where not only the manoeuvre magnitude changes when looking at the extreme
weights, but also a transition is seen for the displacement magnitudes. This transition was also seen for the
first CDM, where adding weights to the secondary satellite in fractions showed a distribution where both
satellites needed to manoeuvre. These same results were also seen for the second and third CDM, where
a transition occurred for the second CDM and a direct shift of manoeuvring satellite was seen for the third
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CDM. It needs to be noted here that all resulting manoeuvres are in the in-track direction, with a displacement
also in the in-track direction. Additionally, the manoeuvre times were seen to be within about three orbits
before TCA.

Overall it was found that the minimum manoeuvre cost for these three CDMs resulted in a ∆V that is the
minimum impulse bit (assumed for these cases), with a collision probability that is just lower than 1·10−7.
This manoeuvre was also only performed in the in-track direction, where the displacement is also mainly
seen in the in-track direction and far below the thresholds set for the station keeping box. Additionally, the
manoeuvres that were found all need to be performed between three orbits before TCA up to half an orbit
before TCA.

It was also seen that it is not always the case that one satellite needs to manoeuvre to obtain the minimum
cost, but that a manoeuvre done by both satellites is also found to have a minimum ∆V expenditure. If
this manoeuvre would be shifted to one satellite, the manoeuvre magnitude would be larger than the added
magnitude of both satellites. Together with this, it was found that if the manoeuvre is pushed to the other
satellite, also a larger manoeuvre magnitude is found to meet the collision probability threshold. Not only
this, the follow up CDMs showed different results. It was thus shown that the minimization of the manoeuvre
to lower the collision probability is case sensitive and depends on the CDM.

10.2. Research Questions
Answering the research questions will be done in steps, where first the subquestions are answered before
the main research question is answered. All these answers combined will then give an answer to the main
research question. After the questions have been answered a look will be taken at the research objective and
if this is met.

10.2.1. Research Subquestions
The first research question was formulated as follows:

How does a collision avoidance manoeuvre optimization influence a predicted conjunction event between
two satellites of different constellation satellites?

Following this research question the following subquestions were answered:

1. What are the input and output parameters of a constellation focused collision avoidance manoeuvre op-
timization?
From literature it was found that multiple parameters are important to the constellation design, as well
as collision detection and avoidance calculations. A distinction was made between the parameters that
have an impact on the operations of the constellation and the parameters that have an impact on the
lifetime of the satellite. With this analysis it was concluded that the parameters that influence the life-
time of the satellite are more important than the parameters that only influence the operations. The
parameters that influence the lifetime of the satellite are the collision probability, the station keeping
limits in the in-track and cross-track direction and the manoeuvre∆V magnitude in the radial, in-track
and cross-track direction.
Looking at these parameters, the input that needs to be determined for a manoeuvre is the ∆V magni-
tude as well as the direction and timing of the manoeuvre. As the optimization looks for the minimum
cost, only the boundary values of the ∆V magnitude (and direction) and manoeuvre time boundaries
need to be used as input before starting the simulation. Because of the boundary values of the station
keeping box and the limit of the collision probability, these boundary and limit values also need to be
inserted as input for the minimization.
Following convergence of the code, the output of the minimization is the minimum cost in terms of∆V
and displacement within the station keeping box (while the collision probability is also smaller than
the allowed value). The output parameters are hence the ∆V in the three directions, the displacement
in the in-track and cross-track direction and the manoeuvre timing.

2. What requirements for the collision avoidance manoeuvre optimization would be needed from a constel-
lation operator perspective?
Based on the influence of certain parameters on the lifetime of the satellites, these parameters are also
those that have requirements. For the total ∆V it was seen that a low value has a limited impact on
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other regular manoeuvres that need to be performed, such as station keeping itself, because of the lim-
ited use of the resources. Additionally, the minimum impulse bit that can be generated and direction
in which this manoeuvre can be performed are requirements that can be set by the operator based on
the specifications of the satellites.
Also, the manoeuvre timing window is something that might be a requirement by the operator, which
can also be limited within certain boundaries. For some operators it might be required to perform the
manoeuvre at latest one orbit before TCA because of data updates, or between certain orbits because
of the operational windows.
With the manoeuvre magnitude and manoeuvre window, there is the station keeping box in which the
satellite is allowed to manoeuvre. These station keeping boundaries are satellite dependent, meaning
that this is also a requirement that needs to be set by the operators. Even though this station keeping
boundary was not crossed in the scenarios that were run in the simulations, based on the situation as
well as the boundary values this boundary could be met in a different situation.
Last but not least there is the collision probability. Even though it is assumed in this thesis that the
collision probability needs to be brought to a value below 1·10−7 for a close approach to be negligible, it
differs per operator what the requirements are in this value and at what threshold a manoeuvre needs
to be performed. This is therefore also a value that is required by the operator.

3. What is the influence of the constellations on an optimized collision avoidance manoeuvre?
With the determined parameters and requirements that can be set by the operators, the influence of
the constellation on a collision avoidance manoeuvre is seen in the limitations and boundary condi-
tions. Even though the station keeping boundaries were not met in the scenarios that were simulated,
these boundary values could influence the cost depending on the case. It is however not expected that
this limit is reached because of the minimization of the manoeuvre ∆V . The biggest influence on the
collision avoidance manoeuvre is therefore the limitations in the ∆V . As was seen in the results, the
minimum impulse bit allowed for the manoeuver was met in every scenario. It is therefore not the lim-
itation in the maximum allowed ∆V , but more so in the minimum capable ∆V of the satellite thruster.
It needs to be noted though that this depends on the case, but as the aim is to minimize the cost of
primarily the ∆V , a maximum is not expected to be reached in the results.
The influence of the constellation on the manoeuvre can therefore be related to the limits and bound-
aries that are set in the optimization and directly come from the constellation and satellite design. For
the resulting manoeuvre it is therefore possible that a lower minimum can be found, if the satellite
specifications would allow for lower ∆V specifications. Other than that, the influence is not much of a
problem as the boundaries are not met and the minimization searches for the lowest possible results.

4. What is the impact of an optimized collision avoidance manoeuvre on the constellations?
The other way around, looking at what the effect of the manoeuvre is on the constellation two things
can be seen here. The first is that the manoeuvre ∆V means that some of this budget is used. Because
of the minimization of this value, the expenditure is kept as low as possible, while at the same time
passing the collision probability requirement. What is not taken into account here but also needs to be
accounted for, is the manoeuvre back to the operational orbit. This usage of ∆V is needed if the aim
is lower the collision probability to an acceptable level, where the risk of losing the satellite due to a
collision might be more impactful on the operations than on the reduced lifetime (just as was traded
off in the parameter determination).
The second thing that is seen is that there is a displacement as a result of the manoeuvre. This displace-
ment is in most cases not desired, as the satellite needs to stay in its orbit for the optimal operations.
However, similar to the above-mentioned trade off in∆V usage, a pause in operations has less influence
on the total operations than losing the satellite and it not being operational anymore. As was again seen
in the results, this displacement is kept to a minimum and does not reach the boundaries that were set
for the station keeping box, where it can be said that (following the goal of this station keeping box) the
displacement that is found is allowed and does not have a large influence on the constellation.
Altogether, it can therefore be said that the impact of the collision avoidance manoeuvre has an im-
pact on the operations during the manoeuvre. However, as the minimum is searched for using the
minimization, the impact is kept as low as possible.

The answer to the first research question can then be summarized in four steps, starting with the input
and output parameters.
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From the input and output parameters, the conjunction event and minimization of the collision avoid-
ance manoeuvre could be brought back to the collision probability, the manoeuvre magnitude, manoeuvre
timing and the displacement of the satellite in the in-track and cross-track direction. With these four aspects
the conjunction event can be influenced.

The amount of∆V that is used, together with the timing and allowed displacement in the station keeping
box, can be based on requirements from the operators. Even though the collision probability threshold can
also be set by the operators, it common is that a collision probability threshold of 1·10−7 is seen as an accept-
able risk. Additionally, as was seen in the results, the minimization showed that boundaries in terms of ∆V
and station keeping box were far from crossed.

The influence of the constellation on the manoeuvre optimization is translated from the requirements
of the operator to the boundaries and limits that are set. These boundaries and limits are inserted as input
values in the minimization, where the manoeuvre is optimized and searched for within these bounds. As the
minimization searches for the lowest cost, these bounds are oftentimes not met, as was seen in the results.
However, as this is case specific, the boundaries and limits are still important to take into account.

The other way around, the influence of the manoeuvre on the constellation satellites is that there is some
∆V taken out of the budget for the collision avoidance manoeuvre and that a displacement results, with a
disturbance in the operational orbit. This ∆V taken out of the budget is however needed to prevent the loss
of the satellite due to a collision, which also goes for the resulting displacement. Both the ∆V expenditure
and the displacement are kept to a minimum as a result of the minimization.

Moving on to the second research question, which was formulated as:

How would the optimization of the collision avoidance manoeuvre between two satellites of different con-
stellations support the development of a Space Traffic Management system?

the subquestions were answered as follows:

1. How does the optimization of the collision avoidance manoeuvre impact the use of resources?
Given the minimization that is done, the results that were found were lowest to pass the criteria of the
collision probability and stay within the bounds of the constellation and satellite requirements. It was
seen that the ∆V s that were found are all the minimum impulse bit that is set upon starting the simu-
lations. Letting the minimization focus on the minimum ∆V that can be found, it was therefore seen
that the use of resources in terms of fuel is lowest that is possible.
However, when looking at the third scenario where weights were added to the satellites in order to focus
the manoeuvre on either one or both of the satellites, the total∆V expenditure could be higher than the
minimum that was found. In some cases, the amount of ∆V that needs to be used is 5-8 times higher
than the minimum. In this case more resources are needed, where it therefore depends on the situation
as well as the preference of manoeuvring satellite. If the decision is to have the least use of resources,
the minimum as was found in scenario 1 and 2 need to be followed. If the decision is however that the
resources of one satellite in particular needs to be minimized, it can be decided to shift the manoeuvre
to either both or the other satellite completely, in its turn likely requiring more resources in terms of∆V .

2. How do the results of the optimization compare to traditional collision avoidance manoeuvres?
As was mentioned in Section 2, no collision avoidance advice is given with the CDMs. Traditional col-
lision avoidance manoeuvre determination is therefore solely done by the operators, where politics
might play a role. Additionally, as no manoeuvring advice is given, this method of optimization for
both of the satellites gives an impartial advice based on the technical aspects and requirements of the
operators only.
Looking at the results of the optimization, it could be seen that in the case of the second CDM a ma-
noeuvre performed by both satellites could save a large amount of ∆V in total. The current manoeu-
vring is mostly done by one of the two satellites, meaning that this way of optimizing might result in
saving of total resources and show options that have not been considered by the operators themselves.
In terms of the optimization itself, from an operator perspective the minimum use of resource is always
something that is considered. In that sense this method of calculation is therefore not different. How-
ever, as optimization methods could differ from operator to operator, a common standardized initial
calculation of the optimized collision avoidance manoeuvre could already give an idea for all operators
what magnitudes are to be expected if the decision is made to manoeuvre.
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3. How would the advised collision avoidance manoeuvres from the optimization and the operators of the
constellations interact?
As the final decision to manoeuvre still lies with the operators themselves, the results of the optimized
collision avoidance simulations could give an indication of what magnitude of manoeuvre might be
needed. Additionally, it gives insight in possibilities that might not have been considered, such as the
manoeuvring of both satellites. Where mostly politics come into play regarding which operator is mov-
ing and which not, these advised manoeuvres are based on the technical aspects of the problem only.
If the operators decide that it is still beneficial for one satellite to move more than the other, it was seen
with the weights added in the third scenario that it is possible to shift the manoeuvre from one satellite
to the other (it being partially or completely). With this it also becomes clear that guidelines regarding
manoeuvring might be needed, where politics do not play such a big role anymore. Given the growing
number of objects in space, it is not a matter of waiting to see if the satellite collides, but action needs
to be taken to ensure the cascading effect does not happen.

Looking at the answers given above, it shows that the optimization of the collision avoidance manoeuvres
can help the development of a space traffic management in two different ways.

In terms of minimizing the use of resources, which is a wish of most of the operators, this method of a cen-
tralized advised collision avoidance manoeuvre provides options which minimizes the use of resources when
looking at the complete situation where both satellites are included. If the manoeuvre would be considered
from the perspective of the operators separately, the resulting manoeuvre might have a higher amount of∆V
that needs to be expelled to meet the collision probability criteria.

The second way in which this method could help the development of a Space Traffic Management, is
that it looks at the situation of both satellites instead of the perspective of one operator. This minimizes the
need for an extensive political trade-off before a manoeuvre is decided on, as it gives impartial advice from
a technical perspective. Where the manoeuvre planning and optimization is initially done by the operators
themselves, using a centralized advice perspective provides a head start in manoeuvre trade-offs between
operators. The final decision however still lies with the operators, where it is possible to have one specific
satellite manoeuvre of the two by shifting the weight to the satellite that needs to be manoeuvred less. It
is therefore not a forced advice, where interaction is still needed between operators and operators with the
advised manoeuvres.

10.2.2. Research Question and Objective
Using the answers above that were given to the subquestions, the main research question can now be an-
swered. The main research question was formulated as follows:

How could the result of an optimization based advice on collision avoidance manoeuvres for
two satellites of different constellations in Low Earth Orbit be used to support the development
of a Space Traffic Management?

Looking at this question there are two perspectives in which this question can be answered, which was
already mentioned earlier, being a technical perspective and an operational perspective.

From the technical perspective it was seen that the problem can be reduced to four main aspects of the
problem, being the collision probability, manoeuvre magnitude, manoeuvre timing and the displacement
resulting from the manoeuvre. The input that is needed for the manoeuvre are the restrictions in the ma-
noeuvre magnitude, manoeuvre timing and the manoeuvre displacement boundary. On the other hand we
have the output, which is then the minimized result in manoeuvre magnitude and displacement. Both of
these results then also pass the collision probability criteria.

The influence of the constellation specifications on the manoeuvre is that there are boundary values and
limiting values, imposed on the search space of the minimization. On the other hand, the effect of the ma-
noeuvre itself on the constellation is that there is a disturbance in the operational orbit of the satellite as well
as ∆V that is taken from the budget. However, as this is all minimized, the disturbance is kept to a minimum
and is the least that is needed to prevent a collision.

From an operational perspective, it was seen that this minimization of the collision avoidance manoeuvre
results in the lowest possible expenditure of ∆V , where other manoeuvre done by either the other satellite or
in a different direction have a higher ∆V expenditure. The disturbance to operations is therefore also kept to
a minimum.
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Given that there is no manoeuvring advice given with the CDMs, the tendency to involve politics cannot
be avoided. In terms of a centralized minimization, which takes both satellites into account and where a
certain amount of weight can still be added based on different factors and wishes, this manoeuvre advice
is from a technical perspective and is at the same time impartial. Hence, this manoeuvre advice will give
insights and at the same time allows for wishes from operators in terms of manoeuvre action.

This result of an optimized collision avoidance manoeuvre could therefore support the development of a
Space Traffic Management in a centralized way from a technical as well as an operational perspective. By pro-
viding insights in what the minimum manoeuvre magnitude options and corresponding displacement can
be, taking both satellites into account as well as the boundaries and limiting values, a first step in the decision
to manoeuvre is done. Additionally, this manoeuvre can still be influenced by the operators depending on
the wishes of which satellite is preferred to manoeuvre. A Space Traffic Management will benefit from this, as
less politics is involved and together with that the waste of resources is kept to a minimum, while at the same
time encouraging a collision avoidance manoeuvre.

Going back to the research objective, which was formulated as below:

Provide impartial collision avoidance manoeuvre advice for two satellites of different Low Earth
Orbit constellations in support of the development of a space traffic management, by presenting
multiple manoeuvre options as a result of an optimized parameter cost function that takes into
account constellation performance.

it can be seen that impartial collision avoidance manoeuvre advice is provided, where multiple options
can be given based on the specifications of the satellites and wishes of the operators. It was also seen that the
constellation performance was taken into account in providing the results through a cost function that was
minimized. It can therefore be concluded that the research objective was met.
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Recommendations

Following the conclusion and the answers to the research questions, the parts which need further research or
added research can be discussed. This chapter will provide an overview of the main simplifications that were
made and the recommended research that needs to be done based on these simplifications. The last section
will discuss further research that can be done following this research.

11.1. Further Research from Simplifications
Apart from the boundary values and limiting parameters, which were mostly assumed in this thesis, there are
assumptions made regarding the setup of the problem and the code. These assumptions were done to make
the research in this thesis easier or more time saving. However, with assumptions information gets lost or is
not taken into account. The list below identifies the simplifications which can be improved to the full models
or equations, for which more effort and research is needed.

• Covariance matrix
For this research it was assumed that the covariance matrix does not change for different positions in
TCA. This would of course not be the case when the propagation could be done after the manoeuvre
has been performed. As the covariance matrix is an important parameter and has a large impact on the
collision probability, it is needed to do further effort on obtaining the information needed for propaga-
tion of the satellite orbits. With the propagation of the satellite orbits, the covariance matrix can also
be generated.
Next to the propagation of the covariance matrix, there is the accuracy of the covariance matrix, which
is also shortly discussed in Appendix E for the used CDMs throughout the research. It was found from
studies that the covariance matrix in the CDMs is accurate enough for the estimates that need to be
done, however, the covariance values could be more accurate. This has to do with the observations that
are used to estimate the positions and with that the covariance matrix. The prediction of the orbit is
then also something that could be improved, which is mainly based on empirical research. This means
that the models that are used could be improved, leading to a more accurate covariance matrix and
with that a more accurate collision probability.

• Accuracy of the CDM information
Together with the covariance matrix values as mentioned above, more information is provided in the
CDM which is subject to a certain level of inaccuracy [15]. It is therefore important to know how these
values came about and if there is room for improvement of accuracy in these values. The most impor-
tant parameters in the CDM needed for the calculation of the collision probability and the setup of the
scenario (position, velocity, object radius, time and date of closest approach, covariance matrix values)
are then expected to be of higher importance than the other values names in the CDM. However, there
is more info in the CDM provided which is not used in this research. It could therefore also well be that
there is more information which can lead to more accurate results of the minimization.

• Simplification of the collision probability calculation
The formula that was used to compute the collision probability is a simplification, where the transfor-
mation to a 2D problem together with the assumption that the collision area in the B-plane is a rectan-
gle instead of a sphere was done. Even though multiple sources mention that these simplifications can
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be used without too much offset and are accurate enough, further effort could be put into the calcula-
tion of the collision probability in 3D and if this gives different results. Based on these results, combined
with a more accurate estimation of the other parameters, such as the covariance matrix elements and
the position and velocity, the collision probability could become more accurate.

• ∆V manoeuvre impulse
In this research it is assumed that the manoeuvre is performed with an impulsive ∆V , which does not
have a transition from one velocity to the other. This is however not what happens with an actual
manoeuvre, where the propulsion always takes a certain amount of time. This transfer of one velocity
to the other was not taken into account, which can (and will) make a difference in the timing of the
manoeuvre as well as the resulting displacement.

• ∆V in different directions/angles
Three directions were chosen to be possible for the manoeuvre, being the radial, in-track and cross-
track direction. Current possibilities in manoeuvring however also include the option to manoeuvre at
an angle. As this could also give a more minimized result, this can be included in the options of the
code.

These are the points of further research which could potentially give more accurate and complete results.
The next section will describe the further research that could be done to add to the current research.

11.2. Follow-up Research Recommendation
Following the research that has been done, there are additional research which could be done as a follow up.
Some of the recommended follow up research is discussed below.

• Manoeuvre timing
The results found in this research indicated that the manoeuvres cold be performed between about
three orbits before TCA and TCA. However, as there might be CDMs which will show a manoeuvre
that needs to be done even earlier, it could be debated if an earlier manoeuvre is justified. An earlier
manoeuvre might also mean that the orbit data is not as accurate as when it would be based on data
from a later time closer to TCA. This means that there will be a conflict (or paradox) in which decision
needs to be made, it being either saving∆V by manoeuvring earlier, or waiting until more accurate data
is available and possibly not needing a manoeuvre.

• Displacement accommodating station keeping
Another thing that can be implemented in the code is the option to have the displacement from the
manoeuvre accommodate for a station keeping manoeuvre. This could however depend on multiple
aspects, being the time of manoeuvre, the displacement that is needed and on the other hand the loca-
tion of TCA, which could be conflicting with the desired station keeping operation. Using a minimiza-
tion, the amount of ∆V can then be minimized, based on the station keeping wishes of the operator.

• Manoeuvre methods
As was also mentioned above, the manoeuvre is assumed in this research to be an impulsive velocity
change. With the market moving towards different ways of manoeuvring (electric propulsion for exam-
ple), these different types of manoeuvring could be implemented if desired. This indicates that there
is a transfer period, which not only needs to be taken into account in the use of ’∆V ’ but also in the
manoeuvre time and propagation of the satellite orbit.

• Manoeuvre back
With the manoeuvre to avoid the satellite with which it has a close approach, the manoeuvre back is not
taken into account here. This means that the use of ∆V might be larger, given that the satellite needs
to move back to the operational position. However, it could be that this is not needed, which depends
on the wishes of the operator. It might therefore be interesting to have an additional option in which
is it possible to manoeuvre back to the original orbit, where taking this into account the minimization
can be performed again. It could even be that this is weighed against a satellite that does not need to
manoeuvre back.

Based on these recommendations for follow up research, this work could be expanded to have more op-
tions for the operators. This will then also give more leeway in advice for CDMs that are not similar to the
ones that have been used in this research.
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Space Traffic Management Introduction

In addition to the short introduction as provided in Chapter 1, this chapter will provide a more in depth
discussion on what directions of space traffic management can be observed as well as how these have evolved
over time.

A.1. Introduction to Orbital STM
Following the short introduction above, it becomes clear that unclear guidelines and rules are present to man-
age the space traffic as is. Some guidelines were set up1, but are not enforced as rules with consequences. It
has also become clear that the number of objects is increasing steadily, posing a big risk to the future accessi-
bility and usability of space. To this end, it is important that more effort is put into setting up a Space Traffic
Management on a (inter-)national level. But what does Space Traffic Management entail? And as this has
been a constant and growing problem, previously maybe not as severe as the current situation, have there
been previous efforts in setting up a form of Space Traffic Management?

Multiple attempts by different parties have been made at defining what a Space Traffic Management en-
tails. Based on the components that are involved in such a management system, the following definition
covers most, if not all, components that are involved:

“Space Traffic Management shall mean the planning, coordination, and on-orbit synchronization
of activities to enhance the safety, stability, and sustainability of operations in the space environ-
ment.”[31]

It needs to be noted that this thesis is not aimed at finding a definition of Space Traffic Management. It is
therefore that the definition as formulated above is used as definition of Space Traffic Management.

The field of Space Traffic Management can be split in three different branches:

• Ground infrastructure
• Suborbital
• Orbital

As the orbital branch is the point of focus, this is the branch that will be expanded as shown below.
The orbital branch of STM is maybe the largest of the three branches, as this is most of the space flight

that is happening at the moment. It concerns all space objects that are orbiting Earth, but also objects that
are not orbiting, but passing through our solar system. This regime of space flight can again be subdivided
into three branches:

1. Space Situational Awareness (SSA)
SSA covers all space objects that can be observed, which is then being tracked and stored in a catalogue.
Apart from the objects that are tracked, there is also the branch of space weather, which tries to keep
track of all natural interferences and events that are happening in our solar system.

1https://www.unoosa.org/res/oosadoc/data/documents/2019/a/a7420_0_html/V1906077.pdf
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2. Orbital Slot Allocation
As all spacecraft want to have their own orbit and frequency to communicate on, it is important to
prevent signals from interference. Interference in this case can also mean physical interference of the
orbits. Therefore, orbital slot allocation deals with assigning certain orbits and frequency to spacecraft.
This is already a form of STM, which is currently of great importance to Geosynchronous Orbits (GEO)
and with the predicted traffic also to Low Earth Orbits (LEO).

3. Space Debris Mitigation Guidelines
The past few years have seen a growth in space debris. As collisions with space debris and the growth
thereof are not beneficial to current and future space flight (even catastrophic), this needs to be mini-
mized as much as possible. To this end, space debris mitigation guidelines were set up followed by post
mission disposal (PMD) guidelines. Given the knowledge and the severity of the problem, these mitiga-
tion and disposal guidelines are not enforced and are merely an advice to the space fairing companies.

Each of the branches named above contains aspects that support and define the topic that is researched
in this thesis, of which the most important are Space Situational Awareness and debris mitigation.

A.1.1. Space Situational Awareness
In order to be able to get an idea of what the situation is in space it is important to know what is floating
and flying around the Earth. To this end, the European Space Agency managed to set up a Space Situational
Awareness programme for European reference in 2009 2. This programme focuses on three main topics, being
Space Weather (SWE), Near-Earth Objects (NEO) and Space Surveillance and Tracking (SST).

In terms of collision avoidance and knowing where the satellites are, SST is aimed at tracking the objects
in space that are man-made as well as objects that resulted from collisions or impact. Not only is it useful to
know where objects are in space, but these objects can also pose a threat to intact orbiting satellites. These
objects range from debris to offline satellites or burned up rocket stages. As discussed before, the number of
objects in space is increasing, therefore creating the need to be aware of what objects are where.

Next to the ESA SSA programme from Europe the U.S. Strategic Command (USSTRATCOM) Space Surveil-
lance Network also tracks, detects and catalogues objects in space through a global ground-based network of
sensors and tracking systems. Similar to ESA, the objects that are being tracked, range from debris to inac-
tive satellites and used up rocket bodies, and are being updated in the Space Object Catalog. Another space
surveillance system from the U.S. Air Force, called Space Fence, tracks artificial satellites and space debris
in Earth Orbit. It is apparent that the U.S. is operational and further developed than that of Europe. Con-
sequently, Europe does not have the technical capabilities yet to actively maintain a space object catalogue,
which results in Europe being dependent of the U.S. data and their will to share it [32].

A.1.2. Debris Mitigation
Early studies done on the count of objects in space indicated that the population of debris is growing. Even
though this debris is of little risk to unmanned spacecraft, this population is growing, together with the prob-
ability of collisions. To prevent a hazardous space environment for future generations’ mitigation guidelines
were set up, limiting the orbital lifetime after completion of the operation. Multiple space debris mitigation
guideline handbooks have been set up by national as well as international spaceflight organizations, to push
for efforts regarding space debris mitigation. Even though these handbooks are set up by different organiza-
tions, four components seem to be of fundamental importance [7]

1. Limitation of object releases during nominal operations
All spacecraft, independent of orbital regimes, would be designed not to release debris while during
nominal operations. In case release of orbital debris is unavoidable, it should be minimized in the
amount, area and the orbital lifetime of this debris. If objects will be released in orbit during opera-
tions, these missions or programs should not be planned unless it can be verified that the risk to other
operating spacecraft, orbital stages and orbital environment is acceptably low in the long-term.

2. Prevention of on-orbit break-ups
These break-ups can happen during the missions, but can also be the result of accidental explosions
and ruptures at the end-of-mission and intentional destruction, generating orbital debris that will take
a long time to deorbit.

2https://www.esa.int/Safety_Security/SSA_Programme_overview
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3. Removal guidelines for spacecraft and orbital stages after the end of mission or operation
This component is made up of two main categories. The first category of post mission disposal is for
the geosynchronous region, where spacecraft that have fulfilled their mission need to be manoeuvred
far away from GEO to eliminate interference with spacecraft that are still in GEO orbit (to a disposal
orbit). The second category is the passing of spacecraft through LEO to deorbit, where satellites that
are posing a risk to operational satellites in LEO should be manoeuvred for a faster deorbit or direct
re-entry. Connected to this guideline is also the maximum lifetime limit of 25 years, which was deemed
reasonable and appropriate from studies and national guidelines.

4. Prevention of on-orbit collisions
This is done by estimating and limiting the accidental collision probability with known objects. If the
collision risk is not considered negligible, co-operation of launch windows as well as collision avoid-
ance manoeuvres is needed to prevent loss of control and therefore preventing a post-mission disposal.
Accidental collision limitation has two aspects [4], of which the first is to select a safe flight profile. This
safe flight profile includes the mission altitude, the related background debris environment and the end
of mission limitations to prevent from accidental collisions. The second aspect is to protect the satellite
components from small micrometeorites and orbital debris impacts. This will ensure a successful post
mission disposal operation.

Even though these guidelines are seen as important throughout the space sector, these guidelines are not
forced, but merely encouraged to follow. Due to these guidelines not being forced, a large spread is observed
in the compliance of these guidelines, in particular the 25-year limit on the disposal time of the satellite. An
analysis of the global compliance of this rule showed that less than 50% actually achieves in staying within
the 25 years [4]. Additionally, diverging results from future space environmental predictions is seen regarding
the object count, making these guidelines subject to discussion on the validity of the proposed guidelines
and their enforcement. Based on nominal future predictions, the 25-year rule would result in a 10% increase
in the orbital object count in about 100 years.

An updated version of the Orbital Debris Mitigation Standard Practices was done in 2019 (the first version
was set up in 2001), where the main update was an added limitation of “less than 100 objects-year” for debris
releases during operations of spacecraft in LEO. This means that a mission with 10 identical mission related
debris objects that would follow the operational lifetime, the orbital lifetime post mission must be shorter
than 10 years. Another example is when there are 100 identical mission related debris objects following oper-
ations, each debris is expected to have a post mission lifetime of 1 year or less [4].

A.1.3. Space Object Evolution
It has been discussed earlier that the number of objects in space is growing. However, it has not been de-
scribed yet what the current situation is in the space environment. This section will give a short overview of
the objects that are currently in orbit and what some causes are of spikes in the object count and how these
objects are then evolving. Based on the current market situation, where there is a peaking interest in the
space sector particularly in Smallsat constellations, an evaluation is shown that describes the current space
sector.

Looking at the evolution of the space market and space technologies it can be concluded that space is
becoming more and more populated. Next to the man-made objects in space, it has been clear from the
start of our space activity that there is more space debris in orbit than there are operational satellites. Initial
research activities aimed at understanding the space environment started in the early 1960s, followed by
constant tracking of space objects as well as advancing the space tracking technologies.

The latest space object count report that was set up by ESA showed the amount and classifications as can
be seen in Figure 1.1. It needs to be noted that these objects are the catalogued objects, which means that
the count is limited to the capabilities of the space surveillance system over time and might therefore be an
under-representation of the actual count. Currently, objects smaller than 10cm are non-traceable, but are a
danger to orbiting spacecraft as impact of these objects can be lethal to spacecraft.

From Figure A.1 it can be seen that the largest categories in the space object count are UI (Unidentified),
RF (Rocket Fragmentation Debris), RB (Rocket Bodies), PF (Payload Fragmentation Debris) and PL (Payload).
The largest share of the objects are the payloads (incidentally also the largest mass and area share of all objects
in space) and the payload fragmentation debris, where both are gradually increasing over time. From the
total number of objects in space, the largest amount is found in LEO [1]. Lowering of the object count can
be a result of gradual atmospheric re-entry and orbital decay over time, resulting in the drops of object count
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Figure A.1: Evolution of objects in space in all orbits [1], (PL: Payload, PF: Payload Fragmentation Debris, PD: Payload Debris, PM:
Payload Mission Related Object, RB: Rocket Body, RF: Rocket Fragmentation Debris, RD: Rocket Debris, RM: Rocket Mission Related
Object, UI: Unidentified)

[33].
Even though a clear increase in objects in space can be seen in Figure A.2, the amount of objects that is re-

entering the atmosphere is declining, leading to an even larger increase in space objects. Not only does this
mean that there is more traffic in space, it also increases the collision risk for the overall space environment.

A.2. Past On-Orbit Collision Events
As discussed before, the number of objects that are in orbit around the Earth is increasing. These objects
are made up from orbital particles and man-made objects. With this increase in objects it is inevitable that
objects will collide, even with the possibilities of conjunction detection and orbit determination of objects.
The objects with possible conjunction risks are divided in two groups, being intact objects and debris. Fol-
lowing the earlier mentioned categories, payload fragmentation debris, rocket fragmentation debris and the
unidentified objects fall under the debris category, and payload will fall under the intact objects term.

Up to mid-2013 three accidental hyper-velocity debris-intact collisions have occurred and one accidental
hyper-velocity intact-intact collision, where from the debris-intact collision only few catalogued fragments
were created. The intact-intact collision on the other hand, of which one satellite manoeuvrable, produced
more than 2000 catalogued fragments. Keeping in mind that the increase in space objects is partly due to
increased sensitivity of space surveillance sensors, approximately 50% of the ‘old’ catalogued objects were
generated by two catastrophic events, one being intentional and one being unintentional [9].

It is concluded from research on the Iridium 33 and Cosmos 2251 event, that because of the little atmo-
sphere that is seen at the altitude of the collision, most of the fragments that were created will remain in in
orbit for several decades. The study found that one fifth of the fragments will have an orbital lifetime of 30
years, where fragments from Cosmos on average will have a longer lifetime because of the high area to mass
ratio. The other 70% of the fragments will deorbit over the next 10 to 20 years, which is about the lifetime of
the International Space Station (ISS), posing a small risk as the fragments will pass through the orbit of the
ISS [5].

Long term evolution of a debris cloud shows that the fragments will first spread out in the ring of the orbit
of the original satellite. Because of the non-spherical shape of the Earth, the orbit will slowly precess, causing
the ring of debris to form a shell around the Earth at the altitude of the original satellite. Keeping this in
mind, the Cosmos fragments will precess faster due to their higher speeds and lower inclinations and will be
distributed around the Earth within 3 years. Both the Iridium and Cosmos fragments will however still pose
a threat to the satellites that need to pass through this altitude [5].

Next to the unintentional collision as a result of crossing orbits because of a routine space activity, an
intentional collision can occur by means of an anti-satellite weapon. These kinetic-energy ASAT weapons
have the intention of destroying satellites, which is achieved by physically colliding with the satellite at high
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Figure A.2: Payload launch traffic throughout the years categorized by type of mission and/or funding [1]

speeds[34].
An analysis was done on the debris created by China’s ASAT weapon test on the FY-1C satellite with the

National Aeronautics and Space Administration (NASA) Standard Breakup Model. The estimated amount of
debris that was generated is over 2 million particles in all size ranges. In the range of 1 cm to 10 cm an amount
of 40,000 objects is estimated and a total of 1,500 objects were estimated to be larger than 10 cm. This is a
large number of objects that would be added to the already existing objects in between the 800 km and 900
km altitude. The only previous test that was conducted using a kinetic-energy weapon was in 1985 conducted
by the United States, targeting a satellite at 500 km altitude. Even though both tests created about the same
amount of debris, the debris from the U.S. test would decay within a decade because of a lower altitude, while
the debris from the Chinese test is expected to remain in orbit for multiple decades [34].

A more recent event in March 2019 involved the breakup of an Indian satellite at an altitude of 270 km,
Microsat-R, on which they tested their first ASAT missile. Aiming to minimize the hazard of post-impact
debris, test parameters were chosen carefully such that the debris would re-enter the atmosphere within 45
days. From this event 400 pieces were identified by NASA, where the North American Aerospace Defense
Command (NORAD) published information on 83 newly registered objects, of which 69 of these fragments
are at an altitude ranging from 400 to 2265 km [35].

A.3. Evolution of the Space Sector and Environment
The last few years have seen a tremendous growth in space activity, where this new space evolution is often-
times referred to as NewSpace. More and more companies want to get knowledge based on satellite imagery
or want to have their own specified satellites in space. This resulted in an increase in the commercial side of
spaceflight. This not only included satellites, but also launch activity. More and more start-ups were founded
to accommodate for the growing interest in launching satellites into space. Where previously satellites were
only used for missions from space agencies or had specific scientific goals, private companies are now also
gaining interest and are succeeding in setting up their space business.

A.3.1. General Space Market
Together with the increase in technological knowledge and connectivity around the world, rapid develop-
ments in the space sector have also been happening. Simultaneously with the last industrial evolution, also
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known as ‘Industry 4.0’, the new space era is also evolving with these innovations and resulting in interaction
between the private, political and societal aspects of the space industry. The results of this is smaller satellites,
where desired with COTS part that are cheaper because they have been produced in larger amounts. But not
only this, developments have been happening in five different categories in terms of space activity [6].

1. The first category in which change is apparent is that more and more companies want to have access
to space. Accessibility to space has been made easier and cheaper in three different subcategories.
Together with this, a new-found interest in making structures reusable can be observed, where SpaceX
is a spectacular example of successfully reusing their rocket boosters.

2. The second category in which development is growing is the part where the need for more access to
data from Earth observation.

3. Three main factors to accommodate for this growing sector are the low-cost manufacturing develop-
ments, more revisit orientated than legacy missions and the investments in data analytics and artificial
intelligence. Next to Earth observation, communication satellites and services are also emerging in
the form of large scale constellations. These constellations are driven by the possibility of global con-
nectivity with low latency. This sector is however not only growing in terms of start-ups, but also the
more established communication companies are joining this trend, like Boeing and OneWeb for exam-
ple. Adding to the easier accessibility to space as well as more opportunities to gain insights by looking
down from space, there is also a category that has increased operations and developments in itself re-
garding debris mitigation and end-of life disposal, in-orbit servicing (IOS) and in-space manufacturing.

4. The fourth category which is experiencing growth is the interest in space exploration. In the past, the
main parties that would set up mission to the Moon, other planets and outer space were space agencies
and scientific institutions.

5. The fifth and last category can be seen in the production and supply chain of materials and parts. Due
to the growth in small satellite business, a different kind of supply chain and manufacturing is needed,
where the legacy supply chains also need to adjust to accommodate for this emerging new market of
satellites.

Altogether, from the eagerness to obtain more data to emerging businesses and new ways to use space,
it can be concluded that space is about to get more and more crowded. It is not only a matter of future
innovations in the space sector, but it also depends on policies and regulations. Even if it is early to predict
what will exactly happen in terms of innovations in small satellite manufacturing or putting those satellites
in space more easily, it can be seen that companies are starting to move toward space.

A.3.2. Constellation Market
Based on multiple forecasts and reports on the growing space industry, the general consensus is that the num-
ber of constellations will also increase over time [36], [37]. Given the technological advances as described the
previous section, it becomes clear that the shift is towards smaller satellites in swarms. The constellations
that are in development and in deployment are shown in Table A.1. Assuming that all these constellations
will be launched and deployed, a total of nearly 20.5K new satellites will be launched in LEO, which is exclud-
ing the single satellite missions[38], and of which approximately 13.000 have been approved by the Federal
Communications Commission (FCC)[37]. For comparison, throughout the history of the space age a total of
around 8100 payloads have been put into Earth orbit, of which about a quarter is still active [36]. Even if most
of the constellations that are listed in Table A.1 will not be launched, the amount of payloads in space will be
more than doubled.

Following a report from PricewaterhouseCoopers (PWC), it can be seen that this increase will be quite
significant in the coming few years in Figure A.3, where the amount of single-mission launches will start to
minimize compared to the constellation launches [39]. Not only this, 80% of the Smallsat demand is expected
to be driven by commercial markets in Earth Observation and communications constellations.

The operational lifetimes that are expected from these constellations in LEO is 5-10 years, after which
the satellites are deorbited. This deorbiting can take considerable time, ranging from months to years, and
will pass operational orbits where other satellites operate (or even the ISS) [36]. Depending on the need
of these satellites that are deorbited, these satellites need to be replaced, again resulting in launches and
traffic crossing different operational orbits and collision risks. The constellations that are being designed
and planned for the coming decades are expected to comply with the debris mitigation guidelines, where
the spacecraft needs to be removed from orbit within 25 years after operation. Many of these constellation
satellites that are being planned even plan on deorbiting within 5 years after retirement [40].
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Table A.1: Current Constellation Projects in Development and Deployment [38]

Current and Planned
Constellation Projects

# of Satellites Satellite Mass [kg] Altitude [km] Project Status

Amazon Kuiper 3,236 Unspecified 590-630 Development
Astrocast 80 3/6U CubeSats 500-600 Demonstration
Boeing V-Band 2,956 Unspecified 1,200 Development
Globalstar 2 24 700 1,410 In Operation
Hongyan 320 Unspecified 1,100 Demonstration
Hongyun 156 250 1,000 Demonstration
Iceye 18 80 587 Deployment
Iridium-NEXT 72 860 780 In Operation
Kepler 140 3U CubeSats 575 Development
LeoSat 108 1,000 1,432 Suspended Operations
OneWeb 648 147 1,200 Deployment
Planet 150 3U CubeSats 370-430 In Operation

SpaceX Starlink
4,425 (init.)
(+7,518)

260
1,100-1,325
340 (add. Sats)

Deployment

Spire 175 3U CubeSats 385-650 In Operation
Swarm 150 0.25U CubeSats 300-550 Demonstration
Telesat LEO 117 Unspecified 1,000 Development
Theia 120 Unspecified 800 Development

Figure A.3: Number of constellations and Smallsats (<500kg) for single missions forecast [39]
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A.4. Effect of Constellation Traffic on the Future Space Environment
With the evolving space environment and business, it is observed that the number of constellations is grow-
ing. From a quick look at [41] it can be observed that 32 constellations have not been launched yet, of which
8 have information on the size of the constellation. Next to this, from the 30 constellations that announced
to have 100 or more satellites, 6 have no launch announcement yet or have been cancelled. From the re-
maining 24 constellations, 21 constellations have one or more satellite in orbit and 3 already have more than
100 satellites in orbit. Additionally, 48 constellations and counting have been planned for 2019 up to 2022.
Following a request from the FCC for Amazon to provide collision risks assessment of their Kuiper System
satellites in case 5%, 10% or 15% of their constellation would fail, a total over the different shells resulted in
6.1%, 12.3% and 19.4% respectively. These numbers indicate a high risk in collisions in case deployment of
the constellation fails [42].

Given the growing amount of spacecraft post mission disposal guidelines were set up, where the increas-
ing number of constellations emphasize the need to follow these guidelines. Following the newly updated
Orbital Debris Mitigation Standard Practices from 2019, three additional practices have therefore been added
regarding large constellations [4]:

1. Reliability in the PMD should be at greater than 90%, where the goal needs to be at 99% or better
2. The reliability threshold of the PMD should be based on the orbital location, mass, collision probability

and other relevant parameters
3. The preferred PMD option is the immediate removal

However, it was also noted that these guidelines are difficult to apply to all constellations, as not all constella-
tions are set up in the same way [4]. For example, a failed spacecraft at an altitude of 900 km will not naturally
decade for more than 1,000 years, while a spacecraft at an altitude of 700 km will naturally decade in about 50
years. This means that a higher PMD reliability would be needed for the spacecraft at the higher altitude. Ad-
ditionally, collision probability is another factor that is impacting constellations at different altitudes, where
a constellation at 850 km altitude has a collision probability of 10 times higher than a constellation at 1,300
km.

Another study was done on the response of the space environment on the deployment of large satellite
constellations, combined with the PMD guideline compliance success factors of these large constellations
[43]. The constellation that was introduced in the modelled space environment comprised of 1080 satel-
lites with a 5-year design life, at an altitude of 1100km in 20 orbital planes with an inclination of 85◦. It was
assumed that all collision avoidance manoeuvres were performed successfully.

The trends of 50%, 80%, 90% and 100% compliance to the PMD guidelines were compared, of which the
simulation results can be found in Figure A.4. Four different phases were seen from the results.

The first phase takes about 30 years and shows a steep increase in population, ranging from the launch of
a constellation until the start of the re-entry phase. The second phase, taking about 20 years, shows about the
same rate for the satellites that are being replaced compared to the re-entry rate of the satellites. This means
that the number of objects stays about the same. This is followed by the third phase where the constellation
starts to deorbit and therefore a decrease is seen in the number of objects (success rate higher than 50%),
taking about 25 years. The last phase shows a gradual population growth, which depends on the interaction
of the background population with the constellation satellites that were not able to deorbit[43].

Comparing the different disposal success rates, it was found that a clear increase happens in all cases.
The interaction with the background population of the satellites that were not able to deorbit shows that the
number of objects accumulates, where the 50% disposal rate showed a doubling of the number of objects in 30
years and a five-fold increase by the end of the projection period. Given the initial conditions for this analysis
that only one constellation of 1080 satellites would be added, it must be noted that this underestimates the
prediction as it is expected that more than one constellation will launch.

Based on the scenario without post mission guidelines, the number of objects larger than 10 cm in LEO
will increase with about a factor 3 in the coming 100 years [44]. Even though a large part of the objects in
space are explosion fragments, collision fragments will grow and be the main share of objects in space. On
average, it is predicted that a total amount of 24 collisions will occur over the coming 100 years. From these
24 collisions, 14 are expected to happen between intact-fragment objects, 8.4 are expected to happen be-
tween intact-intact objects and 1.3 are expected to happen between fragment-fragment objects. Although
intact-fragment seems to be the biggest share of the expected amount of collisions, the division between
catastrophic and non-catastrophic seems to be the most important in terms of what needs to be expected in
the coming 100 years.
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Figure A.4: Effect on object count prediction in LEO from PMD compliance rates in constellations [43]

In the event of a catastrophic collision, the target as well as the projectile are completely fragmented,
while in a non-catastrophic collision results in only a small fraction of the target being chipped away, where
a catastrophic collision has an impact of 40 J/g energy to mass ratio. Of the total expected collision between
intact-intact and intact-fragment, the number of catastrophic collisions between intact objects is expected to
be as high as 7.9 while intact-fragment goes to 4.5 from the 13.3 total catastrophic collisions that is predicted.
From this it can be seen that the majority of catastrophic events are between intact-intact objects [44]. To-
gether with the two objects being destroyed, two debris clouds will be formed instead of only one of the two
being chipped.

Another simulation was done on the expected collision rate for the next few years. From this it was found
that the collision risk has multiplied by 5.0 compared to 40 years ago, which closely matches the growth in
objects in space. The expected collision probability up to 2030 is highest for one collision with a probability
of 34.7%. The expected collision probability up to 2040 is highest for two collisions with a probability of 25.7%
[9]. The collision probability among objects larger than 10 cm and intact bodies will increase in the coming
decades, which is the reason why post mission disposal rules need to be implemented. However, even with
the implementation of strict post-mission lifetime limitations the short-term situation will not improve. This
is why an implementation of collision avoidance practices needs to happen among operators of manoeu-
vrable spacecraft, which could cut up to 30% of the average expected intact-intact collisions. Additionally,
approximately 15% of the intact-fragment collisions can then be cut [9].





B
Constellation Design Parameters

This chapter will provide more information on the constellation design parameters. As these parameters are
assumed to be set before the constellation is launched and are based on design, the influence of a manoeu-
vre will not disturb the design of the constellation. The parameters that are disturbed by a manoeuvre are
discussed in Chapter 3.

Given that no set rules are available for the design of constellations, certain parameters are key to con-
stellation design. One of the most important parameter for constellation design is the swath width. This
parameter determines the coverage of the satellites of the constellation, which is the main driving reason to
use a constellation over single satellite missions. An additional parameter that is of much importance is the
eccentricity of the orbits of the satellites. As most constellations are chosen to have the lowest eccentricity
close to zero as possible because of the added complexity and therefore costs of the constellation, this will
not be one of the driving factors for this thesis.

Four primary parameters in constellation design will be discussed here, which are swath width, altitude,
inclination and node spacing. In order to know which parameter to use for further calculations, it is important
to get a deeper understanding of the influence of these parameters. It is therefore that an extensive analysis
is done on what the effect of certain parameters is on the constellation.

B.1. Swath Width
This parameter is also called the maximum Earth central angle and is the key parameter in determining the
coverage of the satellites of the constellation [13]. This coverage can be seen as a circle of coverage or a street
of coverage, determining the spacing between the satellites.

The swath width is a function of two other parameters, being the altitude and the minimum elevation an-
gle. The relation between the three parameters can be seen as follows. If the altitude increases, the area that
is observed by the satellite also increases, therefore increasing the swath width. Depending on the minimum
elevation of the satellite, it can also either observe a larger or smaller area. The lower the elevation, the more
area is covered, hence the swath width is increased by increasing altitude and reducing the elevation angle.
Figure B.1 shows three figures with the same swath width, but different altitudes. The first system, B.1(a),
shows a swath width at an altitude of 525 km and minimum elevation angle of 5 degrees. The second system,
B.1(b) shows the same swath width but with an altitude of 735 km and an elevation angle of 10 degrees. It
can be seen from these two figures that there is an overlap in the coverage, which can not be seen in the third
figure. The third figure shows the swath width at an altitude of 1225 km and an elevation angle of 20 degrees.
All three orbits have a swath width of 4000 km. The overlap of the swaths is something that is desired, as it re-
sults in total coverage without coverage gaps. The swath width can be seen in Figure B.2, where the minimum
swath width is determined by the maximum Earth central angle and the spacing between the satellites. The
minimum elevation angle is determined by the performance of the payload. The performance of the payload
is oftentimes contradicting to the constellation design, as a low elevation angle is disadvantageous for the
payload, while it results in a higher coverage of the satellites and less costs.
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Figure B.1: Similar swath widths at three different altitudes [13]

Figure B.2: Minimum and maximum swath width with relation to the width of the street of coverage [13]

B.2. Altitude
For the satellites to have the same orbital period and have the same relationship with respect to each other,
the altitude needs to be uniform over the constellation. This will then result in the same pattern over time
and therefore repeat itself within a certain number of orbits. Benefits of keeping this altitude similar for all
satellites is that it results in less complexity when designing the constellation as well as a similar node rate,
therefore maintaining the similar relative orientation. The higher the altitude, the less amount of satellites are
needed in the constellation, as was also seen in the swath width. In case the swath width as a result of payload
is fixed, the altitude becomes the most important parameter in constellation design. Another important part
of constellation design is the number of planes that are needed, which depends on the altitude of the satel-
lites. Figure B.3 shows the altitude that can be achieved with a certain amount of planes at a certain minimum
elevation angle to reach full Earth coverage. With an increasing minimum elevation angle, the swath width
becomes smaller, hence a higher amount of altitude planes is needed to achieve full Earth coverage. With
this increase in plateaus, the costs of the constellation also increases as well as the complexity. On the other
hand, with lower inclinations, the spacing between the subsequent nodes at the equator becomes larger and
therefore needing less planes. It needs to be noted that the altitudes as shown in Figure B.3 might be lower
than is actually needed for the altitude of the satellites, as it needs to comply with the station keeping require-
ments and thus the station keeping box. Regarding the amount of planes, next to the requirements named in
Figure B.3, it depends on a multitude of other parameters and requirements of the constellation. This figure
can therefore be used for a first order approximation for the coverage, but depends on the requirements per
constellation setup and payload. Another important parameter is the launch capability and the radiation en-
vironment. However, as this research looks at satellites that already are in orbit, this is not taken into account
in this thesis.

B.3. Inclination
The inclination has a large influence on the total coverage and is a function of the altitude. In constellation
design, this is for a large part determined by the oblateness of the Earth and the implications of the J2 effect.
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Figure B.3: Reachable altitudes based on varying inclination, elevation angle and orbital planes [13]
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This J2 effect causes the nodes and arguments of perigee to rotate rapidly, which will only result in a larger
problem is if this does not occur similarly in the whole constellation. The rate of this rotation is determined
by a combination of the inclination, altitude and eccentricity of the satellite orbits. If these three parameters
are not uniform throughout the constellation, the rotation of the nodes and argument of perigee will not shift
at the same rate in the constellation and will cause offsets.

B.4. Node Spacing
In a constellation the location of the ascending node is oftentimes irrelevant due to the movement of the
constellation with respect to inertial space and the Earth surface. Only if the satellites are aimed to have a
repeating ground track orbit, the ascending node becomes important.

As was mentioned before, multiple parameters determine the node spacing and rotation of the nodes.
This rotation in the nodes and node spacing is not a problem, as long as the constellation rotates at the same
rate with respect to itself. Different types of node spacing can be seen, where the coverage becomes a result of
the type of node spacing. The mostly evaluated type of node spacing is the equal spacing along the equator.
Depending on the application of the constellation, this might not be the best type.



C
Conjunction Event Detection

This chapter discusses the steps in which conjunctions are detected. Even though this is not part of the re-
search, this chapter will provide background on the parameters involved and what criteria need to be passed
in order to have a conjunction event.

The first order determination of conjunction events is done in an altitude filter, checking for intersecting
orbits. After this the orbit geometry check is done, where the intersecting planes are determined. For these
intersecting planes, the closest approach distance is determined. The predicted conjunction events within
a spherical control volume of radius Rc are kept as potential fly-bys. This is then stored with a symmetric
time window to have a safety distance |∆r | ≤ Rc . Using this stored conjunction event in the symmetric time
window an orbit phase filter is applied, where the time windows of both the target and risk object will be
checked for overlap. If an overlap is detected, the time of closest approach and local minimum distance can
be found by analyzing for a zero-transition of the range rate between the two objects (∆v∆r

∆r = ρ̇ = 0.0).
A sieving algorithm can be set up to find the close conjunction and conjunction events after the altitude

range filter is applied [14]. This sieving algorithm consist of multiple checks, where the volume radius is used
to check against the range rate.

The first radius is found by adding an additional safety distance, which includes the escape velocity ve =√
2µ/r times the time step ∆t :

Rc,1 = Rc + ve∆t (C.1)

This check is done in the following sequence

ρX ≤ Rc,1 (C.2)

ρY ≤ Rc,1 (C.3)

ρZ ≤ Rc,1 (C.4)

ρ ≤ Rc,1 (C.5)

where a close conjunction is not possible if all criteria are met. The orbits that passed these criteria will be
checked for a control volume radius which includes the curvature:

Rc,2 = Rc + g (∆t )2 (C.6)

where g is the gravitational acceleration of the Earth. This formula is checked as follows:

Rc,2 ≤
√

(∆r )2 − (∆r ·∆v/∆v)2 (C.7)

The third check includes the effective relative velocity as below:

Rc,3 = Rc,2 + 1

2
|∆v ·∆r /∆r |∆t (C.8)

which will be checked against the following criterion:

ρ ≤ Rc,3 (C.9)
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These three sieves are supposed to clear most of the orbits that passed the altitude filter. From the orbits
that still passed, the time of closest approach ttca is analyzed and determined with ∆rtca = ρtca . The time of
closes approach is then determined with

∆v tca∆r tca/∆rtca = ρ̇tca = 0.0 → ttca (C.10)

where the final check for the sieving steps is as follows:

ρtca(ρ̇ = 0.0) ≤ Rc (C.11)

These sieving steps altogether reject about 99% of all analyzed conjunctions [14].
For the time of closest approach, the ranges and velocities of the target and risk object can be expressed in

the orbit related coordinates U , V and W . This transformation is done as described in the previous section,
where the coordinates will be mapped from (X ,Y , Z ) → (U ,V ,W ). First the position and velocity are expressed
in the (X ,Y , Z ) frame:

(∆r tca)X ,Y ,Z = (r r (ttca)− r r (ttca))X ,Y ,Z (C.12)

(∆v tca)X ,Y ,Z = (v r (ttca)− v r (ttca))X ,Y ,Z (C.13)

In order to then find the relative position and velocity in the (U ,V ,W ) frame, the above vectors can be substi-
tuted in the following equations:

(∆r tca)U ,V ,W = (∆r t )U ,V ,W = (Rt )U ,V ,W (∆r tca)X ,Y ,Z (C.14)

(∆v tca)U ,V ,W = (∆v t )U ,V ,W = (Rt )U ,V ,W (∆v tca)X ,Y ,Z (C.15)

where (Rt )U ,V ,W is as described in Equation 3.23.
It was found that the above described sieving algorithm is more efficient and robust than previously found

methods where the filters evaluated the altitude, orbital plane intersection, phasing of the orbit and the min-
imum approach distance.



D
Optimization Verification Worked Out

Following the setup of the optimization (DE method), the code was tested to check the validity. The sections
below discuss the results that were found.

First the Beale function will be discussed, follows by the Levi N.13 function. The third function that was
tested is the Himmelblau function and last but not least, the McCormick function was used to test the code.
A summary of the results can be seen in Chapter 6.4.

D.1. Beale Function
The first function that was used to verify the code was the Beale function, which is described below. This
function was chosen as a first check, as it has one global minimum and is made up of two unknowns in the x
and y frame.

f (x, y) = (1.5−x +x y)2 + (2.25−x +x y2)2 + (2.625−x +x y3)2 (D.1)

The function can be seen in Figure D.1, where the global minimum can be seen in Figure D.2 with a restriction
in the max value in z axis to get a better indication of the minimum.

The global minimum is found on the following points and range:

f (3,0.5) = 0 [−4.5 ≤ x, y ≤ 4.5] (D.2)

which is also depicted in the two figures above.
Following the written DE algorithm in Matlab, the first test function that was implemented was the Beale

Function. With only one clear minimum, convergence was found in the correct data points. The iteration of
one of the runs can be seen in Figure D.3, where convergence is reached after about 50 iterations. Figure D.4

Figure D.1: Beale function Figure D.2: Global minimum of the Beale function in the (x, y) frame
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Figure D.3: Convergence to the minimum of the Beale function using the DE algorithm

shows the result of the 50 runs that were done, with each 100 iterations. All 50 tries done in the results shown
below were done in 100 iterations, with N = 15, F = 0.5 and C R = 0.5.

The upper two tiles of Figure D.4 show the separate values of x and y respectively for the 50 runs of 100
iterations. It can be seen that still some of the values did not converge (in this case 3 runs of the 50), but that
the majority of the runs resulted in the right minimum. From varying some of the parameters that can be
set, it can be seen that the smaller the population, the less converged the results are. However, it needs to be
noted that a higher value for N does not necessarily mean a higher convergence rate.

Another thing that was found with this function was that a combination of a high C R value and a low
number of vectors in the population results in less converged values. On the other hand, a high number of
vectors in the population with a low C R value also shows a lower rate of convergence. This means that it takes
some runs to get the best values with which the code needs to be ran.

D.2. Levi Function N. 13
The second function that is used to verify the code is the Levi function N. 13, of which the formula is shown
below:

f (x, y) = sin2 3πx + (x −1)2(1+ sin2 3πy)+ (y −1)2(1+ si n22πy) (D.3)

This optimization problem was chosen because of the sinusoids, which causes multiple smaller local minima
and one global minimum as shown in Figure D.5 and D.6. Again restricting the maximum value in Figure D.6
shows the global minimum.

The global minimum can be found in the following coordiantes and range:

f (1,1) = 0 [−10 ≤ x, y ≤ 10] (D.4)

Following the own code that was written, Figure D.7 and D.8 were found. Following the sine function, it
was tested if the DE algorithm could find the minimum for this optimization problem. It can be seen there
that convergence is reached quite early, where also the correct value was found. Figure D.8 in particular shows
the result of 50 consecutive tries of 100 iterations. From this it was seen that four x values did not converge to
the correct value in 100 iterations, however the y values did.

It was also found by varying the population size, that the amount of times the convergence reached the
correct value increased. Varying the C R value then did not make a difference in the amount of times the
correct value was found. Only lowering the amount of iterations showed that the minimum value was not
reached.
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Figure D.4: Final results of multiple runs of the DE algorithm for the Beale function
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Figure D.5: Levi function N. 13 Figure D.6: Global minimum of the Levi function in the (x, y) frame

Figure D.7: Convergence to the minimum of the Levi N.13 function using the DE algorithm

D.3. Himmelblau’s Function
After the successful test of the previous two optimization function, the Himmelblau’s function was used to
test the algorithm. The Himmelblau function is described below

f (x, y) = (x2 + y −11)2 + (x + y2 −7)2 (D.5)

and was chosen because of the four minima it has. As the code can be set to multiple unknowns, it is possible
that all unknowns converge to the same local minimum. It is therefore that the code needs to be run multiple
times to see what the overall most occurring outcome is, to see the different minima.

The four global minima can be seen in Figure D.9, where the restricted view in the (x, y) frame can be seen
in Figure D.10 and shows the minima more clearly.

The four minima are found in the following coordinates and range:

Min =


f (3.0,2.0) = 0.0

f (−2.805118,3.131312) = 0.0

f (−3.779310,−3.283186) = 0.0

f (3.584428,−1.8481262) = 0.0

[−5 ≤ x, y ≤ 5] (D.6)

The third function that was tested in the written code is the Himmelblau’s function, where four minima
can be found. As the parameters that need to be found are four variations on the x and y value, it was chosen



D.3. Himmelblau’s Function 117

Figure D.8: Final results of multiple runs of the DE algorithm for the Levi N.13 function
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Figure D.9: Himmelblau’s function Figure D.10: Global minima of the Himmelblau’s function in the
(x, y) frame

Figure D.11: Convergence to the minimum of the Himmelblau function using the DE algorithm

to perform multiple runs. Multiple runs were found to converge to different values, and in the end would get
close to the four minima of the function. D was therefore set to 2, still using 100 iterations and 50 runs.

As is seen in Figure D.11 convergence is only reached in the last few iteration steps, which could be ex-
plained by the four different minima that can be found for this function. From the overall results in Figure
D.12 it can be seen that all four values are found. However, some were found more often than other values,
which also varied per try. The most found value is (3,2), which is also seen when the code is run more often.

When increasing the value for N , it can be seen that less different results are found e.g. only two or three
of the four minima is found. The same was found for lowering the C R value, where a lower C R value showed
less minima and also a slight increase in converged values. Increasing the value for C R however showed the
same results, being that a higher value showed less minima.

From these runs it can be concluded that multiple runs are needed to see if more than one minimum can
be found. Additionally, combined with the findings above, a certain range needs to be inspected to have the
most favorable convergence rate as well as the correct values.

D.4. McCormick Function
The last function that was used to verify the algorithm is the McCormick function, described below:

f (x, y) = sin(x + y)+ (x − y)2 −1.5x +2.5y +1 (D.7)
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Figure D.12: Final results of multiple runs of the DE algorithm for Himmelblau function



120 D. Optimization Verification Worked Out

which was chosen because of the non-zero global minimum it has. Additionally, it also has a local minimum
that could potentially converted to if the search space is narrowed down too early. This can be seen in Figure
D.13, where a more restricted view of the maximum value of the z axis shows the local minimum next to the
global minimum in Figure D.14.

Figure D.13: McCormick function Figure D.14: Global minimum of the McCormick function in the
(x, y) frame

The global minimum is seen in the following coordinates and range:

f (−0.54719,−1.54719) =−1.9133 [−1.5 ≤x ≤ 4] (D.8)

[−3 ≤y ≤ 4] (D.9)

The last function that is tested with the written DE algorithm is the McCormick function, which has a
non-zero minimum. As can be seen from the convergence of one of the runs in Figure D.15, the correct value
is found quite early on in the iteration process. However, as can also be seen in Figure D.16, the lowest value
is not found that easily.

Similarly as above, the amount of iterations was set to 100 with 50 tries. Increasing the amount of tries to
100 shows that indeed the correct value is found more often, however, the minima that are found do seem to
have a small off-set. Increasing the amount of tries to 150 shows that the other local minimum is also found.

Increasing the number of vectors in the population shows a wider range of not converged solutions to the
global minimum. In contrast, lowering the number of vectors to 4 (which is the minimum number of vectors
that is allowed for this algorithm) shows a lower range and also a higher conversion rate. Lowering the C R
value shows that a larger amount of iterations converges to the correct value. However, still a small offset can
be seen in some of the results. Increasing the value of C R shows results that are overall closer to the global
minimum. However, most of the values still have an offset of the global minimum value.

This shows, together with the pervious analyses, that the method is suitable but needs to be tailored and
ran a few times to find the global minimum in case the minimum is a non-zero value.
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Figure D.15: Convergence to the minimum of the McCormick function using the DE algorithm

Figure D.16: Final results of multiple runs of the DE algorithm for theMcCormick function





E
CDM Summary

Following the setup of the cost function and the weights for the basic cost function, the CDMs needed to be
chosen to do the simulations with. Three CDMs were chosen with differing manoeuvre minima (see Chapter
7). This chapter will give an overview of the data of these three CDMs and what the conjunction geometry
looks like.

E.1. CDM Data
The information of the three CDMs can be seen in Table E.1, where the relative position and velocity are
shown, as well as the position at TCA (in ITRF frame) and the covariance element values at TCA. The positions
and velocities as well as the covariance values are given in the RTN frame, which is the same frame as the RIC
frame that was discussed earlier in this thesis.

As was also mentioned in Chapter 7, CDM1 and CDM2 represent the same conjunction event. This can
also be seen in the values in Table E.1, where the TCA is at the same time and the position and velocity at TCA.
Even though the relative speed is the same, it can be seen that the miss distance is less in the second CDM.
Looking at the relative position in RTN, it can be seen that this is mainly a result of different values in the T
and N direction as these values are smaller.

Continuing with the position and velocity at TCA, it looks like the difference is small. However, the differ-
ence is multiple meters for the position when looking at both satellites. The covariance matrix values have
also changed between CDM1 and CDM2, where the largest offset is seen in the elements of the first satellite.
Additionally, it can also be seen that the covariance values that have at least one component in the T-direction
have significantly larger values compared to the values in the other directions. This indicates that there is a
large inaccuracy in the T-direction, which is the in-track direction.

For CDM23 it can be seen that the relative speed is large, compared to the first two CDMs. The relative
position on the other hand has lower values compared to the first two CDMs. Comparing the covariance
element values with the same analogy can was done above, it is again seen that the elements containing at
least one component in the in-track direction have larger values than the other elements.

E.2. Conjunction Location and View
Using the given position and velocity of the satellites, the orbits can be simulated and are shown in Figure
E.1, E.2, E.3 and E.4. As the conjunction event is the same for CDM1 and CDM2, Figure E.1 and E.2 show the
situation for both events.

In both Figure E.1 and E.2, the second satellite moves in from the left side and the primary satellite moves
in from the right side. The conjunction event is indicated where the orbits cross, just north of Madagascar.

Similar as in the two figures depicting CDM1 and CDM2, both Figure E.3 and E.4 depict the orbit and
conjunction event for CDM23. Here again the second satellite moves in from the left side and the primary
satellite moves in from the right side. The conjunction event is indicated where the orbits cross, on the east
of the United States. Comparing the two conjunction events, it can be seen that the angle at which the first
conjunction event happens is smaller than that of the second conjunction event.

Looking at these figures, it can be seen that there are two locations in the orbit where a close approach
appears. The range between the two satellites of CDM1 is plotted in Figure E.5, with a zoomed in view in
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Table E.1: Summary of provided CDM1, CDM2 and CDM23 data needed for simulations

CDM1 CDM2 CDM23

CREATION_DATE 2020-06-20T02:48:35 2020-06-20T06:33:12 2020-07-31T15:23:36
TCA 2020-06-22T05:07:00.516 2020-06-22T05:07:00.508 2020-08-02T23:53:41.591
MISS_DISTANCE [m] 459 370 211
RELATIVE_SPEED [m/s] 5748 5748 14296
RELATIVE_POSITION_R [m] 96.4 97 107.3
RELATIVE_POSITION_T [m] 415.4 330.7 57.7
RELATIVE_POSITION_N [m] 170.7 135.2 -172.9
RELATIVE_VELOCITY_R [m/s] 4.2 4.3 26.6
RELATIVE_VELOCITY_T [m/s] -2175 -2175 -13464.4
RELATIVE_VELOCITY_N [m/s] 5321.2 5321.2 -4805.4
COLLISION_PROBABILITY [-] 1.76913E-06 1.76584E-06 5.85055E-06

Satellite 1

Exclusion Volume Radius [m] 5 5 5
X [km] 4560.16072 4560.159464 2877.976475
Y [km] 5192.240197 5192.235818 -4758.011392
Z [km] -501.709793 -501.757873 4122.244762
X_DOT [km/s] 0.756933827 0.756898773 -3.706088763
Y_DOT [km/s] -1.388219496 -1.388259547 2.988464288
Z_DOT [km/s] -7.500758917 -7.500755515 6.004896721
CR_R [m2] 69.83596841 66.64338361 92.62849224
CT_R [m2] -1291.603568 -1126.119327 -1920.603491
CT_T [m2] 175605.4531 148744.3989 299197.3367
CN_R [m2] -5.314552666 -4.59813584 16.36909905
CN_T [m2] 8.585562252 -9.502919227 -30.40769978
CN_N [m2] 28.53619574 27.90761293 12.37911792

Satellite 2

Exclusion Volume Radius [m] 5 5 5
X [km] 4560.116654 4560.138218 2878.133064
Y [km] 5192.365085 5192.349915 -4757.958454
Z [km] -502.149589 -502.109395 4122.376793
X_DOT [km/s] -3.346020535 -3.345986888 6.07222365
Y_DOT [km/s] 2.362422075 2.362459702 0.16590118
Z_DOT [km/s] -6.036413657 -6.036417707 -4.035037439
CR_R [m2] 40755.55886 40753.50786 69540.75411
CT_R [m2] 21982041.39 21982303.56 39162530.17
CT_T [m2] 38482251100 38482328928 30200866406
CN_R [m2] -19146.25116 -19146.50225 -24571.81104
CN_T [m2] -32995007.54 -32995097.35 -17888975.07
CN_N [m2] 30832.70946 30832.81486 11961.03291
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Figure E.1: 3D view of conjunction event of CDM1 and CDM2

Figure E.2: 2D view of conjunction event of CDM1 and CDM2
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Figure E.3: 3D view of conjunction event of CDM23

Figure E.4: 2D view of conjunction event of CDM23
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Figure E.5: Range between the primary and secondary satellite during the simulation time of CDM1

Figure E.6: Zoomed in range between the primary and secondary satellite during the simulation time of CDM1

Figure E.6. Here it can be seen that the close approach at the opposite side of the orbit is larger than the one
at the indicated location of TCA.

In the zoomed in figure it is seen that the range gets closer and closer, where the closest is seen at TCA.
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