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Abstract
In recent years, there has been an increasing num-
ber of patients with mental disorders. A conversa-
tional agent is being developed to ensure an easier
diagnosis based on the chat between a patient and
the agent. The objective of this research is to assess
how well Support Vector Machine (SVM) classifies
text into its corresponding schema, which are the
mental states of the patient. In total, three different
classifications have been attempted, Binary, Ordi-
nal, and Per-Questionnaire. The experimental re-
sult indicated that SVM is possible to classify 2 out
of 7 schema modes, but in general, the performance
of SVM was not outperforming with a low f1-score.
At the end of the research, SVM was compared to
Recurrent Neural Network (RNN) and k-Nearest-
Neighbour (kNN) and it turned out that RNN gives
the best performance. One of the limitations affect-
ing the result is the quality of the data set. With
more correlated labels and a greater size of the data
set, improved results can be expected.

1 Introduction
In modern society, many people live with different types of
mental disorders. Mood and anxiety disorders compose espe-
cially a wide range of mental health problems. Beck’s cog-
nitive theory has explained that people with negative cogni-
tive schemas are more vulnerable to depression [1]. Based on
this theory, cognitive behavioural therapy has emerged. How-
ever, this therapy does not seem to solve problems for chronic
and severe patients as the symptoms did not disappear. Jef-
frey Young developed schema theory for those patients us-
ing the concept ”schema mode”. Schema modes reflect the
moment-to-moment emotional and cognitive state of a per-
son at a given time [2]. Young states that schemas are present
in every human being but are manifested more extremely in
cases of psychopathology [3]. The theory emphasizes the de-
velopmental origins of severe psychopathology [4]. Recently
Schema Therapy is gaining popularity for individuals who
have different types of mental health and personality prob-
lems [2], and also to clinicians and academicians who have
started to test both the theoretical assumptions and the clini-
cal effectiveness of this mode [5].

Traditional way of assessing schema modes is to use Short
Schema Mode Index (SMI) questionnaire. However, it in-
deed takes long time and hard to collect the momentary state.
Therefore, another approach was contemplated. Instead of
answering to the full questionnaire, a conversational agent
can be used which shows a shorter adaptive questionnaire [6].
It asks questions related to the events that happened and thus
number of questions needed to be answered decreases. In Al-
laart’s research, RASA open-source framework which has a
built-in Natural Language Understanding capability was used
to automatically analyze the story and then rank the schema
modes which are related to that story. However, this text anal-
ysis algorithm is lacking accuracy. The text analysis algo-
rithm used in conversational agent barely predicts 2 out of
7 schema modes. With the better classification, the overall
performance of the agent can also be improved.

Therefore, three machine learning techniques Support
Vector Machine, Recurrent Neural Network and k-Nearest-
Neighbour, have been considered to solve the problem, and
among all the techniques, this paper mainly discusses Support
Vector Machine (SVM). It is a supervised machine learning
algorithm which is known to be showing the best results so
far in text classification field [7].

The aim of this research project is to implement better text
analysis algorithm that classifies into appropriate schemas.
This research has focused on two main key points, Text Rep-
resentation and Classification. Although raw data set has
been already prepared, no pre-processing has been applied
on it and thus with the original data set it was impossible
to classify directly. This study thus handles the possible
text pre-processing that allows text classification according
to schemas. With this processed data set, SVM classification
could be applied and was evaluated using accuracy. In the
later stage of the research, SVM was compared to kNN and
RNN to find out the best performing technique. The compari-
son can give an insight on how certain algorithm is competent
in the Psychological Text Analysis. With this comparison re-
sult, new guideline regarding this research can be suggested,
and thus reducing time spent on unlikely results.

Section 2 describes the literature review conducted for this
study, followed by section 3 which explains more specific ap-
proach and experimental method. Section 4 contains detailed
setup and result of experiment conducted. Next, Section 5
reflects on the ethical aspects of this research and discusses
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the reproducibility of the used methods. Section 6 discusses
limitation in the experiment. Lastly, this paper ends with the
summary of research questions and remaining room for im-
provement.

2 Background
This section goes over the definition of the main research
question, ”How well can a schema be automatically classi-
fied from a text using SVM?”. To set up the research methods
properly, further literature review should be conducted.

As the research topic is not common in the field of com-
puter science, there were not many examples of similar work
that could be directly referred to. Due to this reason, the re-
search topic should be approached in different aspects. This
study can be dissected into categories like: Unstructured Text,
SVM classification, Text Analysis, Text classification, Text
representation, and so on. These key words were used to find
out relevant studies.

2.1 Background Information
This research is an extension of Allaart’s work [6]. His work
aims to create a conversational chatbot that communicates
with a patient and then analyzes his/her state. However, this
chatbot lacks the text analysis algorithm. This research thus
aims to build a text classification algorithm for this chatbot.

Burger has also established a research regarding the same
topic, with slightly different schema modes [8]. One key dif-
ference in her research was that the labelling of each story
was done manually. The core finding from her research is
that it is possible to interpret psychological natural language
data using a computer algorithm.

Based on these two existing research regarding the same
topic, further literature study was conducted to formulate a
detailed research question.

Explanation of Schema
Schema mode is a moment-to-moment emotional and cogni-
tive state and coping responses that are active at a given point
in time [2]. One of the most commonly used techniques to
detect this mode is a mode questionnaire. Schema Therapy
is an integrated therapy approach and theoretical framework
which is used for the treatment of patients with personality
disorders. It targets chronic and characterological disorders
rather that acute psychiatric symptoms.

Unstructured Dataset
Before diving into the literature study, knowing the details
of the data set used for this study might help understand the
general context. The data used for this study was collected
by David Allaart [6]. It consists of conversation text and an-
swers to to Schema Mode Inventory (SMI) questionnaires.
Conversation text is an extraction from the dialogue between
the chatbot and the person. These texts are labelled with the
answers to the full questionnaires that the person did after
having a conversation with the chatbot with the value between
1 and 6. Therefore, the label reflects on a large time frame,
3 weeks, not a momentary state. This full questionnaire con-
sists of 7 different question sets, each one per schema.

2.2 Text Analysis with SVM
To grasp an idea about schema mode classification, psycho-
logical text analysis was studied. Depression, emotional up-
heavals, and childhood traumas can leave lasting marks on a
person’s communication which is hard to detect with a naked
eye [9]. By analyzing the language of individuals using auto-
mated text analysis, these subtle differences can be found that
tell people’s emotional difficulties. According to [9], to pre-
pare a text for the analysis, a few steps need to be taken. The
first step is spelling correction. There are now multiple soft-
ware programs that automatically correct misspellings such
as GNU Aspell. The next step is to extract themes from the
text using MEM. MEM uses a statistical procedure known
as Principal Components Analysis (PCA). Although this pa-
per briefly handles text preprocessing, it can be assumed that
cleaning text and content extraction from text are needed to
analyze text.

In addition to psychological text analysis, one of the
most related research topics, Sentiment Analysis, was dis-
cussed. Sentiment analysis uses texts to determine the atti-
tude/opinion/emotion expressed by a person about a partic-
ular topic [10]. Naive Bayesian classification and SVM are
some of the most popular supervised learning methods that
have been used for sentiment classification [11]. SVM is suit-
able for a large sample set of the classification, and thus for
text classification [12]. It is a state-of-the-art classification al-
gorithm that is known to be successful in many applications
[13].

In this work [14], authors proposed a technique to clas-
sify the sentiment on the sentiment sand texts for smartphone
product review that analyses different data sets used for clas-
sification of sentiments and texts. First, data pre-processing
was conducted using POS tagging and stop word removal.
Then, the score for each sentence is calculated in the docu-
ment to transform the sentence into a numerical value. Clus-
tering of the document review is based on the TF-IDF mea-
surement. SVM has been used for the sentiment classification
part. In the end, the performance was evaluated using Preci-
sion, Recall, Accuracy, and F1-Measure.

In addition, feature extraction is one of the important tech-
niques in text classification problems. It reduces the dimen-
sion of the vector space, and thus it reduces the complexity
of calculation and also prevents overfitting [15]. An efficient
way of transforming raw text into vector form is needed such
as word embedding which can aid feature extraction.

From these researches, it can be assumed that three steps
are required: Data preprocessing, Classification and Evalua-
tion. Another challenge is then how to preprocess data. This
research [16] shows the list of preprocessing techniques that
can be used. Functionalities that could be applied to our data
set are transforming text to lowercase, tokenize data set, word
stemming/ lemmatization, and feature selection/weighting.

2.3 Evaluation Metrics
The current data set does not have an even number of data
for each class. Using a simple accuracy value as the main
evaluation metric is not sufficient to evaluate the performance
of the classifier.



In an imbalanced data set, not only is the class distribution
is skewed, the misclassification cost is often uneven too. The
cost of misclassifying a minority class is much higher than the
cost of misclassifying a majority class. Therefore, a different
approach to evaluation is needed.

One of the commonly used metrics is the confusion matrix.
It is used as a basis for precision and recall and also gives
insights into the current status of the model.

F-measure is an evaluation metric that combines precision
and recall into a single value. This sentiment analysis work
[17] also used Precision, Recall, and ROC which will be de-
scribed in the next paragraph. Furthermore, sometimes it may
occur that a classifier has low accuracy but it has high preci-
sion. In a problem where exactness is more important than a
high accuracy, looking into precision is very important.

Precision =
TP

(TP + FP )
(1)

Recall =
TP

(TP + FN)
(2)

F −Measure =
Precision ∗Recall ∗ 2
(Precision+Recall)

(3)

ROC curve displays the tradeoff between the true positive
rate and the false positive rate [18]. The advantage of using
ROC is that it is shown clearly which region the model is
more superior to. The area under the ROC curve, so-called
AUC, is often used to represent the performance of the model
into a single value.

Lastly, Spearman’s rank Correlation can also be used for
multiclass classification problems. It is appropriate when
the label is a discrete ordinal variable. Intuitively, when the
Spearman correlation between two variables is high. It means
the values of the two variables are similar. It assesses mono-
tonic relationships between variables.

2.4 Research Questions
After the literature review shown above, three sub-questions
were brought up. Splitting the main research question helps
sequential approach to the key problem.

1. Which Kernel function of SVM gives the best result?

2. What is the input and output parameters and how should
the text be transformed to be used in SVM?

3. What are the differences between the result of three
methods, RNN, kNN and SVM?

In order to plug our unstructured data into SVM, text
preprocessing was needed. Then, SVM was implemented
with Scikit-learn and go through self-evaluation stage. When
other classification algorithms are also done with the self-
evaluation, the differences between them were compared and
analyzed.

3 SVM Schema classification
Classifying text into schemas is a multiclass-multilabel clas-
sification problem, meaning there are several target classes
and each text can be classified into multiple classes at the

same time. The following section explains a theoretical and
practical approach to how Support Vector Machine needs to
be set up in order to classify text.

Figure 1: Outline of the Schema Classification

3.1 Data Pre-Processing and Labelling
Data pre-processing is essential to improve the quality of
classification. However, this data set contains some small
mistakes such as spelling errors, white spaces, unique sym-
bol usage, etc, and also it is not labelled. Labelling is needed
to evaluate the classification algorithm so that accuracy can
be calculated. Each text was labelled using the questionnaire
values from the conversational agent. If the average of each
schema mode is above 3.5 or any item of the schema mode is
greater than or equal to 5, then it was labelled to that schema
mode. Therefore, each text can have multiple labels on it.

Furthermore, in some cases people had noninformative
conversation. The standard of ‘noninformative’ can bring
ambiguity, but as there were around 2000 number of short
stories, it was difficult to discuss everything together. Thus,
following five rules were set for cleaning data set. Whenever
the peer was not sure, the peer group decided together about
the text.

1. Transform to lower case
2. Remove unnecessary white space
3. Remove comments/ questions unrelated to answering

chatbot
4. Remove comments/questions that do not contribute to

classifying schema modes
5. Remove general responses (e.g. Ok, Yes, No, Good Bye,

Thank you)

After this manual cleaning process, further text pre-
processing and techniques are applied to be able to use texts
as an input parameter of SVM.

1. Expand contractions
2. Remove stopwords
3. Tokenize the sentence
4. Lemmatization

Contraction is a shorted form of a word, so after expansion,
an expression like ‘I’ve’ becomes ‘I have’.

A stop word is a commonly used word that phrase search
has been programmed to ignore. However, there is no official
stopwords list that is being used by all NLP tools. Here are



the examples of stopwords from NLTK (Natural Language
Tool Kit), e.g. ‘but’, ‘again’, ‘there’, ‘about’, ‘was’, so on.

Tokenization is separating one sentence into smaller units
called tokens. Tokens can be words, characters, or subwords.

Finally, lemmatization reduces the inflected words prop-
erly ensuring that the root word, lemma, belongs to the lan-
guage. A lemma is a canonical form, dictionary form, or ci-
tation form of a set of words [19].

With the combination of these techniques, each story was
converted to much simpler and more informative text.

To implement these preprocessing techniques, there were
three libraries mainly used. NLTK, Natural Language Tool
Kit, contributed to tokenization, lemmatization and removing
stopwords [20]. A library called ‘contractions’ also has been
used to expand contraction in the text data. Both libraries are
open source.

3.2 Word Embedding with fastText

Word embedding is a method of representing text into a real-
valued vector for text analysis so that similar meanings of
words end up with closer vectors in the vector space. Each
word is mapped to one vector and the vector values are
learned using a neural network, and thus this technique can
be viewed as a part of deep learning. Word embeddings are
easy to work with because they enable efficient computation
of word similarities through low-dimensional matrix opera-
tions [21].

There are multiple libraries available that support Word-
embeddings such as Word2Vec, Doc2Vec, Glove and etc. In
this experiment, fastText was chosen with the following rea-
sons.

One of the major drawbacks of Word2Vec and glove is that
it cannot deal with unseen words which are not in its corpus.
Text data in this experiment contains many informal expres-
sions/ new vocabulary as it is extracted from the recent chat-
ting conversation. Instead of assigning a zero vector to these
unknown words, a better approach was needed in order to
increase the classifier’s performance. FastText can generate
vector representation for the words that are not in its corpus
by using ‘n-gram’. If the value of n is 3 and the word is ‘In-
dia’, then it gives ‘in’, ‘ind’, ‘ndi’, ‘di’ as the n-gram repre-
sentations. These representations can be summed to give the
vector representation for ‘India’ [22]. With this concept, fast-
Text can come up with vector forms for unknown words. The
training set has vector representations of all its n-grams, so
the representation for the unseen word is just the average of
vectorized representation of all its constituent n-grams word.

Secondly, there is a pre-trained model available. The ad-
vantage of using pre-trained model is that it gives more ac-
curate vector representation as the model is trained on a wide
range of data else than the training set. The pre-trained model
used for this experiment was trained on Common Crawl and
Wikipedia using CBOW with position-weights, in dimension
300, with character n-grams of length 5, a window of size 5
and 10 negatives.

3.3 Theoretical Setup for multi-class and
multi-output SVM

Support Vector Machine (SVM) is a supervised machine
learning algorithm and is possible to work on both classifica-
tion and regression problems. This technique is proved to be
effective in data mining problems. There are three elements
that form the core of SVM: the principle of maximal margin,
dual theory, and kernel trick [23]. One of the key advantages
of SVM is that it overcame the curse of dimensionality and
overfitting problems with the help of the Kernel trick. It is
also capable of separating data points with non-linear curve
[24].

Kernel function in SVM allows to project original data to a
high dimension space [24]. There exist multiple kernel func-
tions.

Linear
K (x, xj) = x · xT (4)

Polynomial
The output depends on the direction of the two vectors in low
dimensional space due to the dot product in kernel [24].

K (x, xj) =
(
1 + x · xTi

)d
(5)

Radial Basis Function
RBF adds a “bump” around each data point.

K (x, xj) = e−γ‖x−xj‖2 (6)

In addition, SVM algorithms are not scaled invariant, so
it is highly recommended to scale the data, for instance, by
standardizing it to have mean 0 and variance 1 [25].

Furthermore, SVM classification does not support multi-
label and multi-class classification natively and requires ad-
vanced strategies. One of the classical strategies is to use
one-versus-one(1V1). It trains on all possible pairwise bi-
nary classifiers and thus results in k(k−1)

2 individual classi-
fiers [26]. Each classifier predicts one class and the model
with the most votes is the winner.

4 Experimental Setup and Results
Classification was approached with three different meth-
ods: Binary classification, Ordinal classification and Per-
Questionnaire classification.

4.1 Classification and Evaluation of SVM
SVM was implemented and evaluated with the help of tem-
plate code provided by Burger Franziska [8]. The main li-
brary used to build SVM classifier is Scikit-learn. It has a
built-in SVM classifier. Before plugging data into SVM, the
vector representation of text is scaled.

Classifier consists of two key stages, train, and prediction.
The classifier trains with the training set and then makes a
prediction on the test set. The result of this prediction is as-
sessed with diverse metrics. In this experiment, 85% of data
was used for training and 15% of data was used for testing.

As our data set is not fully balanced, the experiment in-
cluded a tuning of the following parameter, ‘class weight’,



which was set to ‘balanced’ or None. It automatically weighs
classes like the following:

wj =
n

knj
(7)

where wj is the weight to class j, n is the number of observa-
tions, nj is the number of observations in class j, and k is the
total number of classes. wj is then multiplied to C, penalty
for misclassification in SVM, and this calculated value is used
for C value for that class.

Binary classification and Per-Questionnaire classification
was evaluated using f1-score, confusion matrix, and ROC
curve. Spearman’s coefficient was chosen for ordinal vari-
able according to [8] as it is easier to interpret relationship
between prediction and the actual ordinal value.

4.2 Experiment with Binary Classification
The first classification considered was using a binary label
for each schema. Before knowing whether the classifier can
detect the degree of each schema, it should be first found out
whether the schema can actually detect the presence of each
schema from the text.

Setup
As it was introduced in Section 2.1, the original data set used
full 67 questionnaire values as labels. Based on the labelling
method mentioned in Section 3.1, each schema questionnaire
got a True/False label. 67 questionnaire answers could be
reduced to in total 7 boolean answers.

The classification was then conducted with conversation
text and 7 boolean values as a label per story. Three different
kernels, Linear, Polynomial, RBF, were attempted to find out
which one gives the best result.

Result

Kernel f1-score
Linear 0.51653

Polynomial 0.57892
RBF 0.56291

Kernel Accuracy
Linear 0.024155

Polynomial 0.091787
RBF 0.067632

Table 1: F1-Score and Accuracy of binary classification
(class weight=balanced)

Class Precision Recall F-score Support

vulnerable 0.27 0.12 0.17 65
angry 0.38 0.75 0.5 83

impulsive 0.07 0.03 0.04 40
happy 0.75 0.89 0.82 156

detached 0.18 0.07 0.1 68
punishing 0.2 0.09 0.12 47

healthy 0.93 0.98 0.95 192

micro avg 0.63 0.63 0.63 651
macro avg 0.4 0.42 0.39 651

weighted avg 0.57 0.63 0.58 651
samples avg 0.66 0.71 0.64 651

Table 2: Classification Report for Binary Classification using Poly-
nomial Kernel (class weight=balanced)

Looking at Tab 1, it can be found that Accuracy is much
lower than f1-score. However, as the data set being used is
highly imbalanced, f1-score is the correct indicator to be an-
alyzed.

For all the kernels, it turned out that using ‘class weight =
balanced’ gives higher f1-score, and among all the kernels,
Polynomial gave the highest f1-score. However, the differ-
ence of f1-score between Polynomial and RBF is not big,
only around 0.015, but the accuracy of Polynomial is higher
by 3%.

Thus, Tab 2 shows the specific analysis on Polynomial ker-
nel. Only happy and healthy schema have high precision
and recall values. The reason behind this is that those two
schemas have highly skewed class distribution so that most
of their data is ‘True’. According to Fig 6, the model is the
best at predicting separation of True Impulsive and False Im-
pulsive as its AUC value is the highest. ROC curve is plotted
with False positive rate and True positive rate, meaning in-
crease in False Positive rate can increase AUC value. For
Impulsive schema, the classifier is able to detect more num-
bers of True positives and True negatives than False negatives
and False positives. Low F1-Score and High AUC implies
that there is a certain threshold for which its score is actu-
ally good. As this Impulsive class is imbalanced, it is more
appropriate to consider f1-score.

Furthermore, as it was mentioned above, difference be-
tween RBF and polynomial is not significant. It is hard to
conclude that polynomial will work the best in the binary
classification.

4.3 Experiment with Ordinal Classification
As the binary classification was not successful, a new ap-
proach to classification was needed. Instead of just figur-
ing out the presence of the schema, this classification was
conducted to check whether the classifier works better with
multi-labels.

Setup
Rather than using True and False for the y-labels, 1-4 range
was chosen for y-labels. The current data set contained 1-6
values for the labels for each schema questionnaire. In order
to reflect these numerical values, the average of these values
was calculated for each schema. The averaged values were
then rounded and mapped to 1-4.

The mapping follows Tab 3 and the following condition: If
the answer to one question is greater than or equal to 5 and
the mean is smaller than 3.5 then it is mapped to 1.

As Polynomial and RBF kernels gave relatively good re-
sults, those were chosen to conduct this experiment.

Average New label
0-3.5 0
3.5-4 1
4-5 2
5-6 3

Table 3: Mapping of Ordinal Classification



Result

Kernel Perf
RBF 0.003017
Linear 0.002299
Polynomial 0.009491

Kernel Perf
RBF 0.005957
Linear 0.014437
Polynomial 0.004598

Table 4: Performance of Ordinal Classification (Left:
class weight=None, Right: class weight=’balanced’

Schema Spearman
Vulnerable -0.051687
Angry -0.043715
Impulsive 0.062300
happy 0.049670
detached 0.138592
Punishing -0.025186
Healthy -0.023666

Schema Spearman
Vulnerable 0.078488
Angry 0.023733
Impulsive 0.003271
happy 0.123908
detached -0.089540
Punishing 0.073704
Healthy 0.019707

Table 5: Spearman correlation of Ordinal Classification us-
ing Kernel: Linear (Left: class weight = None, Right:
class weight=’balanced’)

Figure 2: Ordinal Classification: Confusion matrix of Linear Kernel
for Happy schema

Tab 16 and Tab 17 shows the result of ordinal classification
using Spearman Correlation and a performace metric.

A performance metric was also used to evaluate the model.
It is a weighted mean of the spearman correlation for each
choice of kernel [8]. The frequencies of schemas in the
training set (number of stories with labels > 0 for a given
schema/total number of stories) were used as weights.

For both kernels, it is hard to say that setting class weight
to ‘balanced’ improves the result as it did for binary classifi-
cation. Polynomial got a better result when the class weight
was set to None and even for RBF, the difference is quite
small. Based on the performance score, Linear turned out to
be the best kernel for ordinal classification.

Thus, Tab 5 shows specific Spearman Correlation of Lin-
ear kernel. Looking at the right table of Tab 5, unlike binary
classification, Healthy did not have the highest Spearman cor-
relation. Instead, Vulerable and Punishing got higher value
than Healthy, while Happy gives the best result as it did in bi-
nary classification. Detached schema even showed a negative
value, which indicates the prediction is showing the opposite
result relative to the actual result.

Fig 2 also supports why Happy got a relatively high cor-
relation coefficient. Spearman correlation increases when the
prediction and the actual ordinal label are similar. The predic-
tion ranged from 0-2 which has the most amount of data, and
thus the difference between prediction and the actual result
was relatively small.

Combining all these interpretations, it can be concluded
that for ordinal classification, setting ‘class weight’ to Bal-
anced gives higher performance and Linear kernel gives bet-
ter result compared to the other two. However, this does not
mean that Linear Kernel is outperforming at classification.
The positive Spearman correlation for Linear Kernel is still
too weak.

4.4 Experiment with Per-Questionnaire
Classification

Due to the lacking binary classification, in addition to ordinal
classification, this method was also considered. As the clas-
sification model used more specific labelling compared to the
binary classification, higher performance was expected.

Setup
Unlike ordinal classification, this method takes all the ques-
tionnaire values into account. Therefore, in this case, there
are 67 labels. Each label range from 1 to 6.

After predicting all the questionnaires, the predicted ques-
tionnaire values go through binary labelling. This binary la-
belled prediction is used for evaluation in a same way as the
binary classification.

Same evaluation metrics were used to evaluate Per-
Questionnaire classification: Classification Report, F1-Score.

Result

Kernel f1-score
Linear 0.66268

Polynomial 0.59457
RBF 0.66746

Kernel Accuracy
Linear 0.024155

Polynomial 0.091787
RBF 0.038647

Table 6: F1-Score and Accuracy of binary classification
(class weight=balanced)

When class weight is set to ‘balanced’, all three ker-
nels give better results in terms of f1-score than set-
ting class weight to None. Moreover, these values are
even higher than f1-score from Binary Classification.
class weight=‘balanced’ was selected to be analyzed.

Unlike Binary Classification, RBF gives the best result.
The difference between Linear and RBF was minor, so it is
hard to conclude that RBF will always give the best result
for Per-Questionnaire approach. The noticeable point found
in Tab 7 is that Recall values are much higher compared to
the binary classification for every schema except Happy and
Healthy. Although precision increased except Healthy, it is
still low. High recall and low precision indicates that they
predict many items as Schema A no matter they actually be-
long to Schema A.

Although per-questionnaire is not a perfect approach, it is
more recommended than binary classification as its f1-score
is around 0.9 higher, which is quite significant.



Class Precision Recall F-score Support

vulnerable 0.34 0.83 0.48 65
angry 0.39 0.76 0.51 83

impulsive 0.2 0.62 0.3 40
happy 0.75 0.88 0.81 156

detached 0.28 0.75 0.41 56
punishing 0.19 0.53 0.28 47

healthy 0.92 0.93 0.93 192

micro avg 0.48 0.82 0.6 639
macro avg 0.44 0.76 0.53 639

weighted avg 0.6 0.82 0.67 639
samples avg 0.51 0.85 0.59 639

Table 7: Classification Report for Per-Questionnaire Classification
using RBF kernel

4.5 Interpretation of the results
Each classification approach got the best result with differ-
ent types of kernels. In general, classifiers gave better results
when the class weight was set to ‘balanced’. However, one
noticeable point is that RBF was always at least the second
rank. Therefore, it is recommended to use RBF kernel if it is
not possible to try all types of kernels.

Another finding is that Linear kernel was within the second
rank when the classifier used multiple labels for each schema,
unlike Binary classification. Therefore, it can be assumed,
based on this research, that linear kernel works better under
multi-label settings than using the binary label.

Comparing Binary Classification and Per-Questionnaire
Classification, when binary output is needed for each schema,
using specific questionnaire results for all the schemas like
Per-Questionnaire approach is recommended. This can be
due to more specific labelling of Per-Questionnaire approach.

The outcome of this research and Allaart’s result [6] is sim-
ilar in the sense that both binary classifiers predicted 2 out of
7 schemas. Comparing Burger’s ordinal SVM classifier and
this ordinal classifier [8], Burger’s classifier was outperform-
ing as it achieved much higher positive correlation for most
of the schemas. However, as the data set used for Burger’s
research and this research and also pre-processing methods
differ, it is hard to conclude that the lacking result only de-
pends on the classifier itself. Further investigation is needed
to figure out what is the exact cause of the difference.

4.6 Comparison with kNN and RNN
Tab 8 shows a comparison between SVM, kNN and RNN bi-
nary classification. According to their F1-score, RNN outper-
forms compared to SVM and RNN as its average values are
higher than other classification models. RNN gives the high-
est f1-score for all schemas except Happy and Healthy, which
kNN exceeds. kNN shows the competent result as it is not far
behind RNN. However, SVM does not give an outstanding
result to any of the schemas.

According to Fig 3 and Fig 4, SVM, RNN and kNN have
similar macro average ROC curve, but SVM has a much
higher AUC for micro average. Macro average is just a mean
of AUC from all the schemas while micro average can be
high if the result of large size schema class is high. All three
classifiers have much lower macro and higher micro values.
This means that minority schema classes are poorly classified

Figure 3: Macro Average ROC-AUC curve

Figure 4: Micro Average ROC-AUC curve

compared to majority classes. In conclusion, RNN gives the
best result for binary classification. However, all classifiers
are weak against small-size classes.

Schema SVM kNN RNN
Vulnerable 0.27 0.34 0.38
Angry 0.38 0.40 0.48
Impulsive 0.07 0.13 0.17
happy 0.75 0.80 0.77
detached 0.18 0.35 0.36
Punishing 0.2 0.22 0.34
healthy 0.93 0.96 0.95
micro avg 0.63 0.66 0.66
macro avg 0.40 0.46 0.49
weighted avg 0.57 0.62 0.63
samples avg 0.66 0.68 0.66

Table 8: Comparison between SVM, kNN and RNN using F1 Score

Tab 9 shows the comparison of ordinal classification using
Spearman Correlation. RNN gives the highest correlation re-
sult to most of the schemas except Impulsive and Happy. In
general, kNN performs well as it has a postive correlation to
all the schemas. This means that kNN tends to make less op-
posite predictions to the actual result. Meanwhile, SVM and
RNN give negative correlations to Detached and Happy re-
spectively. In general, correlations of SVM are lacking com-
pared to kNN and RNN, meaning kNN and RNN are outper-
forming compared to SVM.



Schema SVM kNN RNN
Vulnerable 0.078 0.13 0.28
Angry 0.023 0.08 0.18
Impulsive 0.0033 0.12 0.042
happy 0.12 0.06 -0.057
detached -0.090 0.08 0.24
Punishing 0.074 0.09 0.27
Healthy 0.020 0.06 0.09

Table 9: Comparison between SVM, kNN and RNN using Spearman
Correlation

5 Responsible Research
This section reflects on ethical aspects of this research and
also discusses the reproducibility of the research methods ap-
plied to this research.

5.1 Scientific Integrity
This research has referred to multiple related literature. By
going through those literature, new idea has been brought up
and new concept was learnt. In order to avoid plagiarism dur-
ing this process, all the inspiration and references were cited
properly following IEEE style.

The data set used in this research is collected by David
Allaart. His study received ethical approval from the TU
Delft University Human Research Ethics Committee. This
data was then provided to the peer group via Teams which is
secure and prevents data leakage [6].

Furthermore, the research contains the experiment of cod-
ing and thus different results were acquired every modifica-
tion of the code. The result that has been included to this
paper was chosen with appropriate reason and has been well
explained. Raw data set contained noninformative data which
were excluded manually. The reason behind this was well ex-
plained in Secion 3 as those are not data that are needed for
this classification problem. There was no data manipulation
or trimming in this research. Also, to reduce bias in the data
set, data has been randomly chosen. However, the original
data set was already too biased.

5.2 Reproducibility
This research contains coding and the result acquired from
the execution of the code. The link to code is mentioned in
Appendix and also the experiment set up was clearly men-
tioned in Section 4. Furthermore, jupyter notebook used for
the implementation can both show executed code and the re-
sult. This ensures easier verification of the code. With the
help of provided code and the explanation above, it is possi-
ble to reproduce the result again.

Data set will not be publicly shared due to privacy issue,
but the aim of the algorithm generally classifies text into mul-
tiple classes. The algorithm does not depend on the concept
of schema for classification, so classification using other data
set also needs to work well with the algorithm.

6 Discussion
The goal of this research is to find out how well SVM classi-
fier is good at classifying text into the corresponding schema.

The text is obtained from the patients and was collected by
David Allaart [6]. However, the result of the SVM classifier
is not outstanding. There are several factors that are related
to the lacking result of classification.

One of the limitations is labelling. Burger’s research,
which used manual labelling, gave higher performance com-
pared to the ordinal classification conducted in this research.
The labels that are being used for this research is not specific
to the text itself but reflect the patient’s last three week which
are collected using SMI questionnaire. Therefore, in some
cases, labelling like figure 5 happens. Due to the limited re-
search time given, it was not possible to manually label all
the text without professional psychological knowledge.

Secondly, the size of the data set is small. However, it is
very difficult to collect these text data and labels as it requires
patient’s contribution in terms of their time. Often the per-
formance of the classifier increases with the number of avail-
able training data, but the number of available data for this
research is lacking.

Moreover, the data set is highly imbalanced. In the case
of healthy schema, out of 1375 data (including both train-
ing set and test set), only 77 data belongs to ‘not healthy’.
It becomes hard to classify ‘unhealthy’ data to ‘not healthy’.
Other schemas were also mostly imbalanced. This skewed
class distribution causes classification much harder. Accord-
ing to Binda’s paper [27], with 5869 balanced data set, active
learning achieved 70% of accuracy while with David’s data,
37% was achieved. This indicates that an improved data set
can possibly improve the result of classification. Binda also
found out that with a relatively balanced schema, Angry, the
active learner creates a more complicated model than other
imbalanced schemas.

Lastly, additional feature extraction techniques can be
added to the preprocessing part. It can also improve the result
as they can reduce problems like overfitting, slow speed and
etc.

7 Conclusions
The primary research question for this research was ‘How
well can a schema be automatically classified from a text us-
ing SVM?’. In order to tackle this question, it was broken
down into three subquestions:

Which Kernel function of SVM gives the best result?
As stated before, there are three kernel functions that have
been used for this experiment, Linear, Poly, and RBF. There
was no specific one kernel that outperformed in all three clas-
sification methods. Often the difference between the first rank
kernel and the second rank kernel is so small that it is hard to
conclude the first rank to be the best. However, one of the no-
ticeable fact is that RBF was always within the second rank,
unlike other kernels which can be the worst in certain classi-
fication method.

What is the input and output parameters and how should
the text be transformed to be used in SVM?
Text data has been transformed using data pre-processing and
word embedding. Before applying word embedding, data has
been preprocessed based on the rules mentioned in Section



Figure 5: Unusual labelling of the text

3.1. Lastly, word embedding mapped each story to a vector.
The vectors which are the result of all of these processes were
used as an input to every classification experiment.

However, output parameters, the labels, were different de-
pending on the experiment. The reason for different labels
is to find out the best performance of the classifier. For bi-
nary classification, questionnaire values were mapped to true
and false. For ordinal classification, the average of question-
naire results per schema was mapped to 0-3 values. Lastly,
for multiclass classification, the whole questionnaire values
were used as the label.

What are the differences between the result of three
methods, RNN, kNN and SVM?
In general, RNN is an outstanding classifier among those
three algorithms when RNN manages to classify stories. kNN
is also good in both binary and ordinal classification and it
also gives positive correlation for all schemas in ordinal clas-
sification unlike RNN. SVM is lacking the most especially
when it is doing ordinal classification.

8 Future Work
As it was mentioned in Section 6, one of the possible ways
to improve the performance of the classifier is to improve the
quality of the data set. With a lacking data set, it is hard
to find out the problem with the classifier itself. Therefore,
more data should be collected, especially the ones belonging
to the lacking classes. This can solve the imbalanced data set
problem.

The current data set is using the full questionnaire, which
was done after chatting, as a label for all the stories that the
user wrote. However, it is hard to detect schema in this case.
The text itself might contain negative content, but the label
can be very positive. This can bring classifier confusion. One
of the possible solution is to extend this research with more
specific labelling on each text such as manual labelling that
Burger did [8]. Another solution can be to collect more story
samples from the user and use more stories per label.

Furthermore, in the future, an answer of chatbot can also be
included as a part of the data set. Depending on the questions
asked by the chatbot, the way patients answer the questions
differs.
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This appendix shows more tables and figures for each ex-
periment result.

A Implementation Details

Link to the code: https://github.com/jeongwoopark0514/CSE3000-
Research-Project

This repository contains all the code for SVM implemen-
tation and pre-processing. Further details can be found in
README.md.

B Binary Classification

As it can be seen well from the classification report, one of
problem when class weight is set to None is that precision
is too low. This is not a good behaviour of classifier as it
indicates that the classifier is not able to predict any true pos-
itives. Looking into both precision and recall value, we can
estimate that the classifier is highly likely to predict to certain
class without class weight=balanced, which is not a desired
behaviour.

Class Precision Recall F-score Support

vulnerable 0.0 0.0 0.0 65
angry 0.0 0.0 0.0 83

impulsive 0.0 0.0 0.0 40
happy 0.75 1.0 0.86 156

detached 0.0 0.0 0.0 68
punishing 0.0 0.0 0.0 47

healthy 0.93 1.0 0.96 192

micro avg 0.83 0.53 0.65 651
macro avg 0.24 0.29 0.26 651

weighted avg 0.45 0.53 0.49 651
avg 0.84 0.65 0.7 651

Table 10: Binary classification with Linear kernel
(class weight=None)

Class Precision Recall F-score Support

vulnerable 0.15 0.03 0.05 65
angry 0.18 0.04 0.06 83

impulsive 0.09 0.03 0.04 40
happy 0.75 0.94 0.84 156

detached 0.25 0.06 0.1 68
punishing 0.11 0.02 0.04 47

healthy 0.93 0.99 0.96 192

micro avg 0.75 0.53 0.62 651
macro avg 0.35 0.3 0.3 651

weighted avg 0.53 0.53 0.51 651
avg 0.8 0.65 0.68 651

Table 11: Binary classification with Polynomial kernel
(class weight=None)

Class Precision Recall F-score Support

vulnerable 0.25 0.03 0.05 65
angry 0.08 0.01 0.02 83

impulsive 0.17 0.03 0.04 40
happy 0.75 0.96 0.85 156

detached 0.33 0.06 0.1 68
punishing 0.25 0.02 0.04 47

healthy 0.93 0.99 0.96 192

micro avg 0.78 0.54 0.64 651
macro avg 0.39 0.3 0.29 651

weighted avg 0.55 0.54 0.51 651
avg 0.81 0.65 0.69 651

Table 12: Binary classification with RBF kernel
(class weight=None)

Class Precision Recall F-score Support

vulnerable 0.29 0.55 0.38 65
angry 0.41 0.52 0.46 83

impulsive 0.19 0.33 0.24 40
happy 0.73 0.46 0.56 156

detached 0.36 0.59 0.45 68
punishing 0.23 0.38 0.29 47

healthy 0.91 0.55 0.69 192

micro avg 0.47 0.5 0.49 651
macro avg 0.45 0.48 0.44 651

weighted avg 0.59 0.5 0.52 651
avg 0.47 0.49 0.44 651

Table 13: Binary classification with Linear kernel
(class weight=Balanced)

Class Precision Recall F-score Support

vulnerable 0.32 0.48 0.39 65
angry 0.38 0.43 0.41 83

impulsive 0.12 0.12 0.12 40
happy 0.74 0.61 0.67 156

detached 0.3 0.37 0.33 68
punishing 0.2 0.34 0.25 47

healthy 0.92 0.8 0.86 192

micro avg 0.52 0.56 0.54 651
macro avg 0.43 0.45 0.43 651

weighted avg 0.58 0.56 0.56 651
avg 0.57 0.59 0.54 651

Table 14: Binary classification with RBF kernel
(class weight=Balanced)



Figure 6: Binary Classification: ROC-AUC of Polynomial Kernel
(Class weight = Balnaced)

Fig 6 shows specific roc curve for each class. It can be seen
from the ROC curve that Impulsive schema has the biggest
AUC. However, in general, AUC score is around 0.5, meaning
no discrimination (i.e., ability to diagnose patients with and
without the disease or condition based on the test) [28].

B.1 Confusion Matrix for Polynomial Kernel

Here are the confusion matrices for Polynomial kernel when
the class weight is set to ‘Balanced’.

TP TN FP FN Accuracy (%)
Vulnerable 8 120 22 57 61.84

Angry 62 23 101 21 41.06
Impulsive 1 153 14 39 74.40

happy 139 5 46 17 69.57
detached 5 116 23 63 58.45
Punishing 4 144 16 43 71.50
Healthy 188 0 15 4 90.82

Table 15: Binary classification: Confusion matrix using Polynomial
Kernel and class weight = ’balanced’

These pessimistic results led to the next stage of classifica-
tions, ordinal classification and per-questionnaire classifica-
tion.

C Ordinal Classification

The following sections shows the classification reports for
different kernels, Polynomial and RBF. These two kernels
give lower correlation result compared to the linear kernel,
and the difference was noticeable as these two involve many
negative correlations.

Schema Spearman
Vulnerable 0.004797
Angry -0.001477
Impulsive 0.006565
happy 0.072788
detached 0.019651
Punishing -0.050743
Healthy 0.025854

Schema Spearman
Vulnerable 0.009380
Angry -0.008057
Impulsive -0.002758
happy 0.025170
detached -0.022593
Punishing -0.050743
Healthy 0.028532

Table 16: Spearman correlation of Ordinal Classification us-
ing Kernel: Polynomial (Left: class weight = None, Right:
class weight=’balanced’)

Schema Spearman
Vulnerable -0.051687
Angry -0.043715
Impulsive 0.062300
happy 0.049670
detached 0.138592
Punishing -0.025186
Healthy -0.023666

Schema Spearman
Vulnerable 0.039870
Angry -0.029001
Impulsive -0.046340
happy 0.004173
detached 0.069743
Punishing -0.074156
Healthy 0.037309

Table 17: Spearman correlation of Ordinal Classification
using Kernel: RBF (Left: class weight = None, Right:
class weight=’balanced’)



D Per-Questionnaire Classification
Tab 18 and Tab 19 show the result of Per-Questionnaire Clas-
sification using Polynomial kernel and Linear kernel. It can
be seen that Linear kernel has 0 precision for three schemas,
while polynomial kernel manages to classify detached and
healthy schemas with high precision and high recall values.
However, precision and recall for other schemas are too low.

Class Precision Recall F-score Support

vulnerable 0.15 0.03 0.05 65
angry 0.15 0.02 0.04 83

impulsive 0.1 0.03 0.04 40
happy 0.76 0.95 0.84 156

detached 0.17 0.04 0.06 56
punishing 0.1 0.02 0.04 47

healthy 0.93 0.99 0.96 192

micro avg 0.75 0.54 0.63 639
macro avg 0.34 0.3 0.29 639

weighted avg 0.53 0.54 0.51 639
avg 0.8 0.67 0.69 639

Table 18: Classification Report for Per-Questionnaire Classification
using Polynomial kernel

Class Precision Recall F-score Support

vulnerable 0.0 0.0 0.0 65
angry 0.0 0.0 0.0 83

impulsive 0.33 0.03 0.05 40
happy 0.75 1.0 0.86 156

detached 0.33 0.02 0.03 56
punishing 0.0 0.0 0.0 47

healthy 0.93 1.0 0.96 192

micro avg 0.83 0.55 0.66 639
macro avg 0.34 0.29 0.27 639

weighted avg 0.51 0.55 0.5 639
avg 0.83 0.67 0.71 639

Table 19: Classification Report for Per-Questionnaire Classification
using Linear kernel
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