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Abstract

Depression diagnosis and treatment remain difficult tasks that could be improved
with machine learning models. But those automatic systems should be reliable to
apply in clinical psychology settings. Performing predictions in this field is most
commonly done using supervised learning models, which rely on well-established
annotations. Therefore this paper examines annotation practices in research sur-
rounding depression and provides a perspective on the quality of established meth-
ods. Firstly, 80 papers were surveyed in terms of reported annotation practices.
Then the results were collected and analyzed. The findings suggest that papers
from the Computer Science domain would benefit from the utilization of expert
knowledge and better practices of human verification. While papers across all do-
mains missed important information on the annotation process and rarely (20% of
papers) provided input data.

1 Introduction

It is estimated that 4,4% of adults worldwide suffered from depression in 2015 [1], which puts
significant strain on the healthcare systems. [2] approximated that in 2020 in the US economic
burden of Major Depressive Disorder (MDD) was 326.2 billion dollars. With high treatment and
diagnosis costs, many patients do not receive appropriate care. Difficulty in performing reliable
diagnosis and treatment being effective in 30-50% of times[3] additionally prolongs suffering for
depressed people. An effort in psychology and psychiatry research has been made to increase the
efficiency of therapy but depression remains difficult and expensive to treat. [3].

In clinical and research practices, the major classification systems Diagnostic and Statistical Manual
of Mental Disorders (DSM) [4] and International Classification of Diseases (ICD) [5] serve as a
basis for the definition of depression [6]. A diagnosis can be then performed by comparing patients’
symptoms to those defined in DSM or ICD. A structured way of measuring those symptoms can be
done by administering a depression-rating scale. Such an instrument measures depression through a
set of questions, each question is rated and the score determines depression severity. Clinician-rated
instruments such as Montgomery Åsberg Depression Rating Scale (MADRS) [7] are administered
by trained clinicians through interviewing the patient. This approach can be costly because it re-
quires additional training for the expert and prolongs diagnosis. However, self-reporting scales,
such as Beck Depression Inventory (BDI) [8], which can be completed by the patient, do not pro-
vide complete information on patients’ health [2]. This leaves the diagnosis process complicated
and difficult to individualize [3].

Machine learning provides an opportunity to make diagnosis and treatment of depression more af-
fordable and available [9]. Automatic systems could provide useful insight in the early stages of
treatment, allowing for a more personalized approach. It can be achieved by utilizing machine
learning systems trained on patient data. It is essential that those systems are reliable because well-
performed and transparent prediction becomes a bottleneck in applying the research in practice [3].

Supervised learning models are most widely used in depression research [3], those models are
trained and verified against established reference - also called “ground truth”. Often humans are
asked to label the input data beforehand to determine the expected output of the trained model.
Later such ground truth is provided as a training and validation set for the model, to train it and
access its efficacy. Therefore the quality of prediction, as well as the accuracy score, is dependent
on well-collected and labelled data.

This research examines the quality of ground truth in Machine Learning research surrounding de-
pression, focusing on annotation practices. Annotation practice means the process of collecting
ground truth labels for training and test data sets. Relatively few research papers examine data an-
notation practices which constitute model reliability. Geiger et. al performed a survey on papers
available on arxiv.org and showed few papers exhibit good annotation practices [10]. Another re-
search, focusing on mental health prediction in social media [11], brought attention to the lack of
established annotation practices in the field.

This paper answers the following question: What are the data collection and reporting practices of
annotations within Machine Learning Research surrounding depression? To that end, the paper first
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examines the most cited papers performing machine learning research to predict Major Depressive
Disorder (MDD), its symptoms and treatment outcomes. Then the results are collected and analyzed.
For each paper, sub-questions are answered and the results are summarized and interpreted. The
main research question can be divided into the following sub-questions:

– What are the sources of used labels?
– What is the quality of reporting practices of human annotation process?
– What is reported about ground truth data?
– How does the quality vary between different research domains?

Therefore this research provides an overview of annotation practice in depression research and a per-
spective on possible improvements. The results of the analysis suggest that Medicine and Psychiatry
papers differed in their reporting practice, compared to Computer Science and Other domains. The
most substantial difference was found to be in reporting of formal instructions and training. Ad-
ditionally, the author noted the issues that could be improved across all domains, those concerned
availability of data and transparency of annotation practices.

The text is structured in the following way. Section 2 describes the selection, collection of papers and
their analysis. Section 3 provides described collected results. In Section 4, the author provides their
perspective on obtained results. Section 5 deals with the ethical implications and reproducibility of
the research. Lastly, Section 6 concludes the report and provides future directions for reaserch.

2 Data and Methods

This section described the used methods to answer posed research question. The Subsection 2.1
describes search queries and inclusion and exclusion criteria. Then Subsection 2.2 details the sub-
sequent examination of chosen papers by listing all questions.

2.1 Data Collection

Papers were collected from the Scopus1 database from the 2nd of May until the 23rd of May 2023.
Search queries were determined based on the research question. The final search query is present
in Table 1. The search query itself was divided into several search blocks, to utilize the Scopus
interface that enables dynamic adjustment of the search query.

The first part identified depression research. Included keywords included depression synonyms
(“major depressive disorder”), and symptoms commonly associated with the disorder (“low mood”,
“suicidality”). The next part limited the scope to the machine learning domain, keywords such as
“deep learning”, “statistical classifier” along with “machine learning” were added. Papers referred
to “machine learners”, therefore keywords were augmented with “*” (ex. “machine learn*”). Since
the research focuses on depression as a mental health disorder, the keywords: “human”, “patient”,
and “people” were incorporated, to exclude any other meanings of the word. For example in image
processing research (background depression). All parts were connected using the “AND” operator.
Full search query is visible in Table 1.

The search query had to be adjusted several times because it became apparent that certain papers
were neglected while others should be excluded. For example, after screening the literature it be-
came necessary to add support vector machines (SVM) as a keyword. SVMs were often deployed
to predict depression from EEG scans. The keyword: “st depression” was appended with the “AND
NOT” operator to exclude papers that were not eligible for the review. The last search was performed
on the 23rd of May 2023.

Finally, the papers were examined in order of most cited according to Scopus. The author read the
paper’s abstract and determined the topic. The goal was to include papers that applied machine
learning to predict depression, symptoms or treatment. Document type “review” was excluded since
papers performing prediction were the focus. A limited time frame, from 2013-2023, featured papers
that exhibit current trends. While allowing to take into account a trend to perform mental health
predictions on social media which was present since around 2013 (highly cited [12]). The final
overview of inclusion/exclusion criteria is present in Table 2.

1https://www.scopus.com
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Table 1: Table with keywords from performed search.

Keywords
Depression related depression, “depressive disorder*”, “depress* symptom*”, “low

mood*”, “mood disorder*”, “postpartum depress*”, suicidality, sui-
cidal, suicide, “self harm*”, “social withdrawal”

Machine Learning
related

“Bayes classifier*”, “automat* classification”, “statistical classi-
fier*”, “probabilistic classifier*”, “supervised learn*”, “machine
learn*”, “deep learn*”, “artificial intelligence”, “machine model*”,
“supervised model*”, “Support Vector Machine”, “convolutional
neural network*” , “random forest*”, “natural language process-
ing”, “learning algorithm*”, “probabilistic model*”, “predicti*
framework*”, “statistical framework*”

Human related individual*, user*, mental*, human*, people, person*, patient*,
wom?n, m?n

Excluding irrelevant
papers (AND NOT)

“subthreshold depression”, “ST depression”

Table 2: Table with Inclusion and Exclusion criteria.

Inclusion and Exclusion criteria
Category Included papers Excluded papers
Year 2013 - 2023 Before 2013
Paper type Other Review or survey
Topic Paper applies machine learning models to

predict depression, symptoms or treatment
Other

Peer-review Peer-reviewed Paper is not peer-reviewed
Language English non-English

2.2 Data Analysis

Papers were examined by the author to review collection methods of ground truth data. This section
lists all of the questions that were used for the analysis process. Most of them were sourced from
Geiger et. al [10], but compared to [10] the author searched for available information outside of
the original paper. Answers to each question were recorded for all papers included in the study.
The questions estimate the quality of the annotation process the reasoning behind each of them is
provided. Each sub-subsection is connected to one of the research sub-questions.

The author used an Excel sheet to store the results and analyze them2. The answer to each question
was recorded in a separate column and for some questions, there was an additional column for
unstructured notes. Those notes were incorporated into the results at the end. When possible,
the author created labels corresponding to possible answers for each question. This was done to
minimize variance between the labelling of each paper. When the information was not provided
label ‘unsure’ was used.

2.2.1 Papers’ categories

Machine learning research on depression is a broad field that researchers from various domains try to
tackle (Medicine, Computer Science, Psychology, Neuroscience, etc.). Coming from the Computer
Science perspective most interest was in how computer scientists try to take the problem and how it
compares to other domains. Moreover, the field of Medicine might employ more rigorous methods
of data annotation while tackling research on depression. Therefore the papers are divided into
separate domains.

The author used information available on Scopus. The platform provides information on the research
facility of the authors often with their department name. If the information was not specified the
author used Google search engine to determine it. The information was chosen as a basis for the

2https://github.com/aleksandra-and/CSE3000-Research-Project-2022-23-Q4-
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category because it was easily available and reflected the domain of the authors. Results could be
analysed per category.

2.2.2 Questions on types of labels

The first three questions examine external sources used by the reviewed papers. Those questions
also determine the inclusion of additional studies in the review: 1) was the work an original task?.
This question verifies if examined paper trained an original machine-learning model. Otherwise,
a paper detailing the external pre-trained model has to be reviewed. 2) did the paper’s authors
created (original) annotations/data set? 3) did the paper’s authors use existing (external) annota-
tions/data set? Those two questions verify if the authors used existing data set or labels. If a paper
used more than one external data set all papers detailing the creation of such data sets are included
in the review. Next questions were answered separately for each data set that matched the research.

The next question identified papers that appointed human annotators to create labels: 4) did they
use human annotations?. This question filters papers that tasked humans with assigning labels to
multiple data points. Another way of sourcing labels utilizing human input would be using self-
reports on depression. Self-reports were not considered human annotation in the paper. The author
chose this definition because subsequent questions (Subsubsection 2.2.3) assess the quality of labels
created by separately appointed annotators that labelled multiple items.

Many papers only briefly mention the use of human annotations or declare it through psychiatric
instruments. As an example Montgomery–Åsberg Depression Rating Scale (MADRS) [7], a scale
that determines the severity of depression, should be administered by a clinician. Therefore if the
authors report the use of such an instrument, humans should have annotated the data. Though it was
not always explicitly mentioned, the author decided to treat it as human annotations.

The next question explores annotations not based on human input: but instead based on machine
learning models, psychometric scales and other sources: 5) did the paper’s authors use non-human
annotations?. This question examines if the data set labels are based on other than human input.
Self-reports of depression are considered to be in this category. 6) what kind of non-human an-
notations did the paper’s authors use? further details the non-human input. Unstructured answers
to the 6th question were combined after the data analysis process. Those two questions explored
depression self-reporting scales scores and filtered social media posts used as ground truth labels.

2.2.3 Questions on quality of human annotations

The next questions concern the quality of human annotations. First examines 7) who were the
annotators?. The answer was recorded according to what was stated in the paper. At the end of
the data analysis process the author combined the answers to one of the options: ‘experts’, ‘non-
experts’, ‘experts and non-experts’ and ‘unsure’. The non-expert label refers to people who do
not have professional expertise or training in the depression domain, while experts would be trained
clinicians. Depression is a complex problem and the costs of a mistake are high, therefore knowledge
of a person making the decision should be reported.

Furthermore, to check the number of annotators that were appointed in the creation of the data set
question: 8) did they report the number of annotators? was asked. The paper could only obtain a
label yes if the exact number was reported. It might be more appropriate to appoint a larger number
of annotators for bigger data sets.

Defining depression is a complicated task, such definitions are usually part of extensive manuals
[4][5]. Therefore it might be difficult to achieve consistent and reliable labelling. A way of ensur-
ing consistency among multiple annotators is by providing formal instructions. Next two questions
focused on those aspects: 9) did the paper’s authors report providing formal instructions for the
annotators?. Those had to be formal definitions or established manuals. A short description (one
sentence) or examples of annotated data was not enough. These criteria were chosen because depres-
sion is a complex disease and short instructions introduce variance in interpretation. The approach
has limitations: an experienced psychiatrist could diagnose depression without formal instructions.

Another way of ensuring label quality is training for annotators: 10) did the paper’s authors report
training the annotators?. The paper was annotated with ‘yes’ when training was mentioned or all
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the annotators were experts. The assumption is that even though experts can benefit from additional
training it is less crucial than training for non-export annotators.

To further improve the quality of labels multiple annotators could label the same data items: 11) was
there multiple-annotator overlap?. Paper received ‘yes’ to this question if it reported annotators
labelling the same set of items. Inter-annotator agreement was recorded with the next question:
12) did the paper’s authors report inter-annotator agreement?. Inter-annotator agreement metrics
are a way to report overlap between answers of different annotators. Question: 13) did the paper’s
authors report other metrics of label quality? addressed a case when authors used a different metric
to measure label quality.

2.2.4 Questions on data quality

The availability of ground truth data contributes to the reliability of the machine learning system and
the reproducibility of the research. The author answered the questions: 14) did the paper’s authors
link to the data set?, and 15) would it be possible to retrieve the data?. With question 14 the author
searched for links to used data sets or their description. While question 15 examined if the data was
attainable (usable links, external repository, available on request, etc.). Those two questions give an
overview of the data availability in examined research.

Determining prediction around mental health is difficult and relies on individualizing diagnosis and
care process [3]. Therefore for generalizable results, it is important to have a representative data
sample. The author briefly examines what information is available on data used by review papers:
16) what information was reported about demographics?. An example answers to this question
could be: ‘no information’ or provided: ‘age, gender, race’. This is a limited approach but it can
suggest possible future extensions of the study.

3 Results

In this section, the author characterizes gathered papers and answers questions detailed in Subsection
2.2. Subsection 3.1 describes the resulting study selection. Next Subsection 3.2 described what label
sources were used. In Subsection 3.4 the author focuses on the characteristics of human-annotations.
Lastly, Subsection 3.5 details the information the author gathered on data used by reviewed papers.

3.1 Study selection

The final Scopus query matched 4909 papers. The author read abstracts until collecting 80 eligible
papers. 121 papers’ abstracts were examined in order of most cited according to Scopus. Included
papers had from 84 to 1004 citations. A diagram detailing the process is visible in Figure 1. The
final set of included papers is visible in Appendix A and used Excel sheet3.

Figure 1: Flow chart of included studies, based on PRISMA guidelines [13].

3https://github.com/aleksandra-and/CSE3000-Research-Project-2022-23-Q4-
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Additionally, 28 papers were added due to insufficient information in the original 80-paper set.
Examples of “external data source” are [14], [15] and [16]. [17] determines the ground truth, the
mental health of social media users, using a model proposed by [14]. While [18] created a model
predicting depression from Twitter using data collected by [15] and [16].

The resulting 104 studies were categorised based on the first author’s affiliation. There are 3 cate-
gories: Computer Science, Medicine and Psychiatry, and Other. The author decided on this grouping
because it gives an insight into Computer Science practices. Medicine and Psychiatry papers exhib-
ited more extensive reporting of the results. The ‘Other’ category comprises papers from Linguistics,
Psychology and other domains. The number of papers for each category is visible in Table 3.

Table 3: Reviewed papers with corresponding categories, based on the first author’s affiliation.

Categories of reviewed papers
Computer Science 45
Medicine and Psychiatry 26
Other 33

3.2 Sources of Annotations

In this section, sources of annotations are categorized. Firstly the number of papers that used original
annotations is reported. Then the section details the number of non-human annotations that were
encountered, and lastly, papers using human annotations.

3.2.1 Use of external sources

2 out of all papers used pre-trained models instead of creating their own (Question 1). 73 papers
described collecting annotations themselves (Question 2). Additionally, 39 papers used external data
sets (Question 3). The results can be seen in Table 4 and 5. 11 papers used both external data sets and
created data sets themselves. When a paper used multiple data sets to make a prediction, answers to
the next questions were conflicting. Therefore, each data set was separately considered and reported.
The author reported the next questions for papers detailing only one data set (95 papers).

Table 4: 2) Papers creating data
set/annotations

Label Count
yes 73
no 26
unsure 7

Table 5: 3) Papers using existing data
set/annotations

Label Count
yes 39
no 58

unsure 9

3.2.2 Human vs Non-human annotations

According to the definition in Subsection 2.2, 62 papers appointed separate annotators to label mul-
tiple data items and 19 did not (Question 4). For some papers, it was not possible to determine
whether they used labels created by people, even after looking through external data sources. Those
papers received the label ‘unsure’, there are 14 papers with this label.

Researchers from the Medicine and Psychiatry domain report using human input (80,6%) more
often than other domains. Computer Science and Other domains’ papers seem to appoint human
annotators less in their research. Human annotators: Computer Science - 64,3%, Other domains -
54,5% of papers.

Many papers declared other ways than human input to source the labels. For example [12] surveys
people from Mechanical Turk 4 on their history of depression using a depression-rating scale. As
described in Subsection 2.2, this type of label was not considered human annotation. 19 did not use
human annotations at all (for example [12]) and 46 both non-human and human input. Non-human
input could be a depression-rating scale, machine learning model, medical report or social media
text, visible in Table 6. Distribution of use of different methods is similar among domains (Figure
3).

4https://www.mturk.com/
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Figure 2: Distribution of examined papers that made use of human annotations.

Table 6: 5) Papers using non-human annotations.

Label Count
scale 36
model 3
medical report 7
social media text 19
Total 65

Figure 3: Distribution of examined papers that made use of non-human annotations.

3.3 Non-Human Annotations Quality

This subsection further details non-human sources of annotations. Those are all ways of obtaining
annotations that were not considered ‘human annotations’ in this paper. First Sub-subsection 3.3.1
describes depression-rating scales used in examined research. Then Subsubsection 3.3.2 details
other encountered methods.

3.3.1 Depression-rating scales

In depression research (not machine learning related) it is common to use depression-rating scales
to determine the severity of Major Depressive Disorder (MDD) in patients [2][19]. Many scales like
those were created in 1960s and since then were updated. But the exact version of the used scale
was not always available, which brings the question: was the recent version used or the older one,
which validity was questioned.

The most common distinction between those scales is a clinician(or observer)-rated and self-
reporting scales. As the name suggests one is performed by a trained clinician and the other is
completed by the patients themselves. Reviewed papers used both self-reports as well as clinician-
rated scales to determine ground truth labels.

The most used clinician-rated scales were the Hamilton Rating Scale of Depression [20] and Struc-
tured Clinical Interview for DSM-IV [21], all other common scales are listed in Table 7. Those scales
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were treated as instructions for the annotators, which in the case of both of those scales should also
be trained in the use of the instrument.

Table 7: Papers that used clinician-reported scale to determine labels.

Scale Count
Hamilton Rating Scale of Depression [20] 15
DSM-IV (Structured Clinical Interview) [21] 9
CIDI [22] 4
MINI [23] 4
MADRS [7] 3

36 papers used self-reporting scales to determine the annotations and 13 papers used it as the sole ba-
sis for the prediction. Among the used scales were the Center for Epidemiologic Studies Depression
(CES-D) scale [24] and Beck Depression Inventory (BDI) [8], the two most popular self-reporting
scales among examined papers. Both of those checks for depression symptoms in the past weeks
(one or two, depending on the version) using 20 and 21 questions respectively.

Table 8: Papers that used self-reporting scales. The second column lists the number of papers that
used only that scale to determine labels and the last all papers that used that scale.

Scale Only scale All papers
BDI or BDI-II [8] 3 15
CES-D [24] 5 5
PHQ-9 [25] 1 5
DASS or DASS-21 [26] 2 3

3.3.2 Other Annotation Methods

Scales were not the only way of determining ground truth labels. Papers used machine learning
models, medical reports, and text sourced from social media - Table 6. Medical reports would
be previously determined diagnoses, it was not considered human annotation for papers that did
not specify how the medical record was established. 4 papers did not declare the use of human
annotations in medical reports.

Text sourced from social media would be for example filtered tweets (for example [27]) or Red-
dit5 posts taken from mental health-related communities. Sourcing text from social media usually
meant that authors used publicly available APIs of chosen platforms (Reddit, Twitter, Facebook,
etc). Then performed some form of filtering, for example choosing posts containing “I was di-
agnosed with depression” text [27][28]. And lastly performed text analysis and model training to
obtain a prediction. 5 papers used exclusively this procedure to create the labels. In some cases, the
studies also appointed annotators to check if the diagnosis seemed “genuine” like in [28].

3.4 Human Annotations quality

This details ways the author quantified the quality of human-created labels: it reports who were
the annotators and how many were appointed, if those people received instructions or training and
whether researchers reported label quality measures.

3.4.1 Annotators

The first question examined who was appointed to annotate the data set (Question7). In many cases,
papers utilized expert knowledge, this means that trained professionals were asked to determine
appropriate labels. Among ‘expert’ annotators were mostly psychiatrists or clinicians. In 32 papers
annotators were only experts and in 4 more papers appointed both experts and non-experts. Overall
14 papers relied solely on non-expert labelling. No paper reported using crowd-sourcing as a way
to label data. Lastly, 14 papers did not provide information on who annotated the data. The results
are visible in Table 9.

5https://www.reddit.com/
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Table 9: 7) Types of annotators.

Label Count
experts 32
experts and non-experts 4
non-experts 14
unsure 14

Table 10: 8) Papers that reported the
exact number of annotators.

Label Count
yes 24
no 40

The next question examines how many papers reported the exact number of annotators (Question
8). 24 papers reported how many annotators were appointed to label the data, from that 20 papers
reported assigning less than 5 annotators and the remaining 4 reported more than 20. 40 papers did
not provide an exact number of annotators.

Medicine and Psychiatry researchers appointed experts to label data the most often, 67%, compared
to 41% for Computer Science and 33% for Other domains. Similarly, papers from Medicine and
Psychiatry domains reported the exact number of annotators 72% of the time compared to 55% for
Computer Science and 58% for Other domains. Figure 4 and 5 present the distributions.

Figure 4: Distribution of types of annotators
over the domains.

Figure 5: Distribution of the papers that re-
ported the exact number of annotators.

3.4.2 Instructions and Training

37 papers provided formal instruction to the annotators (Question 9) as visible in Table 11. As
explained in Section 2.2, one-sentence instructions or examples of annotated items did not constitute
‘formal instructions’. An example with shallow instructions is [28], the data set the authors are using
is annotated based on whether the self-reported diagnosis seemed genuine. This is a subjective
measure which can lead to variance in the results.

34 papers performed training for the annotators (Question 10). When the data set’s annotators
were experts corresponding paper was assigned a label ‘yes’ for annotator training. The author
encountered papers that performed additional training on expert annotators, for example in [29] “7-
day study-specific training program” was performed on expert staff. The resulting number of papers
is visible in Table 12.

Table 11: 9) Papers that gave formal instruc-
tions for the annotators.

Label Count
yes 37
no 10
unsure 17

Table 12: 10) Papers that provided training
for the annotators.

Label Count
yes 34
no 4
unsure 26

Researchers from the Medicine and Psychiatry domain report performing training (72%) and giving
formal instructions to the annotators (92%) more often than other domains. Reported training might
be due to a high number of expert annotators (details Section 2.2). Formal instructions were not
directly connected to expert knowledge. Distributions are visible in Table 6 and 7. Computer Sci-
ence and Other domains papers seem to exhibit lower attention to reporting/performing training and
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giving instruction to the annotators. Given instructions: Computer Science - 33%, Other domains -
42% of papers. Performed training: Computer Science - 44%, Other domains - 33%.

Figure 6: Distribution of papers that reported
giving formal instructions to the annotators.

Figure 7: Distribution of papers that reported
performing training for the annotators.

3.4.3 Annotator overlap and Label Quality

The next questions review how many papers reported multiple annotators labelling the same item
(Question 11) and metrics that were used to assess label quality (Questions 12 and 13). 21 papers
had annotators labelling the same set of items, 1 paper reported one annotator and 42 papers did not
provide an answer to this question (Question 11). 12 of the papers that reported multiple annotator-
overlap also reported the inter-annotator agreement (Table 13). Additionally, 18 papers used other
metrics to measure label quality (Table 14), this could be for example using an additional depression-
rating scale.

Table 13: 12) Papers calculating inter-
annotator agreement

Label Count
yes 12
no 3
unsure 6

Table 14: 13) Papers using other metrics of
label quality.

Label Count
yes 18
no 46

Interestingly the Computer Science papers reported multiple annotator overlap more often com-
pared to other domains, 44%. Out of those papers, 83% reported inter-annotator agreement (Figure
8). While papers from Medicine and Psychiatry as well as Other domains reported multiple an-
notator overlap around 25% and inter-annotator agreement 50% and 67% respectively. Medicine
and Psychiatry papers used other methods of label quality (44% of papers) while Computer Science
(15%) and Other domains (25%) less often did that (Figure 9).

Figure 8: Distribution of papers that re-
ported multiple annotators labelling the
same items.

Figure 9: Distribution of papers reporting inter-
annotator agreement (on the left) and other met-
rics of label quality (on the right).
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3.5 Information on Input Data

The next questions (Questions 14 and 15) examined whether data used for training and testing was
available (Table 15 and 16). When the research provided links to the data, in some cases, the author
was able to obtain the data, but other times data was available on request for further research or
the links were unusable. While in the case of data available on request, the author noted down that
data would be available when the links were unusable label ‘no’ was chosen. The label ‘possibly‘
(from Table 16) was used in instances when the author believed it was feasible to recreate the data
collection process to obtain the same results. For example, when authors used publicly available
API and provided dates and filters they used [30].

Table 15: 14) Papers with a link to the data
set

Label Count
yes 31
no 64

Table 16: 15) Papers with available ground
truth data

Label Count
yes 17
possibly 5
no 63

The next questions examined if papers took into account demographic features correlating with
depression. Descriptions of the demographics of subjects used in the research (Table 17) were
noted. The label ‘age, gender and other’ refers to a case when a paper report age, gender and other
(ex. race, education, income, etc.) information. An example of a paper that reported substantial
information on the demographics is: [31], this research describes the distribution of gender, race,
marital status, employment and more. On the other hand research such as [32] does not provide any
consideration on that matter.

Table 17: 16) Papers with information on demographics of data subjects.

Label Count
no 52
age 2
gender 4
age, gender 13
age, gender and other 22
gender, region 1
ethnicity, education, income 1

For Medicine and Psychiatry papers the author considered the data to be available for 25% of papers
compared to around 14% for the other domains (Figure 10). Therefore no domain has a considerably
higher availability of ground truth data. However, 81% papers from Medicine and Psychiatry domain
reported demographic information about the data subjects. Some papers from this domain also
provided substantial information. Papers labelled with ‘age, gender and other’ constituted 42% of
papers from Medicine and Psychiatry, 10% of Computer Science, and 23% of Other domains (Figure
11).

4 Discussion

This section summarises results and provides possible reasons for observed trends. After collecting
a set of papers, each paper was analysed using questions on annotations methods. Papers were
categorised into Computer Science, Medicine and Psychiatry, and Other domains. The differences
between different domains are further explored in this section. The author also provides an overview
of trends visible across domains.

Medicine and Psychiatry papers appointed human annotators more frequently compared to other
domains. This is a more costly approach because it requires additional time and resources required
for human input. But the verification improves the quality of annotations. For example, the research
suggests [19] that when examining optimal treatment options interview by a clinician should be
employed along with the use of a self-reporting scale. Therefore using only self-reports might be
insufficient to predict depression or treatment. The second most popular method, using filtered
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Figure 10: Distribution of papers that
had ground truth data available.

Figure 11: Distribution of papers with demo-
graphic information of people who were part of
the study.

social media texts, benefits from human verification. As the researchers pointed out [28] some
social-media texts could be satirical and thus not reflect real mental health issues. Therefore when
using non-human sources, additional human checks would be appropriate.

Similarly, Medicine and Psychiatry papers more often appointed experts to perform the annotation
process and provided instructions (72%) and training for the annotators (92%). Expert knowledge
can be important when predicting depression and treatment. Generally, the disorder is treated by
trained psychiatrists and psychologists, because it is a complex problem and the costs of a mistake
are high. For the same reason additional training and formal instructions for the annotators are
valuable. An additional benefit of those is decreasing variance between different annotators. So
both expert knowledge and training and instructions are beneficial.

However, Computer Science and Other domains appointed multiple annotators to label the same
items and reported inter-annotator agreement more often. There are two possible reasons that the
author considered. Clinician-rated scales used as formal instruction for the annotators should guar-
antee high inter-annotator reliability. Therefore some research might choose to rely solely on a
clinician-rated scale. Secondly, having multiple expert annotators perform clinical interventions is
costly. So the researcher might opt for the use of other methods, such as administering multiple
depression-rating scales. Nevertheless, the author’s opinion is that multiple annotator overlap and
inter-annotator agreement are important methods of increasing label quality.

The area where all papers were consistently lacking was data availability and description. This
is a difficult aspect of dealing with data that surrounds depression. For the data to be publicly
available it should be anonymised. Reporting the demographics of data was performed by half of
the examined papers. This is important because the inclusion of different social groups determines
model generalizability across different domains. Depression is also not uniformly distributed in all
social groups [1]. The Medicine and Psychiatry domains had slightly higher percentages of papers
with demographic descriptions.

Lastly, many reviewed papers lacked information that would allow the author to answer all questions.
Among the least provided information was whether multiple annotators labelled the same item and
if there was training or formal instructions for the annotators. But for each aspect reviewed in this
research, several papers did not specify the answer. There are different reasons why authors might
omit this information, but methods transparency is an important part of research reproducibility.

5 Responsible Research

Throughout the research process paper’s author uphold the ethical standards of research methods and
maintained the reliability of the presented results. Subsection 5.1 reviews the ethical implications of
the research and Subsection 5.2 deals with the reliability of results. The author does not report any
external funding or conflicts of interest.
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5.1 Ethical Annotation Practices

The research assesses annotation practices in research surrounding depression. Determining the
types of annotations utilized and analyzing their effectiveness in different domains provides a better
understanding of the strengths and weaknesses of employed methods. Therefore the author’s goal
is to provide insights into ways of improvement. Allowing researchers to make informed decisions
and adopt best practices in their future studies. Ultimately, by increasing the awareness and under-
standing of annotation practices in depression research, this research aims to foster improvements
and facilitate the development of more accurate and reliable machine learning models.

5.2 Reliability of the results

During this research, certain steps were undertaken to ensure the reproducibility of obtained results.
Section 2 applies PRISMA guidelines [13] and explains the used methods. The paper’s author
reported search terms, citation databases and applicable dates of papers collection. Additionally,
data analysis and synthesis methods were detailed and the Excel sheet6 with all the results is publicly
available for further inspections.

While the author cannot ensure no information was omitted certain precautions were undertaken to
minimise occurrences of negligence. To have a full overview o papers search strings were expanded
when missing keywords were encountered. The author used Scopus which is one of the most robust
databases available, but there is a possibility of missed papers due to the use of one citation database.
An obvious limitation of the research is the presence of only one annotator examining reviewed
papers. There is a possibility the author missed some information while searching for answers to
my questions. To minimize overlooking important information possible answers to each question
were defined to have consistent results. The results were relabeled when the understanding of the
question changed.

6 Conclusions and Future Work

The research was conducted to examine and assess the quality of annotation practices in machine
learning research surrounding depression. The author collected information from most cited papers,
analyzed the results and provided a perspective on the quality of established practices. In section
concludes the findings and provides limitations together with future work recommendations.

In this study, the author encountered different approaches to collecting annotations surrounding
depression research. Annotations were sourced from human or non-human input, for both types,
Section 3 details methods observed in the reviewed papers. The findings were grouped according to
the research domains. The author’s hypothesis was confirmed by the results: Medicine and Psychi-
atry papers had different methods of reporting annotation processes compared to Computer Science
and Other domains.

While results for Computer Science and Other papers were found to be similar, Medicine and Psy-
chiatry papers differed in their reporting practice. The most substantial difference was found to be
in reporting of formal instructions and training. The established practice of performing research sur-
rounding mental health is using psychometric scales [2][19], which are a form of formal instructions
for the annotators.

Moreover, one way of ensuring consistency among multiple annotators is by providing formal in-
structions and training. Therefore Computer Science papers that tackle depression prediction would
benefit from additional instruction and training for the annotators.

Even though other differences were found, some issues spanned across different domains. Across
different domains, there was a lack of reporting regarding methods and data availability. This could
be an issue because the transparency of the research process and data availability are both part
of reproducibility guidelines. This absence of availability might have been the selected time for
reviewed papers. Many reproducibility guidelines have been published in recent years [33][34],
while the research reviews papers from 2013-2023. This serves as a limitation of this research.

6https://github.com/aleksandra-and/CSE3000-Research-Project-2022-23-Q4-
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Other limitations concern mostly methods used to examine and analyze the papers. Most importantly
the research was conducted by one person with little experience in psychometrics. While this could
introduce bias and mistakes in recording the results, certain steps were undertaken to minimize them.
The author defined the questions used to examine papers and possible answers to them. Another
limitations concern study selection which consists of 80 papers sourced from one citation database.
This could be mitigated by searching additional databases and expanding the analyzed set of papers.

Lastly, this research provides specific extensions that could be explored in the future. It could
be interesting to examine shifts in the domain due to discussion around research reliability and
transparency. This could be done by using available Excel sheet7 and performing data analysis
across years. Another possible extension of this work deals with examining the input data itself.
As many people suffer from depression (4,4% [1] worldwide) it might be difficult to create
comprehensive models. The author examined available information on demographics but the
questions can be extended and examined in more detail.

A Included papers

Table 18: Papers that were included in the study together with the citations.

All papers included in the study
Acharya, et al. [35] Kessler, et al. [36] Rumshisky, et al. [37]
Acharya, et al. [38] Kessler, et al. [39] Rush, et al. [40]
Alghowinem, et al. [41] Kessler, et al. [42] Rush, et al. [43]
Ay, et al. [44] Kessler, et al. [45] Schalinski, et al. [46]
Biernacka, et al. [47] Khodayari-Rostamabad, et al. [48] Scherer, et al. [49]
Braithwaite, et al. [50] Koutsouleris, et al. [51] Schwartz, et al. [52]
Bravo, et al. [53] Koutsouleris, et al. [54] Sharma, et al. [55]
Burdisso, et al. [28] Lam, et al. [56] Shen, et al. [27]
Cai, et al. [57] Le, et al. [58] Tadesse, et al. [59]
Cai, et al. [60] Le, et al. [61] Tausczik and Pennebaker [62]
Chekroud, et al. [63] Li, et al. [64] Tran, et al. [65]
Chekroud, et al. [66] Li, et al. [67] Trivedi, et al. [68]
Cheng, et al. [69] Liao, et al. [70] Trivedi, et al. [31]
Choudhury, et al. [30] Lin, et al. [71] Tsugawa, et al. [72]
Choudhury, et al. [12] Lin, et al. [73] Valstar, et al. [74]
Choudhury, et al. [75] Losada and Crestani [76] Valstar, et al. [77]
Cohn, et al. [78] Markowetz, et al. [79] van Mulligen, et al. [80]
Cook, et al. [81] McCoy, et al. [82] Wahle, et al. [83]
Coppersmith, et al. [84] Milne, et al. [85] Walsh, et al. [86]
Coppersmith, et al. [87] Mumtaz, et al. [88] Walsh, et al. [89]
Coppersmith, et al. [90] Mumtaz, et al. [91] Williamson, et al. [92]
Deshpande and Rao [93] Nguyen, et al. [94] Wu, et al. [95]
Dinga, et al. [96] O’Dea, et al. [97] Yates, et al. [98]
Diniz, et al. [99] Orabi, et al. [18] Yazdavar, et al. [100]
Donse, et al. [101] Passos, et al. [102] Zhou, et al. [103]
Fu, et al. [104] Patel, et al. [105] Zhu, et al. [106]
Fu, et al. [107] Penninx, et al. [108] Kessler, et al. [29]
Hao, et al. [32] Perlis [109] Rude, et al. [110]
Hao, et al. [111] Pirina and Çöltekin [112] Kessler, et al. [113]
He and Cao [114] Preoţiuc-Pietro, et al. [115] Rosa, et al. [116]
Helbich, et al. [117] Priya, et al. [118]
Hosseinifard, et al. [119] Ramirez-Esparza, et al. [120]
Iniesta, et al. [121] Reece, et al. [122]
Islam, et al. [123] Reece and Danforth [124]
Jamil, et al. [16] Resnik, et al. [125]
Jan, et al. [126] Resnik, et al. [127]
Ji, et al. [128] Roden, et al. [129]
Karstoft, et al. [130] Rosa, et al. [131]

7https://github.com/aleksandra-and/CSE3000-Research-Project-2022-23-Q4-
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[7] Stuart A. Montgomery and Marie Åsberg. A new depression scale designed to be sensitive to
change. The British Journal of Psychiatry, 134(4):382–389, 1979.

[8] A. T. BECK, C. H. WARD, M. MENDELSON, J. MOCK, and J. ERBAUGH. An inventory
for measuring depression. 4(6):561–571.

[9] Adrian B.R. Shatte, Delyse M. Hutchinson, and Samantha J. Teague. Machine learning
in mental health: A scoping review of methods and applications. Psychological Medicine,
49:1426–1448, 7 2019.

[10] R. Stuart Geiger, Kevin Yu, Yanlai Yang, Mindy Dai, Jie Qiu, Rebekah Tang, and Jenny
Huang. Garbage in, garbage out? do machine learning application papers in social computing
report where human-labeled training data comes from? pages 325–336. Association for
Computing Machinery, Inc, 1 2020.

[11] Stevie Chancellor, Michael L. Birnbaum, Eric D. Caine, Vincent M.B. Silenzio, and Mun-
mun De Choudhury. A taxonomy of ethical tensions in inferring mental health states from
social media. FAT* 2019 - Proceedings of the 2019 Conference on Fairness, Accountability,
and Transparency, 19:79–88, 1 2019.

[12] Munmun De Choudhury, Michael Gamon, Scott Counts, and Eric Horvitz. Predicting de-
pression via social media. In Proceedings of the International AAAI Conference on Web and
Social Media, volume 7, pages 128–137. Number: 1.

[13] Matthew J. Page, Joanne E. McKenzie, Patrick M. Bossuyt, Isabelle Boutron, Tammy C.
Hoffmann, Cynthia D. Mulrow, Larissa Shamseer, Jennifer M. Tetzlaff, Elie A. Akl,
Sue E. Brennan, Roger Chou, Julie Glanville, Jeremy M. Grimshaw, Asbjørn Hróbjartsson,
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log, Craig Macdonald, Linda Cappellato, and Nicola Ferro, editors, Experimental IR Meets
Multilinguality, Multimodality, and Interaction, Lecture Notes in Computer Science, pages
28–39. Springer International Publishing.

[77] Michel Valstar, Björn Schuller, Kirsty Smith, Timur Almaev, Florian Eyben, Jarek Krajew-
ski, Roddy Cowie, and Maja Pantic. AVEC 2014 - 3d dimensional affect and depression
recognition challenge. pages 3–10.

[78] Jeffrey F. Cohn, Tomas Simon Kruez, Iain Matthews, Ying Yang, Minh Hoai Nguyen, Mar-
gara Tejera Padilla, Feng Zhou, and Fernando De La Torre. Detecting depression from facial
actions and vocal prosody. ISBN: 9781424447992.

[79] Alexander Markowetz, Konrad Błaszkiewicz, Christian Montag, Christina Switala, and
Thomas E. Schlaepfer. Psycho-informatics: Big data shaping modern psychometrics.
82(4):405–411.

[80] Erik M. van Mulligen, Annie Fourrier-Reglat, David Gurwitz, Mariam Molokhia, Ainhoa
Nieto, Gianluca Trifiro, Jan A. Kors, and Laura I. Furlong. The EU-ADR corpus: Annotated
drugs, diseases, targets, and their relationships. 45(5):879–884.

[81] Benjamin L. Cook, Ana M. Progovac, Pei Chen, Brian Mullin, Sherry Hou, and Enrique
Baca-Garcia. Novel use of natural language processing (NLP) to predict suicidal ideation and
psychiatric symptoms in a text-based mental health intervention in madrid. 2016:e8708434.
Publisher: Hindawi.

21



[82] Thomas H. McCoy, Jr, Victor M. Castro, Ashlee M. Roberson, Leslie A. Snapper, and Roy H.
Perlis. Improving prediction of suicide and accidental death after discharge from general
hospitals with natural language processing. 73(10):1064–1071.

[83] Fabian Wahle, Tobias Kowatsch, Elgar Fleisch, Michael Rufer, and Steffi Weidt. Mobile
sensing and support for people with depression: A pilot trial in the wild. 4(3):e5960. Com-
pany: JMIR mHealth and uHealth Distributor: JMIR mHealth and uHealth Institution: JMIR
mHealth and uHealth Label: JMIR mHealth and uHealth Publisher: JMIR Publications Inc.,
Toronto, Canada.

[84] Glen Coppersmith, Mark Dredze, Craig Harman, Kristy Hollingshead, and Margaret
Mitchell. CLPsych 2015 shared task: Depression and PTSD on twitter. In 2nd Compu-
tational Linguistics and Clinical Psychology: From Linguistic Signal to Clinical Reality,
CLPsych 2015 - Proceedings of the Workshop, pages 31–39. ISBN: 9781941643433 Pub-
lisher: Association for Computational Linguistics (ACL).

[85] David N. Milne, Glen Pink, Ben Hachey, and Rafael A. Calvo. CLPsych 2016 shared task:
Triaging content in online peer-support forums. In Proceedings of the Third Workshop on
Computational Linguistics and Clinical Psychology, pages 118–127. Association for Com-
putational Linguistics.

[86] Colin G. Walsh, Jessica D. Ribeiro, and Joseph C. Franklin. Predicting risk of suicide attempts
over time through machine learning. 5(3):457–469. Publisher: SAGE Publications Inc.

[87] Glen Coppersmith, Kim Ngo, Ryan Leary, and Anthony Wood. Exploratory analysis of social
media prior to a suicide attempt. In Proceedings of the Third Workshop on Computational
Linguistics and Clinical Psychology, pages 106–117. Association for Computational Linguis-
tics.

[88] Wajid Mumtaz, Likun Xia, Syed Saad Azhar Ali, Mohd Azhar Mohd Yasin, Muhammad Hus-
sain, and Aamir Saeed Malik. Electroencephalogram (EEG)-based computer-aided technique
to diagnose major depressive disorder (MDD). 31:108–115.

[89] Colin G. Walsh, Jessica D. Ribeiro, and Joseph C. Franklin. Predicting suicide attempts in
adolescents with longitudinal clinical data and machine learning. 59(12):1261–1270. eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1111/jcpp.12916.

[90] Glen Coppersmith, Mark Dredze, and Craig Harman. Quantifying mental health signals
in twitter. pages 51–60. ISBN: 9781941643167 Publisher: Association for Computational
Linguistics (ACL).

[91] Wajid Mumtaz, Likun Xia, Mohd Azhar Mohd Yasin, Syed Saad Azhar Ali, and Aamir Saeed
Malik. A wavelet-based technique to predict treatment outcome for major depressive disorder.
12(2):e0171409. Publisher: Public Library of Science.

[92] James R. Williamson, Thomas F. Quatieri, Brian S. Helfer, Gregory Ciccarelli, and
Daryush D. Mehta. Vocal and facial biomarkers of depression based on motor incoordina-
tion and timing. In Proceedings of the 4th International Workshop on Audio/Visual Emotion
Challenge, AVEC ’14, pages 65–72. Association for Computing Machinery.

[93] Mandar Deshpande and Vignesh Rao. Depression detection using emotion artificial intelli-
gence. In 2017 International Conference on Intelligent Sustainable Systems (ICISS), pages
858–862.

[94] Thin Nguyen, Dinh Phung, Bo Dao, Svetha Venkatesh, and Michael Berk. Affective and
content analysis of online depression communities. 5(3):217–226. Conference Name: IEEE
Transactions on Affective Computing.

[95] Wei Wu, Yu Zhang, Jing Jiang, Molly V. Lucas, Gregory A. Fonzo, Camarin E. Rolle, Crystal
Cooper, Cherise Chin-Fatt, Noralie Krepel, Carena A. Cornelssen, Rachael Wright, Russell T.
Toll, Hersh M. Trivedi, Karen Monuszko, Trevor L. Caudle, Kamron Sarhadi, Manish K.
Jha, Joseph M. Trombello, Thilo Deckersbach, Phil Adams, Patrick J. McGrath, Myrna M.
Weissman, Maurizio Fava, Diego A. Pizzagalli, Martijn Arns, Madhukar H. Trivedi, and

22



Amit Etkin. An electroencephalographic signature predicts antidepressant response in major
depression. 38(4):439–447. Number: 4 Publisher: Nature Publishing Group.

[96] Richard Dinga, Lianne Schmaal, Brenda W. J. H. Penninx, Marie Jose van Tol, Dick J. Velt-
man, Laura van Velzen, Maarten Mennes, Nic J. A. van der Wee, and Andre F. Marquand.
Evaluating the evidence for biotypes of depression: Methodological replication and extension
of drysdale et al. (2017). 22:101796.

[97] Bridianne O’Dea, Stephen Wan, Philip J. Batterham, Alison L. Calear, Cecile Paris, and
Helen Christensen. Detecting suicidality on twitter. 2(2):183–188. Publisher: Elsevier.

[98] Andrew Yates, Arman Cohan, and Nazli Goharian. Depression and self-harm risk assessment
in online forums. In Proceedings of the 2017 Conference on Empirical Methods in Natural
Language Processing, pages 2968–2978. Association for Computational Linguistics.

[99] B. S. Diniz, E. Sibille, Y. Ding, G. Tseng, H. J. Aizenstein, F. Lotrich, J. T. Becker, O. L.
Lopez, M. T. Lotze, W. E. Klunk, C. F. Reynolds, and M. A. Butters. Plasma biosignature and
brain pathology related to persistent cognitive impairment in late-life depression. 20(5):594–
601. Number: 5 Publisher: Nature Publishing Group.

[100] Amir Hossein Yazdavar, Hussein S. Al-Olimat, Monireh Ebrahimi, Goonmeet Bajaj, Tanvi
Banerjee, Krishnaprasad Thirunarayan, Jyotishman Pathak, and Amit Sheth. Semi-supervised
approach to monitoring clinical depressive symptoms in social media. In Proceedings of the
2017 IEEE/ACM International Conference on Advances in Social Networks Analysis and
Mining 2017, ASONAM ’17, pages 1191–1198. Association for Computing Machinery.

[101] Lana Donse, Frank Padberg, Alexander T. Sack, A. John Rush, and Martijn Arns. Simultane-
ous rTMS and psychotherapy in major depressive disorder: Clinical outcomes and predictors
from a large naturalistic study. 11(2):337–345.

[102] Ives Cavalcante Passos, Benson Mwangi, Bo Cao, Jane E. Hamilton, Mon-Ju Wu, Xiang Yang
Zhang, Giovana B. Zunta-Soares, Joao Quevedo, Marcia Kauer-Sant’Anna, Flávio Kapczin-
ski, and Jair C. Soares. Identifying a clinical signature of suicidality among patients with
mood disorders: A pilot study using a machine learning approach. 193:109–116.

[103] Bolei Zhou, Hang Zhao, Xavier Puig, Sanja Fidler, Adela Barriuso, and Antonio Torralba.
Scene parsing through ADE20k dataset.

[104] Cynthia H. Y. Fu, Steven C. R. Williams, Anthony J. Cleare, Michael J. Brammer, Nicholas D.
Walsh, Jieun Kim, Chris M. Andrew, Emilio Merlo Pich, Pauline M. Williams, Laurence J.
Reed, Martina T. Mitterschiffthaler, John Suckling, and Edward T. Bullmore. Attenuation of
the neural response to sad faces in major depressionby antidepressant treatment: A prospec-
tive, event-related functional magnetic resonance ImagingStudy. 61(9):877–889.

[105] Meenal J. Patel, Carmen Andreescu, Julie C. Price, Kathryn L. Edelman, Charles F.
Reynolds III, and Howard J. Aizenstein. Machine learning approaches for integrating
clinical and imaging features in late-life depression classification and response prediction.
30(10):1056–1067. eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1002/gps.4262.

[106] Yu Zhu, Yuanyuan Shang, Zhuhong Shao, and Guodong Guo. Automated depression di-
agnosis based on deep networks to encode facial appearance and dynamics. 9(4):578–584.
Conference Name: IEEE Transactions on Affective Computing.

[107] Cynthia H. Y. Fu, Janaina Mourao-Miranda, Sergi G. Costafreda, Akash Khanna, Andre F.
Marquand, Steve C. R. Williams, and Michael J. Brammer. Pattern classification of sad facial
processing: Toward the development of neurobiological markers in depression. 63(7):656–
662.

[108] Brenda W.J.H. Penninx, Aartjan T.F. Beekman, Johannes H. Smit, Frans G. Zitman,
Willem A. Nolen, Philip Spinhoven, Pim Cuijpers, Peter J. De Jong, Harm W.J. Van Marwijk,
Willem J.J. Assendelft, Klaas Van Der Meer, Peter Verhaak, Michel Wensing, Ron De Graaf,
Witte J. Hoogendijk, Johan Ormel, and Richard Van Dyck. The netherlands study of de-
pression and anxiety (NESDA): rationale, objectives and methods. 17(3):121–140. eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1002/mpr.256.

23



[109] Roy H. Perlis. A clinical risk stratification tool for predicting treatment resistance in major
depressive disorder. 74(1):7–14.

[110] Stephanie Rude, Eva-Maria Gortner, and James Pennebaker. Language use of depressed
and depression-vulnerable college students. 18(8):1121–1133. Publisher: Routledge eprint:
https://doi.org/10.1080/02699930441000030.

[111] Bibo Hao, Lin Li, Ang Li, and Tingshao Zhu. Predicting mental health status on social media
a preliminary study on microblog. 8024 LNCS:101–110. ISBN: 9783642391361 Publisher:
Springer Verlag.
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