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Abstract
Computed Tomography (CT) has made an undeniable contribution to global healthcare by aiding in the
detection, diagnosis and monitoring of various diseases. This is especially the case for cancer, which
remains one of the largest health concerns worldwide [69]. Radiotherapy is one of the main treatments
for cancer and relies heavily on CT images to calculate radiation dose. With research on radiotherapy
moving to adaptive treatments aiming to calculate these doses at real-time speeds while maintaining
high precision, a need for accurate CT imaging at comparable real-time speeds has emerged.
Currently, the best performing CT image reconstruction methods are iterative reconstruction (IR) meth-
ods. While these methods have the ability to produce high-quality results, they suffer from slow re-
construction speed especially when incorporating computationally expensive physics-based models.
Existing methods that provide low computation times are accompanied by artifacts due to the imple-
mentation of simplified approximations of physics.

Reconstruction algorithms are needed that reduce these artifacts and simultaneously improve over-
all computation time. Methods proposed with these goals focus mostly on separately improving the
raw projection data and the reconstructed image data. By not relating the two types of data to each
other, important physical processes that influence the data acquisition process are not incorporated.
Methods that do focus on this transformation often rely on forward projection steps using simplified
models or have very high computational loads.

Recently, the Dose Transformer Algorithm (DoTA) [47], [48] and improved DoTA (iDoTA) [49] have
shown to successfully calculate radiation therapy dose by modelling particle transport in 3D with the
use of a neural network. By implementing a Transformer architecture [62], DoTA is able to capture
the relationship between elements in a 3D CT volume while processing it as an input sequence. This
results in an accurate prediction of particle transport, while significantly reducing computation times
compared to other methods.

This thesis aims to explore the possibilities of DoTA with respect to CT x-ray photon transport. A
neural network that is based on the DoTA-architecture is presented. The neural network predicts pro-
jection data from a CT image, having learned to model the photon transport between the X-ray source
and detector without using conventional projection operators.
The network contains a Transformer-based architecture, using causal multi-headed self-attention to
process 2D CT images as a sequence of 1D lines in the direction of the X-ray beam. The ground truth
data contains Monte Carlo projections of cylindrical water phantoms with cylindrical and box-shaped
inserts composed of one of five materials. Input data corresponding to the phantoms is in the shape
of an array containing the corresponding normalized Hounsfield values. A grid search was carried out
to determine the optimal model architecture, tuning the number of Transformer heads, Transformer
blocks and filters in the last convolution layer.

The model predictions are compared to the Monte Carlo projections and raytracing projections gen-
erated with Astra Toolbox [45], as well as a Two-Angle Convolution (TAC) network [11]. The average
NRMSE between the projections and ground truth of the Transformer was 0.725% compared to 2.20%
and 1.09% repectively for the raytracer and TAC projections.

The performance of the Transformer was tested on unseen geometries compared to the raytracer
and showed the ability to predict from unseen types of geometries and intensity values, although it
does not generalize well to input phantoms with a different outer shape than the cylindrical phantom
used in the input. This is due to the bias in the input data and likely resolved with a more robust data set.

An IR algorithm was implemented for the reconstruction of two different phantoms. For the Trans-
former and raytracer, the highest achieved CNR values are similar for low-contrast regions (6.88 and
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vi Abstract

8.28 for the raytracer compared to 7.10 and 7.35 for the Transformer) as well as high-contrast regions
(37.40 and 41.94 for the raytracer compared to 39.01 and 39.80 for the Transformer). Convergence
rates based on low-contrast CNR are higher for the raytracer (39 and 34 iterations compared to 41 and
41 iterations for the Transformer, respectively).
Regarding beam-hardening effects, the model predictions perform significantly better than the raytrac-
ing projections on individual projections as well as image reconstructions.
Even though the Transformer algorithm does not clearly outperform the raytracer based on quantitative
measures, the results of the image reconstructions are promising considering that the IR algorithm has
not been tuned for use with the Transformer, suggesting that a higher performance is obtainable with
adjustments such as the implementation of a different backprojector or a different value for correction
factors used in the algorithm.

Limitations in prediction quality are likely related to factors outside of the model predictions, such as
biases in the input data and resolution loss due to interpolation of the input data. When its prediction
speed is optimised, the CT Transformer model has potential to replace conventional forward projections
in IR methods, achieving Monte Carlo-level accuracy with a fraction of the computation time. Increas-
ing the speed of the Transformer network to a higher level could assist in the development of adaptive
treatment techniques and potentially improve radiotherapy treatments with higher accuracy and lower
health risks.
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1
Introduction

Computed Tomography (CT) has had an enormous impact on global health. It especially plays a large
role in the treatment of cancer, which is among the lading causes of death worldwide [69]. Not only
does it enable the early detection, diagnosis and monitoring of various types of cancer, it is also a cru-
cial factor in radiotherapy which is one of the main types of cancer treatment. In radiotherapy, cancer
cells are targeted with photon or proton beams delivering a high radiation dose to the malignant cells
wile minimizing damage to the surrounding healthy tissue. Treatment often consists of multiple dose
deliveries over a period of time. Due to changes in patient anatomy or the physical setup, the treatment
plan for these dose deliveries need to be constantly adjusted and evaluated to ensure a correct dose
delivery.
Current research is geared towards adaptive treatments, aiming to calculate dose just before or during
treatment with real-time dose calculations that could even adjust for anatomy changes due to motion
or intestinal movements. These highly accurate treatment plans would allow a significant reduction in
radiation dose by targeting cancer cells more accurately and reducing the error margins that impact
healthy tissue. To realize these types of treatments, high-speed dose calculations are needed.

With this aim, the Dose Transformer Algorithm (DoTA) was proposed in 2021 [47], which used a deep
learning model to accurately predict proton dose calculations at a fraction of the speed compared to
other methods. The network uses the beam energy and 3D CT volume as input, from which it predicts
a proton dose distribution. The later introduced improved Dose Transformer Algorithm (iDoTA) is capa-
ble of predicting doses from much broader photon beams as well [49] in a time span that is an order of
magnitude smaller than conventional approaches. The success of the DoTA alogorithm in high-speed
dose calculation brings adaptive radiotherapy a step closer to reality. However, dose calculation speed
is not the only bottleneck in real-time adaptive treatments. To perform dose calculations, CT images
are needed to provide delineation of the patient geometry. To achieve high-speed performance without
compromising on accuracy, high-quality CT image reconstruction methods are needed as well.

Currently, the best performing CT image reconstruction methods are iterative reconstruction (IR) meth-
ods, which suffer from a rapid decline in image quality with higher speed methods. IR methods imple-
ment models that take into account the geometry of the CT system and the physical processes in the
image acquisition process, allowing a more accurate reconstruction of the image. These most accurate
methods use Monte-Carlo based calculations which require extensive computation times, while faster
methods use simplistic physics modelling which comes at the cost of a reduced accuracy. Improving
the physics models in IR methods without the extra computation time could reduce the reconstruction
time as well as the amount of extra processing needed.
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2 1. Introduction

1.1. Related Work
The research field of Deep Learning Reconstruction (DLR) has gained an increasing amount of interest
in the past few years. Several DLR studies have been proposed, showing promising results of DLR
algorithms in CT image reconstruction.

Most research on DLR focuses on either indirect or direct reconstruction. Indirect DLR focuses on
noise- and artifact reduction by processing the raw sinogram data [60],[33], [63] or the reconstructed
image separately [26], while the transformation between the sinogram and image domain is performed
with conventional FBP or IR algorithms. Applying the neural network outside this transformation step
simplifies the learning process as the network does not need to learn the relation between the polar co-
ordinates of the sinogram domain and the Cartesian coordinates of the image domain. However, by not
adjusting the FP and BP operations, these methods remain based on either limited physics modelling
resulting in lower image quality, or intricate physics models that perform well but need a substantial
amount of computation time.

Direct DLR replaces the FBP and IR steps with a neural network and reconstructs an image from
sinogram data in one pass, creating the opportunity to improve the physics models compared to FBP
and IR with learned weights. However, obtaining a training data set that contain images without FBP
and IR artifacts is challenging, but required to prevent the model from reproducing these artifacts. Ad-
ditionally, these networks often require large computational resources [74], [23]. Other networks use
an unrolled iterative algorithm, in which an IR algorithm is transformed into a neural network, with each
separate iteration expressed as a layer in the network [39], [20]. These algorithms use deep learning to
mimic an IR algorithm, representing each iteration as a separate layer in the neural network. This way,
the parameters used to update the image estimate are learned from training data contrary to the pre-
defined parameters in conventional IR methods. Several of these unrolled IR algorithms have shown
to improve the speed and accuracy of the image reconstruction. However, these models rely on the
same approximations of the particle physics as their traditional IR counterparts, and therefore do not
resolve the limitations that arise from these approximations.

Research on techniques related to the forward projection step with a neural network is sparse. One
paper implemented a partially learned forward projector, using a neural network as a correction to the
FP operation in an IR method [35]. Besides this, they introduced a forward-adjoint correction, in which
both the FP and BP operations are corrected for by the network. This was expanded on by [57], in
which a learned FP corrector was implemented with several methods including a method that used
forward-adjoint correction as well. Contrary to [35], the paper showed that the learned FP corrector
without adjoint correction outperformed the approach with an adjoint correction in certain cases. The
learned operator in [57] also showed capable of generalising outside of the training data.

No research has been found that implemented a fully learned forward projection operator, instead
of a correction factor to an existing forward projection. Such a model could predict a more accurate
FP directly, removing the need for additional correction and potentially reduce the overall computation
time. To achieve real-time CT image reconstruction, there is a need for reconstruction methods with a
reduced reconstruction time without a reduction of quality. The key parts that influence the performance
of current IR algorithms are the forward- and backprojection steps, but the majority of deep learning
research focuses on noise- and artifact reducing steps.

The recently proposed iDoTA [49] has shown the capabilities of Transformer-based neural networks,
successfully modelling photon transport in dose calculations at an increased speed. This research
project explores the potential of the Transformer architecture applied to photon transport in CT imaging.
By adapting the DoTA algorithm, the aim is to create a neural network that predicts forward projections
at a Monte Carlo-level accuracy with a substantially lower speed.
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1.2. Research Goals
The aim of this research is to explore the potential of the DoTA-architecture applied to photon particle
transport in CT imaging. Representing the particle transport in CT image reconstruction as a sequence
and modelling the trajectory of photons through material could open up new possibilities to improve CT
image reconstruction, aiming for higher speeds with increased accuracy.

IR methods used for CT image reconstruction model the x-ray trajectories from the x-ray source to
a detector, which are acquired at several angles and combined into a projection data set called a
sinogram. Transforming this sinogram into an image representation is called the forward projection
(FP). The transformation from the image back to the sinogram is called a backprojection (BP). Both
FP and BP steps are implemented in IR algorithms. Forward projections produced with Monte Carlo
(MC)-based methods are highly accurate but require large computation times. Most conventional IR
methods implement raytracing techniques which are based on a simplified model of the x-ray physics
and are much faster than MCmethods. These methods approximate the x-ray beam to include a single
energy, despite the beam containing a distribution of multiple energies. This results in artifacts related
to beam-hardening or scattering which require removal with additional processing. Due to this, as well
as the number of iterations needed to converge to a satisfactory image reconstruction, the reconstruc-
tion speed of these methods remains unsatisfactory.

A neural network modelling the x-ray photon particle transport could be beneficial in the prediction
of forward projections with the accuracy of Monte Carlo methods, needing a fraction of the compu-
tation time. In recent years, the Transformer architecture has revolutionized the deep learning field,
enabling fast networks with long-range dependencies through the use of self-attention and paralleliza-
tion. Representing the particle transport in CT imaging as a sequence, modelling the trajectory of
photons through material could open up new possibilities to improve CT image reconstruction.
This thesis project aims to find out whether the successful results of DoTA and iDoTA in dose calcula-
tions translate to the modelling of forward projections in CT as well. A model is created based on the
DoTA-architecture, which is trained on MC data to predict a forward projection from 2D CT image input.

The research goal of this thesis project can be summarised into the following research question:

How suitable is a Transformer-based neural network for modelling photon transport in
CT imaging?

This research question can be divided into several sub-questions:

1. What should the data set that is needed to train the network look like?

2. What kind of network architecture and which hyperparameters will result in optimal
predictions?

3. How can this model be used to improve the image reconstruction process?

This thesis report will start with a general background theory on CT and Deep Learning in chapters
2 and 3. Next, the methods used to answer the research questions are discussed in chapter 4. The
results are presented in chapter 5 and discussed in chapter 6. Finally, conclusions are drawn from the
presented results and recommendations for future work are given in chapter 7.





2
Basics of Computed Tomography

This chapter provides a background on the principles of computed tomography, focusing on the con-
cepts related to this research project. A general overview of CT image reconstruction is given, before
focusing on concepts related to the propagation of x-ray particles including physical processes related
to attenuation and the appearance of artefacts. This is followed by a description of iterative reconstruc-
tion (IR) methods used in practice and the models that are used to represent the propagation of the
x-ray beam.

2.1. X-ray physics
Computed tomography uses the transmission of penetrating electromagnetic waves known as x-rays
to re- construct detailed internal images of the human body. While travelling through a material, an
x-ray beam loses intensity depending on the specific materials it encounters. Because of this, the
measured intensity of the beam exiting the body contains information about the internal structure of the
patient. Collecting x-ray projection measurements from multiple angles enables the reconstruction of
slices (tomographs) of the human body.

Undoubtedly, x-ray physics is a fundamental concept that lays the basis of CT image reconstruction.
Knowledge of the way in which particle physics influences the transport of the x-ray beam is crucial
in the understanding of other principles behind CT image reconstruction. X-rays are penetrating elec-
tromagnetic waves containing much higher frequencies than visible light. They are a form of ionizing
radiation, which is a form of radiation that contains enough energy to eject an electron from an atom,
resulting in a free electron and an ion. These particles can induce damage by disrupting molecular
bonds in molecules, which is the reason that ionizing radiation is harmful to biological tissue.

This section describes the basic concepts of x-ray physics and the way in which they influence the
CT image reconstruction process. Paragraph 2.1.1 describes the generation of x-rays and their dis-
tinguishing features, followed by a description of x-ray interactions within materials in 2.1.2 and x-ray
beam attenuation, which is the underlying concept of CT reconstruction, in paragraph 2.1.3.

2.1.1. Generation of x-rays
X-rays are distinguished from other ionizing radiation such as gamma rays by their source. While
gamma rays are created by the nucleus of radioactive particles, x-rays are created by two different
processes that occur when high-velocity electrons hit a metal target:

• Characteristic x-ray radiation: the energy transfer from the high velocity electrons eject elec-
trons in the target atoms. The resulting vacancies are filled by electrons from higher energy levels,
creating a net energy loss resulting in the emission of x-ray photons with an energy equal to this
energy difference. The term characteristic originates from this energy difference, as the value of
the energy difference is characteristic for different atoms.

5



6 2. Basics of Computed Tomography

Figure 2.1: Spectrum of an x-ray beam for different energies using a tungsten anode material. The shape of the spectrum
results from the continious spectrum of the bremsstrahlung and the sharp peaks of the characteristic x-rays. Figure from [52].

• Bremsstrahlung: this radiation comes from the interaction of a high-energy electron with the
nucleus of an atom. The positive charge of the nucleus attracts the electron, bending its path.
The electron loses kinetic energy which is converted into a photon which is what makes up the
bremsstrahlung radiation, named after the German word for braking.

The source that is used to generate x-ray photons in CT consists of a vacuum tube with a glass cathode
and solid metal anode. The cathode is heated, producing electrons which are accelerated by the tube
voltage difference between the negative cathode and the positive anode. After hitting the anode, the x-
ray photons are produced with characteristic and bremsstrahlung radiation, the latter of which makes up
the main part of the x-ray beam. The energy spectrum is different for both types. The bremsstrahlung
specturm is a continuous spectrum with its highest energy equal to the source potential, although the
produced x-rays are much more likely to have lower energies. The spectrum of the characteristic x-rays
consists of peaks corresponding to the specific target material. The shape of the combined spectrum
produced by the x-ray source is shown in Figure 2.1, which displays the x-ray spectra for different values
of the source potential. X-rays with lower energies are absorbed by the source material, resulting in
the spectrum being reduced to zero.

2.1.2. X-ray interactions with materials
The photons that have been produced by the x-ray source penetrate the target material where they
undergo different types of physical interactions which influence their trajectory and as a result the ac-
quired projection data. The two main types of interactions that are important for x-ray imaging are as
follows:

• Photoelectric effect: an x-ray photon interacts with an electron in the material, ejecting it from its
orbit. The energy of the x-ray photon is absorbed fully by this electron, giving it a kinetic energy
of

𝐸𝑒− = ℎ𝑣 − 𝐸𝐵 , (2.1)

where 𝐸𝐵 is the binding energy of the ejected electron. Characteristic radiation is produced due
to the filling of the vacancy left by the electron. These free electrons can have detrimental effects
on biological tissue due to its ionizing nature. The photoelectric effect is illustrated in Figure 2.2a.

• Compton scattering: an x-ray photon ejects an electron in the outer shell of an atom which
creates a new electron called a Compton electron. The photon loses energy to this electron and
changes direction. The energy of the Compton electron is given by

ℎ𝑣′ = ℎ𝑣
1 + (1 − 𝑐𝑜𝑠𝜃)ℎ𝑣/(𝑚0𝑐2)

, (2.2)
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where 𝑚0𝑐2 = 511𝑘𝑒𝑉 is the energy corresponding to the rest mass 𝑚0 of an electron and 𝜃 is
the angle by which the photon is scattered. The concept of Compton scattering is illustrated in
Figure 2.2b.

Figure 2.2: In the photoelectric effect (a), an electron is ejected by an x-ray photon which converts the photon’s energy into
kinetic energy. In Compton scattering (b), an x-ray photon hits an atom, creating a new electron (Compton electron). Due to the
loss of energy to this new electron, the photon experiences a change in direction. Figure from [59].

2.1.3. X-ray beam attenuation
While propagating through the human body the x-ray beam , the x-ray beam experiences a decrease in
intensity due to the different types of particle interactions, which is called attenuation. When the x-ray
beam exits the body, its intensity distribution will have changed due to these attenuation differences.
Since the attenuation correlates with types of materials the detected projections can be used to recon-
struct an internal image of the body, which requires an understanding of the attenuation mechanisms
of the x-ray beam.

The intensity of an x-ray beam is determined by the amount of energy of the photons that is produced
each second per unit area. For a monochromatic x-ray beam containing photons with only one energy,
the intensity is given by

𝐼 = 𝐸𝜙, (2.3)

where 𝐸 = ℎ𝑣, which is the energy of each photon in a monoenergetic beam,and 𝜙 is the energy
fluence rate given by

𝜙 = 𝑁
𝐴Δ𝑡 , (2.4)

where 𝑁 is the number of photons, 𝐴 the unit area and Δ𝑡 the time interval of the measurement.
As the x-ray beam propagates through tissue, the intensity decreases. The amount of attenuation
depends on the linear attenuation coefficient 𝜇 of the material, which determines the amount of photons
that are absorbed or deflected per unit length due to the interactions described in paragraph 2.1.2. The
value of 𝜇 is determined by the energy of the x-ray beam and the material through which it propagates.
For a monochromatic x-ray beam that starts with intensity 𝐼0, the decreased intensity after travelling a
distance 𝑥 through a material with a linear attenuation coefficient 𝜇 can be described with Equation 2.5:

𝐼𝑥 = 𝐼0 ⋅ 𝑒−𝜇𝑥𝑑𝑥 (2.5)

The x-ray beams used in medical imaging are polychromatic, which means that they contain x-rays of
multiple different energies. On top of this, biological tissue is heterogeneous in nature which means
that it contains several different materials which cannot be described with the same value for 𝜇. Be-
cause of this, equation 2.5 cannot be used to describe the intensity in a realistic setting. Equation 2.6
describes the intensity 𝐼𝑥 for a polyenergetic beam, which is essentially the sum of the integrals as
described in Equation 2.5 for each energy 𝐸 in the x-ray beam and each 𝜇 in the material along with
the corresponding path length 𝑥.

𝐼𝑥 = 𝐼0(𝐸) ⋅ ∫
𝐸
𝑒−∫𝑥 𝜇(𝑥,𝐸)𝑑𝑥𝑑𝐸, (2.6)
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To solve this equation, the polychromatic x-ray beam is approximated as a monochromatic beam with
effective energy 𝐸𝑒𝑓𝑓, which is the energy at which the monochromatic beam produces similar mea-
surements as the polychromatic beam. This way, the intensity measurement can be written as:

𝐼 = 𝐼0 ⋅ 𝑒−∫𝑥 𝜇(𝑥;𝐸𝑒𝑓𝑓)𝑑𝑥 , (2.7)

in which 𝐼𝑥 is the measured intensity and 𝐼0 is the reference intensity, which is the measured intensity
without an object between the source and scanner. This equation expresses the measured intensity
as a line integral of the linear attenuation coefficient for the effective energy of the x-ray beam. This is
one of the main concepts used in the formation of a CT image, which is explained in paragraph 2.1.4.

2.1.4. 2D image reconstruction

The line integral from Equation 2.7 can be rearranged into Equation 2.8, which gives the projection
measurement 𝑔𝑑 as an integral over the attenuation coefficients in the volume at the effective energy
𝐸𝑒𝑓𝑓.

𝑔𝑑 = −𝑙𝑛( 𝐼𝐼0
) = ∫

𝑥

0
𝜇(𝑥; 𝐸𝑒𝑓𝑓)𝑑𝑥 (2.8)

To reconstruct an image using Equation 2.8, the reference intensity 𝐼0 must be known. It can be deter-
mined with a calibration measurement of the detector, in which no object is placed between the source
and detector.

Differences in hardware between CT systems such as the type of x-ray source or detector often re-
sults in different reconstructed values for 𝜇. To accurately compare reconstructed images from different
CT scanners, the reconstructed attenuation values are transformed into CT numbers ℎ, expressed in
Hounsfield Units (HU), using Equation 2.9:

ℎ = 1000 × 𝜇 − 𝜇𝑤𝑎𝑡𝑒𝑟𝜇𝑤𝑎𝑡𝑒𝑟
(2.9)

For water, ℎ = 0 𝐻𝑈 and for air, which has a value of 𝜇 = 0, the value of the CT number is ℎ =
−1000 𝐻𝑈. For the human body, the largest CT numbers are found in bones, which have a CT number
that is usually around ℎ ≈ 1000 𝐻𝑈.

Figure 2.3a illustrates this concept for a fan-beam CT (FBCT) system which uses a linear detector
array. The source emits a fan-shaped x-ray beam and is placed opposite of a curved detector. During
image acquisition, the system is rotated which enables it to take projection measurements of the ob-
ject over the entire 360∘ range. The CT system displayed in Figure 2.3b is a cone-beam CT (CBCT)
system which uses a flat 2D detector array to obtain projection images for each angle, requiring only
one rotation around the patient to obtain projection data for 3D image reconstruction. This paragraph
will explain the concept of CT image formation in 2D, which serves as a simplified representation of the
more complex 3D reconstruction process.
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Figure 2.3: An illustration of two types of CT system. (a) A fan-beam CT (FBCT) system which uses a linear detector array. The
source emits a fan-shaped beam and is placed opposite to the detector. During data acquisition, the system rotates to obtain
projection data over the entire 360∘ range and reconstruct a slice of the volume. (b) A cone-beam CT (CBCT) system (b) which
uses a flat 2D detector panel, requiring only one rotation to reconstruct a 3D volume. Figure from [42].

After acquiring the projection measurements for all angles, they are arranged in a 2D array called a
sinogram, illustrated in Figure 2.4. The acquired sinogram data does not yet look like an image. To
obtain a representative image from this sinogram, it has to be reconstructed into an image. An intuitive
way to do this is with backprojection: each projection is ’smeared back’ across the image plane with
the same angle it was acquired. Doing this for all angles results in a blurry 2D image representation of
the imaged object, as shown in figure 2.5.

(a) Object (b) Sinogram

Figure 2.4: An object (a) and the corresponding sinogram (b), which is a collection of projection measurements from several
projection angles.The horizontal axis represents the length 𝑙 of the detector and the vertical axis represents the angle 𝜃 from
which the projections were acquired. Figure from [52].

Figure 2.5: A depiction of the concept of backprojection (BP). The acquired projection data is ’smeared’ back along its corre-
sponding angle. (A) shows the original object. (B) shows a BP for one angle and (C) to (G) show the BP for an increasing amount
of angles. With enough repetitions, a blurred depiction of the imaged object arises as displayed in (G). Figure from [50].
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The quality of the image reconstructed with a backprojection is insufficient for practical use, as shown in
Figure 2.5. To improve the image quality, the first CT scans in clinical practice used filtered backprojec-
tion (FBP) to construct the images. It applies a high-pass filter before performing the backprojection,
which significantly reduces the amount of blurring in the reconstructed image. FBP has a short re-
construction time and creates high quality images, which is why it has been the industry standard for
decades. However, FBP does not allow any modelling of the physical emission processes, making it
hard to eliminate noise and artifacts. The image quality of FBP also significantly reduces with lower
dose, which is undesirable as the dose should be kept as low as possible to minimize the impact on the
patient’s health. Several types of iterative reconstructions (IR) methods have been developed and have
shown to significantly improve upon the appearance of noise and artifacts compared to conventional
FBP [65].

2.2. Imaging artifacts
Various factors have an impact on the projection data obtained from the detector. Effects that are not
accounted for in the reconstruction process give rise to artifacts in the image, degrading the image
quality. Their effect on the reconstructed image varies from mild degradation of the image to rendering
it completely useless. They can be divided into physics-based artifacts, patient-based artifacts and
hardware-based artifacts [8]. This paragraph primarily focuses on the physics-based artifacts, which
have the greatest potential for improvement by the forward projection network proposed in this research
project, as the aim is to incorporate these processes in the forward projection model.

Frequently occurring artifacts in CT are beam hardening artifacts, which arise due to the approximation
of the polychromatic X-ray beam as a monochromatic beam with effective energy 𝐸𝑒𝑓𝑓. These artifacts
arise because themean energy of the polychromatic X-ray beam increases as it propagates through the
volume due to the lower-energy X-ray photons being absorbed more rapidly than high-energy photons.
This is called the ’hardening’ of the X-ray beam. This can produce cupping and streaking artifacts.
Cupping artifacts are best seen with a uniform cylindrical phantom. The middle of the phantom will
cause more beam-hardening compared to the sides, as the beam passes through more material. This
changes the rate of attenuation, resulting in a relatively higher intensity being detected. Without beam-
hardening correction, the reconstructed image will show a ’cupped’ shape, illustrated in Figures 2.6a
and 2.6b.

Other beam-hardening artifacts include streaks and dark bands, which typically occur between two
dense objects. If the beam passes through only one of the objects at a certain angle, it is hardened
differently than when it passes through both objects at other angles. These effects most often occur in
bony regions or when using a contrast medium. An example of streaking artifacts due to beam hard-
ening is shown in Figure 2.6c.

Artifacts caused by certain aspects of the patient or system geometry may occur as well. Figure 2.7a
displays two types of aliasing artifacts that arise when an image is reconstructed with undersampled
data. When an insufficient amount of projection angles is used, View aliasing occurs which presents as
fine stripes at the edges of dense objects. Ray aliasing is caused by undersampling of the projection
itself, and is expressed as stripes that appear close to the edges of dense objects. Motion artifacts,
displayed in Figure 2.7b are caused by patient motion result in misregistration in the reconstruction
process, resulting in shading and streaking artifacts. An example due the scanner geometry is the
ring artifact, shown in Figure 2.7c. A misaligned or failed detector used in a rotating system creates a
circular artifact, as the center of the detected projections are not aligned.

2.3. Iterative Reconstruction
This section will give a brief overview of iterative reconstruction methods used in CT imaging. First, the
general concept of iterative reconstruction (IR) methods is explained, describing their improvements
regarding image quality and dose reduction compared to FBP. Model-based IR (MBIR) is introduced
along with the improvements of performance and the challenges they come with. This is followed by
a more in-depth explanation of raytracing methods, which are commonly used within MBIR algorihtms
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(a) (b) (c)

Figure 2.6: Examples of beam hardening artifacts. (a) A projection for a situation with and without beam hardening. The x-
ray beam experiences more beam hardening in the center due to the larger amount of material in its path, which changes the
detected profile. (b) Cupping artifact resulting from the distorted projections due to beam hardening. The line signal represents
the detector response.The object gets assigned lower HU values closer to the center of the object, resulting in a ’cupped’ intensity
profile. (c) Streaking between two dense objects due to beam hardening. When the beam propagates through only one of the
objects at certain angles, it experiences a different amount of beam hardening than if it passes through both objects at other
angles, resulting in streaks or dark bands in the image. Figures from [8].

(a) (b) (c)

Figure 2.7: (a) An image containing two types of aliasing artifacts caused by undersampling. View aliasing due to an insufficient
number of angles, visible as fine stripes at a distance of the edges of dense objects and Ray aliasing due to undersampling of
the projection, appearing as stripes close to the edges of dense objects. (b) Depicts artifacts due to patient motion interfering
with the reconstruction process This causes shading and streaking the image due to the misregistration of the projected values.
(c) A ring artifact, caused by a misaligned or defect detector resulting in rings in the reconstructed image. Figures from [8].
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to perform the forward projection step. The next paragraph presents the Simultaneous Iterative Re-
construction Technique (SIRT), which is a model-based iterative reconstruction (MBIR) method that is
used in paragraph 4.4.2 to evaluate the results of this project.

2.3.1. Iterative Reconstruction
In 2009, the first IR method was introduced in clinical practice and several followed in the years after
that [68]. Figure 2.8 compares the concept of FBP to Hybrid IR and Model-Based IR (MBIR), which are
two categories of IR methods. Hybrid-IR, also called statistical IR, uses statistical iterative methods to
reduce noise in the sinogram and image data separately, before and after the backprojection step [65].
They have shown great improvements in image quality compared to FBP, allowing significant dose
reductions. A main challenge in these methods is the contrast-dependent spatial resolution, which de-
grades much more rapidly with lower dose compared to FBP, in which the spatial resolution is similar in
all regions of the image [38]. Especially with large dose reductions, the detection of low-contrast tissue
degrades ([29],[7]), sometimes rendering them invisible.
The performance of IR on low-noise regions can be improved with the use of more accurate modelling
of the x-ray physics and CT system geometry. This is done by MBIR methods which perform BP as
well as FP operations. A forward projection reconstructs a sinogram from CT image data by modelling
the detector response resulting from the x-ray beam propagating through the medium. To calculate
these forward projections, MBIR algorithms use varying methods to model the physical processes and
CT system geometry. An MBIR reconstruction starts with an initial guess of the image, after which a
forward projection is carried out to calculate what the raw data would look like if the initial image were
correct. Next, the artificial raw data and true raw data are compared and the image is updated. These
steps are repeated until the true and artificial raw data are similar enough [65].

IR algorithms have been reported to reduce radiation dose for a CT image with 23 to 76% [67] while
retaining image quality, with MBIR enabling the largest decrease in radiation dose [66]. However, the
implementation of these nonlinear models results in an increased computation time which makes them
time consuming and difficult to use in clinical practice.

Figure 2.8: An illustration of the concepts of filtered backprojection (FBP), hybrid iterative reconstruction (IR) and model-based
IR. In FBP, an image is reconstructed by applying a high-pass filter to the projection data, followed by a backprojection. Hybrid
IR methods apply iterative methods to reduce noise and artifacts in the projection or image data separately. Model-based IR
methods iteratively perform forward- and backprojections in which they implement physics-based models. Figure from [65].

2.3.2. Projection operators
The key parts of IR methods are the algorithms that perform the forward- and backprojections. An FP
reconstructs a sinogram from CT image data by modelling the detector response resulting from the
x-ray beam propagating through the medium. This section will focus on methods to implement the FP
operation, although most techniques that are used for the FP operation are applicable to BP operations
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as well. There are various methods that can be used to perform forward projections. Monte Carlo (MC)
methods use physics-based models to simulate each individual particle trajectory, creating a projection
with high accuracy. Unfortunately, these methods are very time- and computationally intensive and are
not a viable option for use in practice. Analytical forward projectors based on the Fourier transform are
much faster as they use single mathematical operations, but they do not incorporate physical effects
very well, producing a lower quality reconstruction.
Most forward projection methods used in practice are raytracing methods which rely on numerical inte-
gration. Commonly used types are ray-driven and pixel-driven methods [3], illustrated in Figures 2.9a
and 2.9b. Pixel-driven methods trace a line starting from the X-ray source through each pixel center,
ending in the detector. The two detector cells that surround the endpoint of the ray are assigned the
pixel value with a weighting determined by a linear interpolation. The ray-driven methods trace a ray
from the source to the detector as well but this time the ray ends in the center of each detector pixel.
Intersection points in the pixels are computed using the Siddon algorithm [55] and the value of the
detector cell is the sum of the encountered pixels, weighted according to their ray path length.
Another raytracing method, called Joseph’s method [27], is illustrated in Figure 2.9c. This methods
measures straight line integrals, approximating the integral as a summation in 𝑥 or 𝑦, depending on the
projection angle. The linear interpolation is performed along the other axis. The type of forward projec-
tor influences the final result and which method to use depends on the type of image reconstruction,
computational resources and other requirements. The raytracing algorithm that is used in this project
[45] and described in section 4.4 implements Joseph’s method, which provides a trade-off between
image quality and computational expense [22].

(a) Pixel-driven approach. Figure from [3]. (b) Ray-driven approach. Figure. from [3]. (c) Joseph’s method. Figure from [22].

Figure 2.9: Illustration of different forward projection methods. (a) Pixel-driven methods trace a line from the X-ray source
through each pixel center, ending in the detector. The two detector cells that surround the endpoint of the ray are assigned the
pixel value with a weighting determined by a linear interpolation. (b) Ray-driven methods trace a ray from the source to the
detector as well but this time the ray ends in the center of each detector pixel. Intersection points in the pixels are computed
using the Siddon algorithm [55] and the value of the detector cell is the sum of the encountered pixels, weighted according to
their ray path length. (c) Joseph’s method measures straight line integrals, approximating the integral as a summation in 𝑥 or 𝑦,
depending on the projection angle. The linear interpolation is performed along the other axis.

2.3.3. Simultaneous Iterative Reconstruction Technique
This Simultaneous Iterative Reconstruction Technique (SIRT) algorihtm is a MBIRmethod which recon-
structs an image using algebraic methods, performing operations simultaneously on all pixels instead
of one pixel at a time, which is used by other methods [34]. In SIRT, the image reconstruction process
is represented as a system of linear equations as shown in Equation 2.10:

𝐴𝑥 = 𝑏 (2.10)

where 𝐴 is the systemmatrix, which represents the forward projection process, 𝑥 is the image and 𝑏 the
sinogram. Each row in the system matrix 𝐴 contains weights that describe the sum of the encountered
pixels for single ray. The transposed system matrix 𝐴𝑇 describes which pixels are hit by a ray and can
be used to perform a backprojection. SIRT iterates between forward and backprojections, updating the
image using Equation 2.11:

𝑋𝑡+1 = 𝑥𝑡 + 𝐶𝐴𝑇𝑅(𝑏 − 𝐴𝑥(𝑡)) (2.11)
where 𝐶 and 𝑅 are diagonal matrices containing the inverse of the sum of the columns and rows of the
system matrix, which compensate for the number of rays that hit each pixel and the number of pixels
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that are hit by each ray and 𝑡 is the number of the iteration.

The iterative process starts with an initial estimate of the reconstructed image 𝑋0=0. The steps in
each iteration are as follows:

• The current image reconstruction 𝑥(𝑡) is forward projected with 𝐴𝑥(𝑡)

• This is subtracted from the original projections: 𝑏 − 𝐴𝑥(𝑡)

• The difference is backprojected, multiplying it with 𝐴𝑇 and the correction factors 𝐶 and 𝑅, resulting
in 𝐶𝐴𝑇𝑅(𝑏 − 𝐴𝑥(𝑡))

• This term is added to the current reconstruction which results in Equation 2.11: 𝑋𝑡+1 = 𝑥𝑡 +
𝐶𝐴𝑇𝑅(𝑏 − 𝐴𝑥(𝑡))

This process is repeated until a sufficient image quality is reached and the model has converged to an
optimal reconstruction.

Both the FP and BP operators used in the SIRT algorithm are often raytracing operators as described
in paragraph 2.3.2. While FP operations compute a projection from an image representation, BP op-
erations transform the projections into images. The operators can be either matched or unmatched.
Projection operators are considered matched when they perform the same operations, but in reverse
order. Matched projection pairs are not required to make the SIRT algorithm converge. Their is no
consensus on whether to use either matched or unmatched projection pairs in IR algorithms [73]. Un-
matched projection pairs have shown to result in both better [21] and worse [3] performance compared
to matched projection pairs.



3
Deep Learning

In the last decade, deep learning (DL) has created a world of possibilities in many fields. While it is
mostly known for its applications in language processing or image and speech recognition, its possi-
bilities reach much further. Some examples of real-life applications include document generation [44],
fraud detection [43] and driverless cars [5] . In the medical field deep learning has also been applied
in several ways including cancer cell classification [72], organ segmentation [54], disease diagnosis [1]
and drug discovery [41].
DL applications in CT image reconstruction focus mostly on image pre- and postprocessing, removing
noise and artifacts from raw data or reconstructed images, allowing dose reductions between 30% and
71% compared to hybrid IR methods [31]. This chapter will explain the deep learning concepts related
to this research project. First, a basic overview is given of the fundamental concepts behind deep
learning. This is followed by a section on sequence processing networks, including convolutional neu-
ral networks and the Transformer architecture that forms the basis of the deep learning model proposed
in this thesis.

3.1. Basic DL concepts
Deep learning is a specialized subset of machine learning, a type of artificial intelligence focused on
creating methods that allowmachines to ’learn’ from data by identifying patterns andmaking predictions
for several types of tasks. They can be categorized into three main types: supervised, unsupervised
and reinforcement learning. In supervised learning, a model is trained on labeled data with a known
output. On the other hand, unsupervised learning does not use labelled data and aims to make the
network learn patterns and structure in the data. In reinforcement learning, the model learns by receiv-
ing feedback on its output and adjusting its weights accordingly.

Compared to other machine learning algorithms, deep learning networks are more complex and do
not need structured data. They are inspired by biological neural networks, containing multiple nodes
called neurons which can transmit signals to each other like synapses between neurons in human
brains. Using a sufficient amount of data, neural networks ’learn’ using the concept of backpropaga-
tion, in which the network output is compared to the desired output. The difference between the actual
output and the desired output is called the loss and is backpropagated through the network to adjust the
weights and biases of the neurons. With enough repetitions, the accuracy of the predictions improves
and the network has learned to produce the desired output. Training a neural network requires a sig-
nificant amount of computational power, especially for complex networks and large data sets. When
these resources are available, deep learning networks have shown to achieve incredible performances
in many different areas.

15
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3.1.1. Deep Feedforward Networks
Deep feedforward networks, also called multilayer perceptrons (MLPs), are the first and simplest type
of neural network on which many other networks are based. The network contains neurons that are
organized into several layers. The first layer receives the external data and is called the input layer.
The last layer is the output layer and produces the network predictions. The layers in between are
called hidden layers, of which the number can vary from zero to multiple depending on the complexity
of the network. While the training data specifies the desired output from the output layer, it does not
specify the outputs of the in-between layers. The algorithm learns the optimal parameters of these
layers during the training process, using them to lead to the desired output from the output layer. An
example of an MLP is shown in figure 3.1b.

Figure 3.1: a) An example of a recurrent neural network, in which there are connections between neurons in the same or
previous layers. b) An example of a feed-forward network, the simplest type of neural network. It consists of an input layer, one
or more ’hidden’ layers and an output layer. Figure from [19].

3.1.2. Convolutional Neural Networks
Convolutional neural networks (CNNs) have been extremely succesful in a large variety of applications.
CNNs are networks that use convolution in one or more layers. Using convolution in neural networks
has three main advantages. First, they have sparse connectivity, which reduces the number of pa-
rameters that need to be stored. Secondly, parameter sharing allows the model to use parameters for
more than one function, which reduces the memory requirements of the model. Finally, CNNs have
translational equivariance, which means that a translational change in the input causes an equal trans-
lation in the output.

3.1.3. Sequence Modelling
Certain deep learning networks are especially useful for processing sequential data. The most basic
type of sequence transduction is the recurrent neural network (RNN). In RNNs, there are connections
between neurons in the same or in previous layers. This makes it possible for the network to take
historical information into account, allowing it to process input of any length. An example of an RNN is
shown in figure 3.1a.
RNNs can also be trained to map inputs to outputs with different lengths. This is particularly useful
in applications such as speech recognition or translation. In 2014, Cho et al. [13] and in the same
year Sutskever et al. [58] proposed an encoder-decoder architecture that can be used for this. In this
network, the encoder processes the input sequence and relates it to the context 𝐶. The decoder gen-
erates an output sequence from this context. One shortcoming of the encoder-decoder architecture is
that the output context 𝐶 from the encoder can be so small that it cannot accurately represent a long
sequence. Bahdanau et al. proposed to make 𝐶 a variable length instead of a fixed-length vector.
They also proposed an attention mechanism, which makes the network learn to correlate elements of
𝐶 to certain elements in the output sequence [6].

A problem with traditional RNNs is the vanishing gradient problem. This is when the gradient of the loss
function decreases exponentially with time, making the network less able to learn long-term dependen-
cies. Models that have been proven to be successful in mitigating the vanishing gradient problem are
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gated RNNs. The most prominent examples of this are Long Short-Term Memory (LSTM) networks or
networks that are based on the gated recurrent unit (GRU).
An LSTM network is a type of RNN which introduces input gates and forget gates, allowing the network
to choose whether to memorize or forget certain data. Because of this it is able to hold on to information
for a long time, making the network suitable for learning long-term dependencies. LSTM networks are
especially useful for sequence transduction. They have shown to be successful in several applications,
such as speech- and handwriting recognition or time series prediction. RNNs based on GRUs differ
from LSTM networks in that they have one unit controlling both the forgetting factor and the decision
to update.

3.1.4. Attention
In a recurrent network, an input sequence is processed by an encoder element-by-element after which
the decoder also produces the output sequence element-by-element. An example to illustrate the
problem that may arise is in natural language processing: when a RNN translates a sentence from
one language to another, it will start to generate the first word of the output sentence after its last input
was the last word of the input sentence. The larger the input, the more difficult it becomes for recurrent
networks to ’remember’ enough information to make accurate predictions. With attention, the vanishing
gradient problem can be improved upon. Similar to attention in humans, attention in a neural network
means that not all information is given equal weight. It allows the neural network to selectively focus
on certain elements while ignoring elements that are deemed irrelevant. With sufficient training, the
model learns to assign certain weights to the input, focusing on the elements that are important to the
task at hand. This results in an improved computation time, by avoiding the processing of irrelevant
information.

In the attention mechanism, the model can access all elements of an input sequence at once and
assign weights to each element. This is done by mapping a query 𝑞 and a set of key-value pairs 𝑘𝑖
and 𝑣𝑘𝑖 to each output. The queries represent the current input to the attention mechanism, while the
keys represent the input against which the query is compared. The values are the inputs selected by
the attention mechanism which are used to produce the output. The process is as follows:

• For each query 𝑞 a score 𝑒𝑞,𝑘𝑖 is computed against a set of keys using the dot product of the
query with each key 𝑘𝑖:

𝑒𝑞,𝑘𝑖 = 𝑞 ⋅ 𝑘𝑖 (3.1)

This score value is a measure of the resemblance of the key to the query.

• A softmax operation is applied which generates the weights:

𝛼𝑞,𝑘𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑞,𝑘𝑖) (3.2)

• The total attention is computed with a weighted sum of the value vectors 𝑣𝑘𝑖 , pairing each value
vector with the corresponding key:

𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑞, 𝐾, 𝑉) =∑
𝑖
𝛼𝑞,𝑘𝑖𝑣𝑘𝑖 (3.3)

This network will learn to assign higher weights to values that are most relevant, enabling it to focus on
specific parts of the input.

Because the sequence elements are not processed in order, the network needs another way to reg-
ister the position of each element. This is implemented with positional encoding, in which a positional
embedding is added to the input. The attention mechanism can be used to relate input and output
sequences to each other and is often applied between the encoder and the decoder of a model. On
the other hand, a similar concept called self-attention relates elements of the same sequence to each
other. This enables the model to capture for example the relationship between words in the same sen-
tence.
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3.2. Transformer
In 2017, the Transformer algorithm was proposed [62]. This network does not use recurrence or con-
volutions but relies entirely on this self-attention mechanism. It contains a multi-headed self-attention
(MSA) block in both the encoder and decoder. This block consists of multiple attention layers (heads)
that are performed in parallel, performing the computations in Equations 3.1 to 3.3 simultaneously for
all queries. The resulting weight matrices are concatenated to produce the final result. This allows the
heads to capture different types of information in the input sequence.
With its introduction, the Transformer changed the way that attention is used and can be regarded as
one of the main advances in deep learning in recent years. Many different networks based on the
Transformer have emerged with widespread applications including natural language processing [15],
computer vision [18] and predicting protein structures [28]. Transformer-based models have recently
even brought deep learning to the general public with the introduction of widely accessible text- and
image generation models [44], [12].

The Transformer’s ability to access each element in a sequence at once, combined with the use of
self-attention to relate elements within the same sequence to each other give it the ability to recon-
struct x-ray particle trajectories by relating each element row of the input image to previous elements.
By gathering information about the materials through which the beam has propagated, it is able to
determine an integral representation of the material attenuation coefficients, resulting in an accurate
prediction of the detector response.



4
Methods

This chapter describes the methodology of this thesis project. A general overview of the research setup
is given after which the three main parts of the research project are presented. Section 4.2.1 outlines
the generation and processing of the data used for training the neural network. This is followed by sec-
tion 4.3, which describes the neural network architecture and optimization. Finally, section 4.4 gives
an overview of evaluation process, including the types of input data used to test the neural network’s
performance, other methods which the network is evaluated against as well as qualitative and quanti-
tative evaluation metrics.

4.1. Research setup
The aim of this project is to create a neural network that can model the particle transport of x-ray pho-
tons in CT imaging by predicting a forward projection from a CT input image. Monte Carlo ground truth
data is used to train the network to learn the physical interactions that influence x-ray particle trajec-
tories. This ground truth data is created using a simulated CT system, which generates projections
of several imaging phantoms that represent simplified human tissue in the form of 3D water cylinders
with homogeneous box- and cylindrical-shaped inserts with varying shapes and materials. An x-ray
source projects a fan-shaped beam onto these phantoms which is detected by a flat detector strip. To
simulate a clockwise-rotating detector that acquires projections from different angles, the phantom is
rotated counterclockwise while the CT system remains in place. When combined, these projections
correspond to a 2D cross-section of the phantom, resulting in circular and rectangular shapes in the
reconstructed image. Figure 4.1 illustrates an isometric view and a top view of the simulated setup,
indicating the phantom, the detector, the source 𝑆, the distance from the source to the detector (𝑆𝐷𝐷)
and the distance from the source to the center of the phantom (𝑆𝑂𝐷).

(a)
(b)

Figure 4.1: (a) an isometric view and (b) a top view of the simulated CT system. S indicates the source, SDD the distance
between the source and detector and SOD the distance between the source and the center of the phantom.
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The input to the neural network is a 2D image array that represents the phantom corresponding to the
ground truth projection. The input image is defined as a sequence with each row of the image treated
as a single element. The sequence runs from the x-ray source to the detector array with the top row
of the image as the first element. The sequence then ’moves’ through the phantom, ending at the
last element located at the detector array. This concept is illustrated in figure 4.2. The neural network
implements a Transformer architecture to process this input sequence. It computes the relationship
of each element to all preceding elements, which enables it to learn the physical interactions that in-
fluence x-ray particle trajectories in CT imaging. This approach allows the network to predict forward
projections with Monte Carlo-level accuracy at a fraction of the computational cost.

(a) The 2D input array to the network, in perspective to the
x-ray source and detector array.

(b) The same input array depicted as a sequence of rows

Figure 4.2: An illustration of the process in which the neural network processes CT image data. The input array
is depicted in (a) along with the x-ray source and detector array as a reference of the perspective. This array is
processed by the neural network as a sequence of rows running from the x-ray source to the transformer, illustrated in
(b). Using a Transformer architecture, the neural network computes the relationship of each element to all preceding
elements. This, together with Monte Carlo-based forward projections acting as the ground truth, enables it to learn
the particle transport in CT imaging while accounting for physical interactions associated with the imaging process.

This research project consists of three main parts. The first part involves generating a robust data set
to train the neural network parameters, which includes input CT images with varying geometries and
HU values, as well as ground truth forward projections. The ground truth projections are generated
with Monte Carlo simulations based on the same phantoms used in the input images. The second part
is the development and training of the neural network, which includes optimizing the network through
a hyperparameter search. In the third and final part, the neural network performance is evaluated by
comparing its predictions to the ground truth as well as a conventional raytracing method. The neural
network’s performance within an IR algorithm is assessed to demonstrate its performance regarding
physics-based artifacts compared to the raytracing method. The following paragraphs describe the
methodology of each part in more detail.

4.2. Training data
4.2.1. GATE simulations
The Monte Carlo projection data is generated with the GEANT4 Application for Tomographic Emission
toolkit (GATE) [25], which is a Monte Carlo simulations toolkit for medical physics applications. Using
GATE, an x-ray source that irradiates a detector is simulated and in each detector pixel the deposited
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Figure 4.3: Spectrum of the simulated x-ray beam with a
120 kilovoltage peak (kVp), created from a measurement
without a phantom. The x-axis indicates the energy bins
which range from 0.01 to 0.12MeVwith steps of 0.01MeV.
The y-axis indicates the number of particles detected for
each energy bin.

Table 4.1: The specifications of the source and de-
tector geometry of the simulated CT system, as well
as the spectrum and filtration of the x-ray beam.
The system is based on [30].

CT simulation configuration
Source Detector

Spectrum 120 kVp Height 7 pixels
Diameter 0.5 mm Width 439 pixels
Filtration 10 mm Al Pixel size 1 mm
SDD 1000 mm Pitch 1 mm
SOD 642 mm Pixel thickness 1.4 mm

energy of each individual photon hitting the detector pixel is registered. The simulations are adapted
from [32], in which simulations are based on a fan-beam CT system by Siemens that includes a photon-
counting detector and an energy-integrating detector [30]. For this project, only the energy-integrating
detector is utilized. The CT system geometry, x-ray physics and phantoms are specified in the simu-
lation and used to generate projection data of each phantom. The physics model in the simulations is
based on the emstandard_opt4 list in GATE. The x-ray source has a diameter of 0.5𝑚𝑚 and gen-
erates a fan-shaped polychromatic x-ray beam. The spectrum of the beam is obtained from [51] and
displayed in Figure 4.3. It is based on a tungsten source with with 10 mm Al filtration removing low
energy x-rays from the spectrum and has a 120 kilovoltage peak (kVp). Each simulated projection
contains 109 primary particles and a large range cut of 1.0𝑚𝑚 is used in the simulations, which means
that secondary particles are only produced when their range is expected to exceed this distance. To
reduce computation times, a beam shaper is used which is placed at a distance of 40𝑚𝑚 from the
source, reducing the beam into a rectangular shape and preventing the simulation of particles outside
of the detector range.

The detector is made of GOS scintillation material (𝐺𝑑2𝑂2𝑆) and has a width and height of 439 𝑚𝑚
and 7 𝑚𝑚 respectively. The size of the pixels is 1 mm, the thickness is 1.4 mm and the size between
the centers of two adjacent pixels (pitch) is 1 mm. Contrary to the curved detectors in typical fan-beam
setups, the detector is straight, similar to the flat 2D detectors typically used in CBCT but with a reduced
height. In a real CT system the detector signal is obtained from a photodiode detecting the scintilla-
tion light from the material which lowers the detection efficiency while in the simulation, all particles
that hit the detector are registered. For each pixel the detected energies are summed, resulting in an
energy-integrated detector response. The specifications of the CT system are summarized in table 4.1.

4.2.2. Phantom geometry
Each phantom consists of a water cylinder with varying box- or cylindrical shaped inserts, surrounded
by air. The phantom inserts are made of one of five synthetic materials that have HU values of -800,
-300, 200, 700 and 1200 which all lie within the range of human tissue [9]. Table 4.2 displays the HU
value, density 𝜌 and linear attenuation coefficient 𝜇 of each material, as well as the elemental compo-
sition of the synthetic materials. In the Monte Carlo simulations, the materials are defined with their
elemental composition while in the raytracing methods (described in paragraph 4.4.2) the materials
are defined based on their 𝜇 value. For air and water, the densities are obtained from the standard
material definitions in GATE and 𝜇 is obtained from [71] using 𝐸𝑒𝑓𝑓 = 80 𝑘𝑒𝑉. The value of 𝜇 for
the synthetic materials is calculated with Equation 2.9. The densities and elemental compositions of



22 4. Methods

the synthetic materials have been computed with the Schneider stoichometric calibration method [53].
Table 4.2 shows similar elemental compositions for material 1 and 2. This is due to the HU values
being divided into bins that get assigned the same elemental compositions. According to [53], dividing
the values within these bins into different compositions does not significantly enhance the accuracy of
the elemental weights.
Due to an error in the generation of these compositions, the mass fraction of Sodium is assigned to
Potassium, adding to the original mass fraction of Potassium. This results in minor errors in the material
compositions, which leads to less realistic materials [53]. This is a minor concern, as the aim of this
research is to evaluate the performance of the network on a variety of materials rather than specific or
realistic materials.

Table 4.2: Density (𝜌), HU value and linear attenuation coefficient (𝜇) for the materials that appear in the training data set which
are air, water and the synthetic materials 1 to 5 of which the elemental composition is given as well. The densities and elemental
compositions of the synthetic materials are determined based on their HU values using the Schneider stoichometric calibration
method [53]. For air and water, 𝜌 is obtained from the material definitions in GATE [25] and 𝜇 is obtained from [71]. For the
synthetic materials, 𝜇 is calculated according to equation 2.9

Elemental mass fraction

𝜌
( 𝑚𝑔𝑐𝑚3 )

HU 𝜇
(𝑐𝑚−1) H C N O Mg P S Cl K Ca

Air 1.2900 -1000 2.144e-4
Water 1000.0 0 1.837e-1

Synthetic materials

1 207.15 -800 3.691e-2 0.103 0.105 0.031 0.749 - 0.002 0.003 0.003 0.004 -
2 722.00 -300 1.287e-1 0.103 0.105 0.031 0.749 - 0.002 0.003 0.003 0.004 -
3 1135.5 200 2.204e-1 0.095 0.455 0.025 0.355 0.000 0.021 0.001 0.001 0.002 0.045
4 1431.4 700 3.121e-1 0.066 0.310 0.033 0.394 0.001 0.061 0.002 - 0.001 0.132
5 1727.4 1200 4.039e-1 0.045 0.210 0.039 0.420 0.002 0.088 0.003 - 0.001 0.192

For each phantom, projections are generated for twelve angles ranging from 0 to 330 degrees with
steps of 30 degrees. Instead of rotating the simulated CT system, a separate phantom is generated
for each rotation angle with a rotation in the opposite direction of the supposed CT system rotation.
Due to computational limitations, less than twelve projections were generated for several phantoms.
These projections were included in the data set as the projections are processed separately without
interaction with projection data from other angles.

4.2.3. Data processing
The input samples to the neural network must be 2D arrays representing the imaged phantom at a cer-
tain projection angle. To generate this input, the phantoms described in paragraph 4.2.2 are generated
in Python to obtain a discrete 2D array containing the HU values of the materials. Each pixel in the
image corresponds to a 1 mm distance in the GATE simulation. The number of columns in the array
is equal to the number of detector pixels (439), and the number of rows is 500. The number of rows
between the center of the phantom and the detector is 358, corresponding to the 358 mm distance
between the two in the simulations. The number of pixels between the center of the phantom and the
source is 142, which is a smaller distance than the SOD of 642 mm in the simulation. The removed
area relates to part of the distance that the x-ray beam travels through the air between the source and
the phantom. As the beam in this area has not yet propagated through tissue, the simulated transport
will be nearly identical for all phantoms. Removing the rows corresponding with this distance signifi-
cantly reduces the computation time of the neural network. The distance through the air between the
phantom and the detector is left unchanged, as the particle transport in this area will be different for
each phantom. An example of an input image array is shown in figure 4.4.

The Monte Carlo projection data described in paragraph 4.2.1 provides the energy-integrated response
for every pixel in the detector. As this project focuses on 2D reconstruction, the detector response is
summed along the height containing 7 rows, resulting in a 1D response with the same length as the de-
tector width (439). To create a projection measurement from this data, a measurement of the reference
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intensity 𝐼0 is simulated using the simulation setup without a phantom. To reduce noise, the measure-
ment is carried out using 5 ⋅ 1011 particles after which 𝐼0 is obtained using equation 4.1, in which 𝐼0 is
the scaled reference measurement and 𝐼05𝑒11 the reference measurement for 5 ⋅ 1011 particles. The
data is transformed into a projection measurement 𝑔𝑑 with equation 4.2.

𝐼0 = 𝐼05𝑒11 ⋅
109

5 ⋅ 1011 (4.1)

𝑔𝑑 = −𝑙𝑛(
𝐼𝑑
𝐼0
) (4.2)

An example of a resulting projection measurement is displayed in figure 4.4.
Finally, for both the input and ground truth data the minimum and maximum values over the entire data
set are determined and used to normalize both data sets before being processed by the neural network.
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Figure 4.4: Examples of the training data of the neural network. A Monte Carlo-based projection used as the ground truth (left)
and the corresponding phantom image used as the input (right).

4.2.4. Hardware and software configuration
The simulations were generated on the TU Delft HPC11 (High-Performance Computing) cluster. Each
submitted job utilised one node and projections were generated consecutively. Each projection sim-
ulation was split over ten simultaneously running CPU cores each simulating a tenth of the particle
trajectories, after which the detector responses were summed.

4.3. Neural network
The input image depicting the phantom is processed by the neural network, starting with the convolu-
tional encoder which extracts the most important geometrical features from the input and translates it
into a compressed representation. This is fed into a Transformer encoder that applies a causal self-
attention architecture to associate each element of the sequence to all preceding elements. The last
element, which relates to all other elements, is isolated and processed by a convolutional decoder
which transforms it into the correct output shape. A simplified depiction of the neural network and the
data samples is shown in figure 4.5.
The next paragraphs elaborate on the methods used for the generation of the training data and the
details of the neural network architecture. This is followed by a description of the hyperparameter op-
timization and training of the neural network. Finally, the evaluation process is described including an
explanation of the evaluation metrics and the use of a SIRT reconstruction method using the trained
model.
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Figure 4.5: Simplified overview of the architecture of the neural network. The input image is processed by a convolutional
encoder that extracts geometrical features from the input. The positional data is preserved through embedding after which the
sequence is fed into the transformer encoder, which computes dependencies between the sequence elements. From this output,
the last element is transformed by the convolutional decoder into the correct prediction shape.

4.3.1. Convolutional encoder
The convolutional encoder extracts geometrical features from the input sequence and transforms it
into a sequence of compressed elements called tokens, which are used as input to the Transformer
encoder. The structure of the convolutional encoder is shown in figure 4.6. First, the input sequence is
zero-padded to obtain a sequence of size (500, 440), which is easier to process. Next, the sequence is
processed element-wise by three identical convolutional blocks. These consist of a convolution layer
with 64 channels and a kernel size of 3, a max pooling layer with a stride of 2, a group normalization
layer with 16 groups [70] and a rectified linear activation unit (ReLU). The resulting sequence with
shape (500, 55, 64) is processed by a final convolution layer with 12 channels, a group normalization
layer with 4 groups and a ReLU layer. Next the data is flattened resulting in a sequence of shape
(500, 660). This sequence of tokens is given a learnable positional embedding before being fed into
the Transformer encoder.

Zero Padding

       x 3 
  

Convolution

Max Pooling

Group Normalization +
ReLU

Convolution

Flatten

Output tokens
(500, 660)

Group Normalization +
ReLU

(500, 55, 12)

Input CT
(500, 439)

Figure 4.6: Architecture of the convolutional encoder. The zero-padded input is processed by multiple convolution blocks con-
taining convolutional, maxpooling, group normalization and ReLU layers. The encoder extracts geometrical features and trans-
forms the input into a compressed sequence which is flattened to form the sequence of tokens that, after positional embedding,
are used as input to the Transformer encoder.

4.3.2. Transformer encoder
The tokens resulting from the convolutional encoder are processed by the Transformer encoder, which
captures the causal relationship between the input tokens. The Transformer encoder is illustrated in
figure 4.7. First, the input tokens pass through a layer normalization layer [4] before being processed
by a MSA block containing 32 heads. By applying a causal mask to the MSA layer, each token will only
be influenced by its preceding tokens. The MSA layer has a dropout rate of 0.2 and a Gaussian Error
Linear Unit (GELU) activation [24]. After this the input passes through a multilayer perceptron (MLP)
block consisting of two instances of a dense layer followed by a dropout layer. A residual connection is
applied after each block, connecting the output from one block to the input from the next block without
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being processed. The output of the Transformer encoder has the same shape as the input (500, 660)
and is fed into the convolutional decoder to be reconstructed into the final projection.

Figure 4.7: Architecture of the Transformer encoder. The input tokens go through a layer normalization layer and a multi-
head self-attention (MSA) block which computes the causal relationship between the tokens. This is followed by another layer
normalization layer and a multilayer perceptron (MLP) block. Residual connections are applied after each block.

4.3.3. Convolutional decoder
The tokens resulting from the Transformer encoder are processed by a convolutional decoder which
transforms the compressed tokens into the final output shape. Because the Transformer uses a causal
MSA block, the last element contains information related to all other elements. Because of this, only the
last element is extracted from the sequence and processed by the convolutional decoder, which has
an architecture that resembles the reverse of the convolutional encoder architecture, only performing
operations on the last element. The architecture is illustrated in figure 4.8.
First, the flattened input is reshaped to 2D, after which the last element is extracted. Next are three
convolution blocks that are identical to the convolution blocks in the convolutional encoder, except with
upsampling layers instead of maxpooling layers. This is followed by a final convolution layer and a
layer which removes the last element of the sequence to obtain the original input length, resulting in
the final prediction.

Figure 4.8: Architecture of the convolutional decoder. The flattened input is reshaped to 2D after which the last element is
extracted. The element is processed by multiple convolution blocks containing convolutional, upsampling, group normalization
and ReLU layers, resulting in the final output prediction.

4.3.4. Hyperparameter optimization
To optimize the performance of the neural network, various network architectures are tested to obtain
the best performing model. While it would be ideal to explore all possible configurations, the computa-
tional power required to accomplish this is too extensive. Instead, a hyperparameter search in which
all possible combinations of a small number of parameters are tested. The hyperparameters that were
tuned are displayed in Table 4.3 along with the values that were used in the grid search.
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Table 4.3: Hyperparameters that were optimized in a grid search. 𝐾 is the number of filters in the last convolution layer of the
convolutional encoder, 𝑁𝐻 is the number of heads in the Transformer blocks and 𝑁𝑇 is the number of Transformer blocks. The
grid search is carried out using every possible combination of the displayed parameter values.

Hyperparameter Value (#)
𝐾 8 12
𝑁𝐻 16 32
𝑁𝑇 1 2

The model configurations in the grid search are evaluated on a test data set containing 1320 samples.
The best performing model is trained with a data set containing 38, 381 samples and a learning rate
that decays when the training reaches a plateau, combined with restarting the learning rate to a higher
value when the training shows insufficient improvement [17].

4.3.5. Hardware and software configuration
The neural network was was built in Python using Tensorflow 2.6 [61]. Training was performed using
GPU resources of DelftBlue Supercomputer, provided by the Delft High Performance Computing Centre
(DHPC) [14].

4.4. Evaluation
The performance of the Transformer model is evaluated by comparing its predictions to conventional
raytracing projections performed on GPU hardware (Nvidia GeForce GTX 1070Ti). The individual pro-
jections of both networks are compared using the MC ground truth data as a baseline. Additionally,
the Transformer model is implemented within a SIRT algorithm to assess its performance within an IR
method. A SIRT algorithm that uses a conventional raytracing FP operator is used for comparison,
as well as a Two-Angle Convolution (TAC) network. This network produces forward projections, using
raytracing projections at right angles as input rather than phantom images. Both the individual projec-
tions and the image reconstructions are evaluated based on their average error, prediction speed and
presence of physics-based artifacts.

Besides this, projections of the Transformer model and raytracer are compared to low-noise ground
truth data as well. The aim of this comparison is to display the MC projection with a higher resolution
which better visualizes the underlying structures of the input phantom. This way, small details and
errors in the Transformer and raytracer projections can be distinguished from each other. These low-
noise MC projections are not used to compare the Transformer and the raytracer to each other, as the
Transformer has not been trained with the same level of noise as in the low-noise MC projections which
makes it unable to learn from smaller details.

To evaluate how well the Transformer model is able to generalize, it is tested on a data set that contains
several types of input data which are not included in the training data set. Besides giving an indication
of the generalizability of the model, it may also reveal potential biases in the network due to insuffi-
ciently robust training data.

The individual data sets are described in more detail in paragraph 4.4.1 and the algorithms used in
the SIRT comparison are described in paragraph 4.4.2. Finally, paragraph 4.4.3 describes which met-
rics are used in the evaluation of the various results.

4.4.1. Evaluation data sets
This paragraph describes the different types of data sets used for evaluation. Each of these data sets
contain only unseen samples, which means that they are not included in the training data of the model.

• Conventional phantoms This data set contains 4359 samples, generated in the same way as
the training data. These results are compared to raytracing and MC projections on the same data
set using the measures described in paragraph 4.4.3.
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• Low-noise MC ground truth This data set contains twelve unseen input samples generated in
the same way as the training data, compared to raytracing projections as well as MC projections
that are generated with ten times as much primary particles as the MC training data, reducing the
amount of noise in the MC data. This allows for a better visualization of the underlying structures
of the phantom, as high noise levels in the MC projections could make it difficult to distinguish the
actual signal from noise. However, it should be kept in mind that the model should not be directly
compared to the raytracing or MC data using this ground truth data, as it has not been trained on
data with the same level of accuracy. Because of this, the Transformer network has not had the
oppurtunity to learn smaller details in the data.

• Atypical phantoms Four different phantoms with unseen types of geometries and intensity dis-
tributions are used to assess the robustness of the model. This includes a phantom with a hexag-
onal and ellipsoidal insert, a phantom with a box-shape water surrounding instead of the usual
cylinder shape, a phantom without a surrounding water phantom and a phantom that is created
from an actual chest CT image, processed to have the same HU value range and cylindrical
shape as the training phantoms. The HU value distribution is different than that of the training
phantoms, as it contains considerably more unique values than the training data. The atypical
phantoms used for testing are displayed in figure 4.9. In these comparisons, no MC ground truth
projections are used due to computational limitations. Instead, the raytracing projections give a
general indication of the supposed shape of the projections. Despite the fact that these raytracing
projections are less accurate than MC projections, using them to compare the Transformer pro-
jections regarding these atypical phantoms may provide a general indication on the robustness
of the model.

(a) (b) (c) (d)

Figure 4.9: Phantoms used to evaluate the robustness of the neural network. The phantoms each contain an aspect that does
not appear in the training data. One phantom is included that does not possess a water cylinder surrounding the phantom inserts
(a), one phantom contains a hexagonal and ellipsoidal insert, which are unseen types of geometries (b), one phantom consists
of a box-shaped water phantom surrounding the phantom inserts as opposed to the cylindrical shape in the training data (c) and
one phantom is produced using an actual chest CT image. For this image, the value range is matched to the training data and a
mask is applied in the shape of the water cylinder that is present in the training data. This phantom includes unseen geometries
as well as an unseen HU value distribution (d).

4.4.2. Comparison with other methods
Raytracing and SIRT algorithm
The raytracing forward projector and the SIRT algorithm used in the evaluation are supplied by the
Astra Toolbox [45], which supports GPU-accelerated forward- and backward projection operations as
well as a number of reconstruction algorithms for several types of user-defined 2D and 3D geometries.
The forward projection operator is configured based on the CT system geometry of the GATE simula-
tions. The input arrays contain the linear attenuation coefficients of the materials which are given in
Table 4.2. The Astra forward projection operator used in the SIRT algorithm is replaced with the neural
network. Projections for all angles are generated in the forward projection step. The neural network is
only able to predict projections for a fixed angle due to the image array being processed as a sequence
of rows. To generate projections with different angles, the input array must be rotated. These rotations
are performed with the use of nearest-neighbor interpolation, which is the same method used in gen-
erating the input images.
The purpose of this evaluation is to determine the performance of the network within an IR algorithm
irrespective of the robustness of the training data. Because of this, the prediction of nonsensical re-
sults due to insufficiently robust training data must be avoided by ensuring that the input to the neural
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network in between iterations resembles the training data.

To achieve this, the following adaptations to the algorithm are made:

• The initial estimate, which is normally an empty image array, is substituted with an image array
containing an empty water phantom similar to the phantoms used in the training set

• A mask is applied between iterations, before the forward projection operation. This changes the
values outside of the cylindrical phantom to the background value of air.

The CNR for both a low and high contrast region of interest (ROI) is measured every iteration. Using
thesemeasurements the peak CNR and the convergence rate, which is the number of iterations needed
to reach the peak CNR, is determined for both algorithms and compared. The images are compared
qualitatively as well, based on similarity to the ground truth image and presence of noise and artifacts.

Comparison with Two-Angle Convolution (TAC) network
A Two-Angle Convolution (TAC) was recently developed [11] with the aim to improve raytracing projec-
tions for use in CT image reconstruction. This method does not generate forward projections from CT
image data but its input consists of two raytracing projections of the same phantom with a projection
angle difference of 90 degrees. The network then predicts an improved projection for both angles. The
average NRMSE (described in paragraph 4.4.3 ) of the Transformer network and TAC network are com-
pared as well as the NRMSE for the Astra raytracer. The input used to measure the NRMSE belong to
the same data set as those used for the TAC network, but they are not the exact same samples.

4.4.3. Evaluation metrics
• Average Normalized Root Mean Square Error
The normalized root-mean square error (𝑁𝑅𝑀𝑆𝐸) is used as a measure of the error between the
projections and the MC ground truth. It is comparable to the𝑀𝑆𝐸 , which is used as an evaluation
measure during the training of themodel. However, the𝑁𝑅𝑀𝑆𝐸 provides amore intuitivemeasure
as it contains the same unit of measurement as the projection data. By normalizing, the measure
can be expressed as a percentage. The 𝑁𝑅𝑀𝑆𝐸 is calculated with equation 4.3. To compare the
networks, the average 𝑁𝑅𝑀𝑆𝐸 over the entire data set is calculated.

𝑁𝑅𝑀𝑆𝐸 = Σ(𝑆𝑖 − 𝑂𝑖)2
Σ𝑂2𝑖

(4.3)

where 𝑆𝐼 and 𝑂𝑖 are the values of element 𝑖 for the prediction and ground truth respectively.

• Contrast-to-Noise Ratio
The contrast-to-noise ratio (𝐶𝑁𝑅) is a measure of the noise level in a certain region of interest
(ROI). The CNR is calculated for ROIs with high and low contrast. High contrast regions are
typically regions with materials that have very high or low density, resulting in a large intensity
difference between the object and the background. Low contrast regions contain densities similar
to the background material, making them harder to distinguish. It is calculated as follows:

𝐶𝑁𝑅 =
𝑆𝑅𝑂𝐼 − 𝑆𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

𝜎𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
, (4.4)

where 𝑆𝑅𝑂𝐼 and 𝑆𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 are the average pixel value in the ROI and background and 𝜎𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
is the standard deviation of the background values, given by:

𝜎 = √
∑𝑛𝑖=1(𝑥𝑖 − 𝜇)2

𝑛 − 1 (4.5)

For each image reconstruction, the CNR is calculated for both a high- and low-contrast ROI.
The high-contrast region contains a material with high-density and the low-contrast ROI contains
a material with a density close to that of the background. The background region used in this
measurement is a region in the phantom without a material insert, thus containing only water.
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• Structural Similarity Index Measure
The Structural Simularity Index Measure (SSIM) [40] is a measure of the similarity between two
images using the luminance, contrast and structural components. It divides the images into re-
gions with a certain size. The calculated SSIM for all regions are then combined, producing the
final SSIM value for the image. The mean, variance and covariance of pixels within windows with
a size of 11x11 pixels in the predicted and ground truth image are computed using equation 4.6,
after which the mean SSIM is used to evaluate the images.

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = 𝐿(𝑥, 𝑦) ⋅ 𝐶(𝑥, 𝑦) ⋅ 𝑆(𝑥, 𝑦) (4.6)

with
𝐿(𝑥, 𝑦) =

2𝜇𝑥𝜇𝑦 + 𝐶1
2𝜇2𝑥 + 𝜇2𝑦 + 𝐶1

𝐶(𝑥, 𝑦) =
2𝜎𝑥𝜎𝑦 + 𝐶2
2𝜎2𝑥 + 𝜎2𝑦 + 𝐶2

𝑆(𝑥, 𝑦) =
𝜎𝑥𝑦 + 𝐶3
𝜎𝑥𝜎𝑦 + 𝐶3

where 𝜇𝑥 , 𝜇𝑦 and 𝜎𝑥 , 𝜎𝑦 are the mean and standard deviation of the values in the reconstructed
image 𝑥 and the ground truth image 𝑦 and 𝜎𝑥𝑦 the co-variance over a window in these images
and 𝐶1, 𝐶2, 𝐶3 are constants.





5
Results

In this chapter, the Transformer network is evaluated based on its performance on unseen data com-
pared with a conventional raytracing method [45] and the MC ground truth. The first section describes
the results of the hyperparameter grid search. The effects of adjusting the various parameters are
shown and the best performing neural network configuration is presented. This final model is trained
on a larger data set and evaluated in various ways, which is described in the second section. First,
the separate predictions of the network are compared to the MC ground truth, as well as a conven-
tional raytracing method. Input phantoms that are similar to the training data are tested as well as
atypical phantoms, which are used to indicate the robustness of the Transformer network. The final
section displays the reconstructed images for two phantoms, generated with a SIRT algorithm using
both Transformer and raytracing forward projections. They are evaluated with qualitative and quan-
titative metrics, comparing them based on appearance of artifacts and similarity to the ground truth
images.

5.1. Hyperparameter Optimization

5.1.1. Grid search

The results of the hyperparameter search are displayed in Table 5.1. The best performing architecture
resulting from this search produced an 𝑀𝑆𝐸 = 7.09 ⋅ 10−5, with an average computation time of 23 𝑚𝑠
per prediction. The architecture contains 𝐾 = 8 filters in the final convolution layer of the convolution
encoder, 𝑁𝐻 = 32 number of Transformer heads and 𝑁𝑇 = 1 number of Transformer blocks in the
Transformer encoder. The average MSE is in the same order of magnitude for all hyperparameter
configurations. For all three parameters, a higher value produces a lower 𝑀𝑆𝐸 in three out of four
cases. The results show that the best and worst performing configuration both have 𝑁𝑇 = 1 which
suggests that the number of Transformer blocks has little impact on the performance. Additionally,
increasing the value for any of the tuned parameters significantly increases the number of weights, while
the corresponding improvement in the MSE is not as significant and may even be counterproductive.
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Table 5.1: Results of the hyperparameter grid search with the best configuration highlighted in gray. The parameters that were
tuned are the number of filters in the final convolution layer of the convolutional encoder 𝐾, the number of Transformer heads 𝑁𝐻
and the number of Transformer blocks 𝑁𝑇. The table shows the resulting MSE and computational time for each configuration,
as well as the number of weights corresponding to each combination, indicating the computational expense of the configuration.
Increasing the value of any parameter leads to a significant increase in the number of weights and computation time while the
corresponding change in MSE is not proportional.

𝐾 𝑁𝐻 𝑁𝑇 Time (ms) Weights MSE

8 16 1 16 ms 13.1×106 9.79×10−5
8 16 2 33 ms 25.8×106 7.59×10−5
8 32 1 23 ms 25.5×106 7.09×10−5
8 32 2 37 ms 50.6×106 7.78×10−5
12 16 1 22 ms 29.2×106 8.94×10−5
12 16 2 36 ms 57.9×106 7.56×10−5
12 32 1 36 ms 57.0×106 7.62×10−5
12 32 2 65 ms 113.7 ×106 7.28×10−5

5.2. Neural network performance
In this section, the predictions of the optimized and trained neural network are evaluated with the
methods described in section 4.4. The first paragraph presents the results of the model tested on
several unseen phantoms with similar features as the training phantoms. These are compared with
raytracer projections, MC projections that are similar to the MC projections from the training data set
and low-noise MC projections generated with a higher particle count. Next, the predictions obtained
from four atypical phantoms with unseen geometries and value distributions are presented along with
the corresponding raytracer projections. This is followed by the CT image reconstructions generated by
the SIRT algorithms using a raytracer and a Transformer forward projection step, which are evaluated
with the metrics outlined in paragraph 4.4.3.

5.2.1. Forward projections
The NRMSE and prediction time of the neural network based on an unseen test data set of 1320 sam-
ples is displayed in Table 5.2 along with the values resulting from the raytracer forward projections on
the same data set. The input samples for TAC network predictions are extracted from the same data
set, but not the exact same samples were used. The raytracing algorithm predicts all angles at once.
The displayed value for the raytracer prediction time of 0.033 ms is the total computation time divided
by the number of angles (180). The results show that the raytracer is almost 1000 times faster than
the Transformer while the average NRMSE is 1.475 percentage points higher. Compared to the TAC
network, the Transformer has an average NRMSE that is 0.365 percentage points lower.

Table 5.2: The average MSE and NRMSE resulting from the forward projections of the raytracing and Transformer network over
an unseen data set containing 4359 samples, calculated with Monte Carlo ground truth data. The raytracer predicts all angles
at once. The displayed value for the prediction time is the computation time divided by the number of angles (180). The results
show that the raytracer prediction time is a factor of almost 1000 faster with an NRMSE that is 1.475 percentage points higher.
The TAC network produces a NRMSE that is 0.365 percentage points higher than that of the Transformer.

Raytracer Transformer Two-Angle
Convolution

Avg. NRMSE (%) 2.20 0.725 1.09
Prediction time (ms) 0.033 31 -
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Figure 5.1: Transformer predictions on unseen phantoms compared to Monte Carlo (MC) and raytracer projections. The Trans-
former projection is very similar to the MC ground truth. The raytracer predicts an accurate shape, although the values are too
low for most parts of the projections. In the closeup of the projection displayed in (b), the raytracer projection shows signs of
beam hardening, as it predicts relatively high values on the left side (between pixels 50 and 125) which correspond to the white
high density regions shown in the ground truth phantom at the right side of the image.

Figure 5.1 displays two examples of neural network predictions on unseen input data, as well as the
corresponding MC ground truth projection, raytracer projection and phantom input image. A complete
projection is depicted along with an enlarged area which shows more detail. The X-ray source and
detector are located respectively above and below the phantoms. In each example displayed in Figure
5.1, the projection of the neural network shows a large resemblance to the MC projection, while the
raytracing projection displays mostly too low, and in some cases too high values. This is clearly visible
in the closeup of Figure 5.1b, where the raytracer projection computes a too high value on the left side
of the projection between detector pixel 75 and 125, which can likely be attributed to the high-density
region of the left side of the phantom between pixel 100 and 125.
Figure 5.2 displays the results of the Transformer predictions on unseen phantoms compared to low-
noise MC and raytracer projections. The MC projections have a higher resolution, depicting even very
small peaks as shown in the closeup of Figure 5.2b. The Transformer predictions show less details
than the MC projections, which is to be expected as the Transformer model is trained on ground truth
data containing more noise. The raytracer predicts small details well, although the values are too low
for most parts of the projections.

5.3. Atypical phantoms
The robustness of the model is tested on several input arrays containing phantoms with varying un-
seen geometries and material densities. The predictions are compared only to raytracing projections
of the same phantoms, which are not as accurate as MC projections that are used as ground truth for
the results in previous paragraph. Despite this, they give a general idea of the supposed shape of the
projections and using them in the comparison can give an approximation of the performance of the
neural network.
Figure 5.3 displays the projections for a phantom without a water cylinder surrounding the other mate-
rials, which is a consistent factor in the training data. The network prediction is consistently higher than
the raytracing projection and the edges are shaped similarly to projections that include the surrounding
water cylinder.
Figure 5.4 show the projections for a cylinder containing a hexagonal and ellipsoidal insert. The network
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Figure 5.2: Transformer predictions on unseen phantoms compared to low-noise MC and raytracer projections. The MC pro-
jections have a higher resolution, depicting even very small peaks as shown in the closeup of (b). The Transformer predictions
show less details than the MC projections, which is to be expected as the Transformer model is trained on ground truth data
containing more noise. The raytracer predicts small details well, although the values are too low for most parts of the projections.

prediction shows a large resemblance to the raytracing projection, with the slightly higher intensities
being the largest difference.
Figure 5.5 displays the projections for a phantom with a box-shaped water phantom instead of the
cylindrical shaped phantoms used during training. Despite the box-shaped phantom, neural network
prediction shows the same shape around the edges as projections corresponding to cylindrical phan-
toms. The difference is less visible in the center, where the network prediction is more similar to the
raytracing projection.
In Figure 5.6, projections are shown for an actual chest CT image that is processed to have the same
value range and outer shape as the training data. The neural network projections have roughly the
same shape as the raytracing projections, with lower values for areas with relatively high density. This
is best visible in the center and at the edges.
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Figure 5.3: Projections (a) of the neural network and raytracer of a phantom (b) that is missing the usual water cylinder sur-
rounding the phantom inserts. The network projection displays significantly higher values than the raytracing projection and is
shaped similar to projections of phantoms that do contain the water cylinder.
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Figure 5.4: Projections (a) of the neural network and raytracer of a phantom (b) that includes inserts with a hexagonal and
a ellipsoidal geometry, which are not present in the training data. The projections of the neural network and the raytracer are
similar, with the raytracing projection displaying slightly lower values.
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Figure 5.5: Projections of the neural network and raytracer of a box-shaped water phantom surrounding the inserts instead of the
usual cylindrical shape. The projections of the neural network and raytracer are shaped differently. This is especially noticeable
at the edges, where the neural network projection is shaped similarly as projections of a cylindrical shaped phantom.
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Figure 5.6: Projections (a) of the neural network and raytracer of an input array (b) created from an actual chest scan obtained
from [2]. The image is processed to lie in the same range as the input training data and a circular mask is applied to recreate the
shape of the water phantom present in all training data. The projections of the neural network and the raytracer have a similar
shape, with the raytracer displaying higher values especially in the center, which includes a relatively large amount of dense
material.
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5.4. Simultaneous Iterative Reconstruction Technique
Two phantoms have been reconstructed using both a Transformer and a Raytracer SIRT reconstruc-
tion with projection data for 180 angles. For both phantoms, the convergence of the algorithms based
on the SSIM and CNR in the low- and high-contrast region is displayed in Figure 5.7. The highest val-
ues measured for the CNR and SSIM are displayed in Table 5.3 along with the corresponding iteration
numbers.
Based on the SSIM, the TF reconstruction converges in 23 and 2 iterations for phantom 1 and 2 re-
spectively, which is faster than the RT reconstruction which converges after 27 and 27 iterations for
phantom 1 and 2. The difference in SSIM values is negligible. The values of the SSIM for the raytracer
and Transformer are the same for phantom 1 (94.30 %). For phantom 2, the raytracer produces a
value that is 0.22 % higher compared to the Transformer SSIM. Based on the CNR measurements for
both phantoms, the raytracer reconstruction converges faster in both the low- and high-contrast ROI,
with the biggest difference for the high-contrast ROI of phantom 2 in which the raytracer converges
7 iterations earlier than the Transformer. The SIRT reconstructions of both methods for phantom 1
and 2 are shown in Figures 5.8 and 5.9, along with the ground truth images. While the reconstruc-
tions of the raytracer and Transformer show a large resemblance, some differences are noticeable.
One example is the intensity difference in the two images, as the Transformer reconstruction shows
a slightly darker background compared to the raytracing image. This is in line with the prediction re-
sults shown in Figure 5.1, where the Transformer projection is consistently higher than the raytracer
projection. This corresponds to lower attenuation values which translates to darker values in the image.

Another difference between the reconstructions is that the Transformer reconstruction seems to distin-
guish materials in low-intensity differences better. An example is shown in 5.8a in which a low-contrast
region is enlarged, showing clearer edges and a higher contrast in the Transformer reconstruction.
Figure 5.10 shows a line profile on the same location through the reconstructed images for both meth-
ods as well as the ground truth phantom at the iteration of the highest CNR in the low-contrast ROI.
Both Figures 5.10a and 5.10b show that the Transformer prediction is lower than the ground truth in al-
most every region, although its differences in intensity is very similar to those in the ground truth image.
In Figure 5.10a, the raytracer projection is more similar to the ground truth with regard to intensity, but
it shows a smaller increase in value than both the ground truth and Transformer projections between
pixel 225 and 275, where the line goes through a different material. This difference is more noticeable
in Figure 5.10b, where it goes through a high-contrast region. Here, the intensities of the raytracer and
neural network reconstructions are similar around the edges but diverge with higher densities. The
RT reconstruction displays beam hardening, as the relative intensity for higher densities is much lower
than for the ground truth, while the Transformer reconstruction displays the same value distribution as
the ground truth image.
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Table 5.3: Evaluation metrics of the reconstructed images using the SIRT algorithm with a raytracing and Transformer forward
projection model. Values are displayed for the highest CNR in both high- and low-contrast ROIs (displayed in Figure 5.7) and the
corresponding iteration number, as well as the SSIM values calculated for each image corresponding to this iteration number.
For both phantoms reconstructed with the Transformer algorithm, the reconstruction with the highest CNR has the same iteration
number for both ROIs. This is the same for the Raytracer reconstructions of phantom 2, while the iteration number only differs
by one for the reconstructions of phantom 2 with the highest CNR.

Raytracer Transformer
ROI 1

high-contrast
ROI 2

low-contrast
ROI 1

high-contrast
ROI 2

low-contrast

Phantom 1

Highest CNR 37.40 6.88 39.01 7.10
Iteration 39 38 41 41
SSIM (%) 94.30 94.30
Iteration 27 - 23 -

Phantom 2

Highest CNR 41.94 8.28 39.80 7.35
Iteration 34 34 41 41
SSIM (%) 94.03 - 93.81 -
Iteration 27 - 2 -
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Figure 5.10: Line through the location shown in the phantom next to the line profile for phantom 1 (a) and 2 (b) for both SIRT
reconstructions, at the iteration of the highest CNR in the low-contrast ROI, using the neural network and a raytracer. While the
Transformer reconstruction displays values that are lower than the ground truth, it does not display signs of beam hardening.
The raytracer projection shows beam hardening whhich is especialy noticeable in (b), where there is a relative lower increase in
intensity on the sides of the line profile, corresponding to the white high density regions shown in the ground truth phantom.
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Figure 5.7: Convergence of the raytracing (RT) and Transformer (TF) algorithmmeasured with CNR (a),(c) for the reconstruction
of two phantoms in ROIs illustrated with the ground truth phantom in (b) and (d). For both ROIs in phantom 1, the Transformer
achieves a higher CNR while the raytracer shows a faster convergence.In phantom 2, the raytracer achieves both a higher CNR
as a faster convergence. The SSIM values for both algorithms decline rapidly. The highest SSIM for phantom 1 is the same
for both algorithms while for phantom 2, the raytracer value slightly higher. The values and convergence rates are displayed in
Table 5.3
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Raytracer Transformer Ground truth

Raytracer Transformer Ground truth

(a) Reconstructions with best CNR for low-contrast ROI 2
Raytracer Transformer Ground truth

Phantom 1 (best SSIM)

(b) Reconstructions with best SSIM

Figure 5.8: SIRT reconstructions of phantom 1, generated with a SIRT algorithm implementing a Transformer and raytracing
forward projection model. The reconstructions in 5.8a correspond to the iteration number with the highest CNR in the low-contrast
ROI displayed in Figure 5.7b. The reconstructions in 5.8b display the reconstructions corresponding to the highest SSIM. The
CNR and SSIM values are presented in Table 5.3.
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Figure 5.9: SIRT reconstructions of phantom 2, generated with a SIRT algorithm implementing a Transformer and raytracing
forward projection model. The reconstructions in 5.9a correspond to the iteration number with the highest CNR in the low-contrast
ROI displayed in Figure 5.7d. The reconstructions in 5.9b display the reconstructions corresponding to the highest SSIM. The
CNR and SSIM values are presented in Table 5.3. The Transformer reaches the highest SSIM value in the second iteration
which results in an image of poor quality.



6
Discussion

The Transformer model has shown promising results. For the type of data that is has been trained on,
it is able to reliably model the particle transport of photons through a phantom and predict a detector
response that is very similar to the MC ground truth. While smaller details and edges are lost, the
predictions match the MC intensity very well. This is even the case for high-density materials, where the
Transformer predictions do not display the beam-hardening artifacts that are visible on the raytracing
projections. This indicates that the model is not simply learning a raytracing-like approach, but also
incorporating nonlinear physical effects.

6.1. Prediction quality
The Transformer model performs well compared to the raytracer based on the average NRMSE, which
is with a value of 0.725% more than three times lower than that of the raytracer, which has an av-
erage NRMSE of 2.20%. The TAC network produces an average NRMSE of 1.09% which is lower
than the raytracing method but not as good as the Transformer prediction. The better performance
of the Transformer is clearly visible in the projections, in which the Transformer projections has an in-
tensity distribution that matches the ground truth much better than the raytracer projections. For the
Transformer predictions, the intensity values are very similar to the MC values for all material densities,
contrary to the raytracer projections which display signs of beam-hardening in almost all projections.
Significant differences are visible, for example in the closeup of Figure 5.2b in which the raytracer pro-
jection shows a beam hardening effect by producing high values in high-density regions on the left side
of the image, while the values are too low in all other regions. For the Transformer, the predictions are
similar to the ground truth in all regions.

With regard to resolution, the raytracer outperforms the Transformer model. Small dips and peaks
are absent in the Transformer projections and sharp edges are smoothed, as shown in figure 6.2,
which displays a close-up of a Transformer prediction compared to the raytracer and ground truth.
There are several possible solutions to increase the performance in this area. For one, using a training
data set that contains MC ground truth with a lower noise level could increase the resolution of the
Transformer predictions. Currently, the noise in the MC projections is still prominent, especially for
high-density materials for which less particles are detected. This effect is displayed in figure 6.1. When
smaller details are not consistently showing up in the ground truth data, it is difficult for the Transformer
network to learn to predict them.
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Figure 6.1: Close-up of a Monte Carlo projection and corresponding phantom illustrating the relative noise difference for different
attenuation levels. The noise is much more noticeable in the center of the projection, when there is more attenuation due to the
cylindrical geometry of the phantom.
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Figure 6.2: Transformer prediction, low-noise MC projection and corresponding phantom illustrating the prediction quality for
small dips and peaks in the MC data.

The lower resolution of the Transformer predictions could be caused by the discretization of the con-
tinuous phantom as well. Image rotation for angles 𝜃 ≠ 𝑛 ⋅ 90∘ results in a lower resolution, as well
as position and intensity variations depending on the interpolation method. The images in the input
data are interpolated using nearest-neighbor interpolation, while the Astra toolbox raytracer uses linear
interpolation in the FP operation, which generally produces better results [37]. Using a different interpo-
lation method when creating the input data could improve the resolution of the predictions [16], [37] , as
well as higher resolution input data. However, increasing the resolution should be done with caution as
it significantly increases the computation time. To counter this, extra downsampling operations could
be implemented in the network architecture which reduce the size of the network.

6.2. Model Robustness
Presented with unseen data containing noise, smoothing or new data values, the model performs re-
markably well. The model is able to predict geometric shapes different from the training data, providing
that they are contained within a specific cylindrical phantom. When the surrounding water phantom is
shaped differently or missing, predictions are less accurate as the model is still predicting the cylindrical
shape. This is due to the biased training data, in which the cylindrical shape is a consistent factor for
each sample. Judging by the model’s performance on new geometries within these cylinders, this bias
can be resolved with more diverse training data that contains various geometries for the surrounding
water phantom. Another addition could be the use of heterogeneous material that is more similar to
biological tissue, as well as the use of a larger amount of HU values. Additionally, a larger range of HU
values could be used. Currently, the largest value is 1200 𝐻𝑈 for material 5, which is still well within
the range of human tissue, as the values for bone might even reach up to 3000 𝐻𝑈. Besides better
generalizability, expanding the training data could allow more features of the model as well. Training
data containing different energy spectra, CT system geometries, particles or physical processes could
create a model that is applicable in a huge variety of situations.
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6.3. IR implementation
Image quality
While the different metrics used to assess the images produce a different outcome, the values of the
Transformer and raytracer reconstructions are similar together. For phantom 1, the SSIM values are
the same for both methods while for phantom 2, the SSIM is 0.22% higher for the raytracer compared
to the Transformer, which is only a slight difference. The SSIM value for the Transformer decreases
rapidly after the second iteration while the image quality seems to still improve. This suggests that the
SSIM value should be calculated differently. The ROIs that are used to calculate the SSIM have a large
impact on the result and should be chosen with consideration [36]. The SSIM in this comparison was
calculated over the entire image, including the masked parts around the phantom which is the same for
both the reconstructions and the ground truth. A better measure might have been to calculate the SSIM
based on only the values inside the phantom. Another adjustment could be to normalize the images
before computing the SSIM, which brings the images to the same range but keeps the distributions of
the image the same.
When using the CNR as a measure of image quality, the results are different for the two reconstructed
phantoms. For phantom 1, Transformer achieves a higher value for both the low-contrast and the high-
contrast ROI, while for phantom 2 the CNR of the Transformer is worse for both ROIs compared to
the raytracer. Based on the CNR measures, it is not clear which algorithm performs better. Additional
evaluation measures should be calculated to compare the Transformer and raytracing algorithm quan-
titatively. The focus should be on calculating a correct SSIM value. While CNR has been a widely used
metric to assess CT image quality, it has been suggested that the SSIM is a more suitable metric for
IR-based image reconstructions due to their different noise reduction characteristics [40].

Convergence rate
Using CNR as a measurement, the Transformer SIRT algorithm does not converge as fast as the ray-
tracer algorithm, with the Transformer algorithm needing an additional 2 and 7 iterations on top of the
39 and 34 iterations of the raytracing algorithm.
When the SSIM is used to measure performance, the Transformer converges faster with 23 and 2 iter-
ations compared to the 27 and 27 iterations of the raytracer for phantom 1 and 2 respectively. Given
that the SIRT algorithm has been optimized for use with a raytracing FP operator, it would be expected
that the raytracer performs better regarding the convergence rate.
The raytracing BP operator and correction factors 𝐶 and 𝑅 (shown in Equation 2.11) used in the al-
gorithm are computed with the system matrix corresponding to the raytracer FP operation. The type
of backprojector that is used in the algorithm can have a large impact on the convergence and image
quality [73]. When the algorithm is adapted to the Transformer predictions, an even faster convergence
rate might be reached. One example to adjust the algorithm is to implement a relaxation factor which
assigns a weight to the correction factors in the algorithm and has shown to have a significant impact
on convergence rate [64].

The model has shown potential to be implemented as a forward projector in IR methods. The images
that are reconstructed by the Transformer model do not display the beam-hardening effects that are
associated with the raytracer, although the values of the Transformer images are consistently too low.
This could be related to the type of BP operator and correction factors that are used in the algorithm as
well. The TAC model has already shown that its improvements on raytracing projections can increase
the convergence rate of the network [11]. This suggests that using a differently tuned reconstruction
algorithm might improve convergence for the Transformer as well.

6.4. Prediction speed
The speed of the model predictions is another important aspect to consider, as it is one of the main
drawbacks of current iterative methods. At the moment, the Transformer model is orders of magnitude
slower than the raytracing algorithm. On average, the raytracing algorithm uses 0.033 𝑚𝑠 to compute
a projection, while the Transformer model needs 31 𝑚𝑠, which is a factor of almost 1000 higher.
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However, the model has not yet been optimized for speed. There are several adjustments that can be
made to increase the speed. The focus should be on decreasing the amount of learnable parameters
while still obtaining satisfactory results, for example by changing the amount and type of layers, serial-
izing the model [46] or removing connections from the model after training (pruning) [10].
The results from the parameter search show only slight differences between the different configura-
tions, while the differences in prediction time were significant. This suggests that even more reduction
in prediction time might be attainable, combined with only a slight decrease in accuracy. With this in
mind, a more extensive parameter optimization should be carried out to determine a more efficient
architecture, focusing on a combination of speed and performance.
To improve the speed of the IR algorithm with the Transformer implementation, rotation of the inter-
mediate images could be performed in part simultaneously with model predictions to minimize GPU
down-time.



7
Conclusion

The Transformer architecture has revolutionized deep learning, proving itself useful in a wide range of
fields. This research shows its versatility once again, demonstrating the ability to model photon particle
transport in CT imaging from source to detector. With a CT image as a line-by-line input sequence in the
direction of the X-ray beam, the CT Transformer successfully predicts the resulting detector response
using causal self-attention. The model predictions do not display beam-hardening artifacts, contrary to
conventional raytracing algorithms. The model’s robustness is mainly limited by its training character-
istics. It is able to predict unseen geometries but is restricted by the shape of the surrounding phantom
present in each sample image. This is very likely solved by removing biases from the training data.
Given that the model is trained on only a few different Hounsfield units and with distinct boundaries
between shapes, it performs remarkably well on data that is smoothed or contains noise. The perfor-
mance of the model is lacking with regard to resolution. A potential factor in this is the interpolation
method used for generating the CT input data which results in resolution loss. This can be resolved
with other interpolation methods and higher resolution input, though these adjustments increase the
computational expense. Another solution would be the use of better quality ground truth data, which
could improve the prediction of small details without increasing the computational cost of the model.
The model has been implemented in an iterative reconstruction algorithm, producing better results with
regard to beam hardening than conventional raytracing methods but lacking in reconstruction speed.
This can be improved with adjustments to the backprojection operator and correction factors. The
largest improvements can be achieved with minimizing the prediction speed of the model, which is al-
most a factor of 1000 higher than the raytracing algorithm. This can be achieved by reducing the size
of the model, for which another parameter optimization needs to be performed. With this, the optimal
trade-off between reconstruction speed and image quality can be determined.

7.1. Future work
Since iDoTa has performed photon transport modelling in 3D using the same type of architecture, the
CT Transformer is likely capable of this as well. The development of fast and accurate 3D forward pro-
jections is an important challenge in current research, as this could further the realization of real-time
imaging methods. In radiotherapy, real-time corrections during dose delivery could increase precision
and in turn reduce overall radiation dose. This type of adaptive radiotherapy would require CT input
images to be obtained at real-time speeds as well. If the reconstruction time can be reduced with the
suggested improvements, the Transformer model might be able to facilitate these reconstructions.
To implement this model in adaptive radiotherapy, it would need to be for 3D CBCT input to predict a
projection image. CBCT has the ability to acquire projection data during treatment because the detec-
tor and source only need to perform one rotation without moving along the length of the patient, which
would be the case for 3D (helical) CT. This way the CT system can be integrated with the radiotherapy
system [56]. A potential challenge of this is that the CT transformer model needs to receive the entire
CT image as input whereas DoTA and iDoTA only use cropped parts of the CT image. On top of that,
an extra dimension has large implications for the computational resources required to run the model.
At this point, the 2D input to the CT transformer is already larger than the 3D input to the original DoTA.

45
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To process a CT volume large enough to be clinically relevant, the size of the model should be reduced
significantly. This means a trade-off must be made regarding the prediction quality and speed of the
model.

Other than real-time imaging, the CT Transformer could improve reconstruction quality in other imaging
methods that include forward projections, for example in spectral CT methods like photon-counting CT
(PCCT) or Dual-Energy CT. PCCT detects individual particle energies, obtaining a separate energy
spectrum for each detector pixel compared to conventional energy-integrating detectors that register
only the sum of the detected particle energies. Dual-energy CT (DECT) uses two different energy spec-
tra to distinguish materials based on their attenuation property at different energies. Adjustments to
the model architecture would need to be made to accommodate these different input and output types.

Particle transport is present in a wide range of fields which could benefit from a deep learning par-
ticle transport model. Besides applications in medical physics, such a model might be helpful in fluid
and thermal dynamics, significantly improving computation times compared to regularly used MCmeth-
ods. Other possibilities include neutron modelling used for development of nuclear facilities, transport
of aerosol particles to determine air quality, space radiation modelling to aid in spacecraft design or
particle transport in materials science. Each of these applications would require several adjustments
and an appropriate training data set, but the success and versatility demonstrated by the Transformer
in recent years encourages to find out its full potential.
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