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Summary

High Accuracy Terrestrial Positioning Based on Time Delay and Carrier Phase
Using Wideband Radio Signals

Accurate position solutions are in high demand for many emerging applica-
tions. Global navigation satellite systems (GNSS), however, may not meet the re-
quired positioning performance, especially in urban environments, due to mul-
tipath and weak received power of the GNSS signal that can be easily blocked by
surrounding objects. To achieve a high ranging precision and improve resolvabil-
ity of unwanted reflections in urban areas, a large signal bandwidth is required. In
this thesis, a terrestrial positioning system using a wideband radio signal is devel-
oped as a complement to the existing GNSS, which can provide a better ranging
accuracy and higher received signal power, compared to GNSS.

In the terrestrial positioning system presented in this thesis, a wideband rang-
ing signal is implemented by means of a multiband orthogonal frequency division
multiplexing (OFDM) signal. All transmitters are synchronized by time and fre-
quency reference signals, which are optically distributed through the white-rabbit
precision time protocol (WR-PTP). Like in GNSS, the to-be-positioned receiver is
not synchronized to the transmitters.

Positioning takes place through range measurements between a number of
transmitters and the receiver. Time delay and carrier phase are to be estimated
from the received radio signal, which propagated through a multipath channel.
This estimation is done on the basis of the channel frequency response and us-
ing the maximum likelihood principle. To determine whether or not reflections
need to be considered in the estimation model, a measure of dependence is in-
troduced to evaluate the change of the precision (i.e., variance), and the measure
of bias is introduced to assess the bias of the estimator when the reflection is not
considered.

Also, a methodology is proposed for sparsity-promoting ranging signal design
in this thesis. Based on a multiband OFDM signal, ranging signal design comes
to sparsely select as few signal bands as possible. Using fewer signal bands for
ranging leads to less computational complexity in time delay and carrier phase
estimation, while the ranging performance can still benefit from a large virtual
signal bandwidth, which is defined by the entire bandwidth between the two sig-
nal bands at the spectral edges. It is proposed to use the Cramér-Rao lower bound
(CRLB) of time delay estimation, the measure of dependence, and the measure of
bias as constraints in ranging performance, and formulate an optimization prob-
lem to design a sparse multiband signal.

Given the configuration of the terrestrial positioning system, mathematical
models for positioning based on time delay and carrier phase measurements are
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xii Summary

developed. Using a single epoch of time delay measurements, one can instan-
taneously obtain a receiver position solution. However, positioning only based
on carrier phase requires a series of measurements with a change in geometry.
Due to phase biases which are different among different transmitters, and which
cannot be separated from the carrier phase cycle ambiguities, the ambiguities are
treated as constant float-valued parameters. The receiver needs to move over a
large distance, such that the precision of the ambiguity-float position solution can
converge to centimeter-level. On the other hand, to account for the phase biases,
it is proposed to use corrections produced by taking a so-called snapshot set of
carrier phase measurements from all transmitters, at a known position. Then,
by taking differences between the carrier phase measurements and the snapshot
corrections, the integer nature of the carrier phase cycle ambiguity can be ex-
ploited. Consequently, one can obtain the so-called ambiguity-fixed position so-
lution, with high precision as soon as the ambiguities are fixed to integer numbers.

Furthermore, the clock offset obtained along with the receiver position coor-
dinates through the positioning model can be used for receiver frequency syn-
chronization. Through the time-delay-based positioning model, the receiver fre-
quency offset can be coarsely estimated, and consequently can be applied in car-
rier phase tracking, as a prior compensation. Since the carrier phase measure-
ment is much more precise than the time delay measurement, a fine estimate for
the receiver frequency offset can consequently be computed through the carrier-
phase-based positioning model.

Finally, based on the developed prototype system, outdoor experiments were
conducted to evaluate the feasibility of using the WR-PTP to optically distribute
the time and frequency reference for positioning, and to assess the positioning
performance of the proposed system and algorithms. The developed experimen-
tal prototype system consists of six transmitters, and the ranging signal is trans-
mitted at a central frequency of 3960 MHz with a total bandwidth of 160 MHz.
In addition, this ranging signal is periodically transmitted every 1 ms, as a burst
packet for a duration of about 0.14 ms. Based on time delay measurements, the
position root-mean-square-error (RMSE) is typically at the one decimeter-level,
and the precision is at centimeter-level. The standard deviation of the coarse fre-
quency offset estimator is found to be less than 0.05 ppm. Using carrier phase
measurements, the RMSE of the ambiguity-float position solution is at decime-
ter to centimeter-level, and the standard deviation of the fine frequency offset
estimator is found to be less than 0.02 ppm. After accounting for the phase bi-
ases among the transmitters, the ambiguity-fixed position solution can provide a
centimeter-level accuracy and a millimeter-level precision once the ambiguities
are fixed into integer numbers, which only requires little receiver displacement.

In conclusion, the proposed and developed terrestrial positioning system can
serve as a robust local alternative for precise positioning, or a complement to the
existing GNSS in urban environments.



Samenvatting

Hoog nauwkeurige terrestrische plaatsbepaling gebaseerd op tijdvertraging en
draaggolffase van breedband radiosignalen

Nauwkeurige plaatsbepaling is nodig voor vele nieuwe toepassingen. Satel-
lietnavigatiesystemen (GNSS) kunnen niet aan alle plaatsbepalingseisen daarvoor
voldoen, in het bijzonder in stedelijk gebied, ten gevolge van reflecties en een
zwak ontvangen vermogen van het GNSS signaal, dat eenvoudig afgeschermd kan
worden door omliggende objecten. Om afstandmeting met grote precisie te re-
aliseren, en ook om ongewenste reflecties in het ontvangen signaal in stedelijk
gebied te kunnen onderscheiden, is een grote signaal-bandbreedte nodig. In dit
proefschrift wordt een terrestrisch plaatsbepalingssysteem ontwikkeld, als aan-
vulling op de bestaande satellietnavigatiesystemen, op basis van breedband ra-
diosignalen, die een betere afstandmetingsnauwkeurigheid en een hoger ontvan-
gen signaalvermogen kunnen leveren, vergeleken met satellietnavigatie.

In het terrestrisch plaatsbepalingssysteem, voorgesteld in dit proefschrift, is
een breedband signaal voor afstandmeting geimplementeerd door middel van
multiband orthogonal frequency division multiplexing (OFDM). De zenders wor-
den gesynchroniseerd door optische tijd- en frequentie-referentiesignalen, die ge-
distribueerd worden door het white-rabbit precision time protocol (WR-PTP). Zo-
als in satellietnavigatie is de in plaats te bepalen ontvanger niet gesynchroniseerd
met de zenders.

Plaatsbepaling vindt plaats door afstandmeting tussen een aantal zenders en
de ontvanger. Van het ontvangen signaal, dat mede via reflecties bij de ontvan-
ger arriveert, dienen tijdvertraging, welke de tijd is die verstreken is sinds het mo-
ment van uitzenden, en draaggolffase geschat te worden. Deze schatting wordt
uitgevoerd op basis van de kanaal-frequentie-respons, gebruikmakend van het
maximum likelihood principe. Om te bepalen of reflecties al dan niet in het schat-
tingsmodel meegenomen moeten worden, is een maat voor afhankelijkheid gein-
troduceerd om de verandering in precisie (variantie) te kunnen evalueren, en een
maat voor de systematische fout om de systematische fout te kunnen vaststellen
wanneer een reflectie niet in het model meegenomen wordt.

Verder wordt een methodologie voorgesteld voor een schaarsheid-bevorderend
signaalontwerp voor afstandmeting. Gebaseerd op een multiband OFDM signaal,
komt signaalontwerp neer op het schaars selecteren van zo weinig mogelijk sig-
naalbanden. Het gebruik van minder signaalbanden vraagt rekenkundig minder
voor de schatting van de tijdvertraging en de draaggolffase, terwijl de nauwkeu-
righeid van afstandmeting profiteert van een grote virtuele signaalbandbreedte,

Xiii



Xiv Samenvatting

welke gedefinieerd wordt door de gehele bandbreedte gelegen tussen de twee ui-
terste signaalbanden. Vanuit de nauwkeurigheid van afstandmeting worden voor-
waarden opgelegd aan de Cramér-Rao ondergrens van tijdvertragingsschatting,
de maat voor afhankelijkheid, en de maat voor systematische fout, en daarmee
wordt een optimalisatieprobleem geformuleerd voor het ontwerp van een schaars
multiband signaal.

Gegeven de configuratie van het plaatsbepalingssysteem zijn wiskundige mo-
dellen ontwikkeld voor plaatsbepaling op basis van metingen van tijdvertraging
en draaggolffase. Met tijdvertragingsmetingen op één enkel tijdstip kan men in-
stantaan de ontvanger positie bepalen. Plaatsbepaling op basis van draaggolffase-
metingen vereist een serie van metingen waarbij een verandering van de geome-
trie optreedt. Als gevolg van systematische fase-fouten, die per zender verschil-
lend zijn, en die niet te onderscheiden zijn van de draaggolffasemeerduidigheden,
worden de meerduidigheden als constante reéelwaardige parameters behandeld.
De ontvanger moet zich over een behoorlijke afstand verplaatsen, alvorens een
centimeter-precieze plaatsbepalingsoplossing verkregen kan worden. Anderzijds
kunnen deze systematische fase-fouten in rekening gebracht worden door correc-
ties te gebruiken, die verkregen worden uit een momentopname van draaggolffa-
semetingen van alle zenders, genomen op een bekende positie. Door vervolgens
verschillen te nemen tussen de fasemetingen en deze correcties, kan het geheel-
tallig karakter van de draaggolffasemeerduidigheid benut worden. Daarmee kan
men een plaatsbepalingsoplossing verkrijgen waarbij de meerduidigheden vast-
gezet worden op gehele getallen, en een hoge precisie direct bereikt wordt, zo snel
de meerduidigheden vastgezet zijn.

De klokfout, die via het plaatsbepalingsmodel tegelijkertijd met de ontvan-
ger positie-codrdinaten verkregen wordt, kan gebruikt worden om de ontvanger-
frequentie te synchroniseren. Middels het tijdvertraging gebaseerde plaatsbepa-
lingsmodel kan de ontvanger-frequentieverschuiving globaal geschat worden, en
vervolgens toegepast worden, als a-priori compensatie, in het draaggolffaseme-
tingsproces. Daar de draaggolffasemeting veel preciezer is dan de tijdvertragings-
meting, kan een precieze schatting voor de ontvanger-frequentieverschuiving ver-
volgens bepaald worden met het plaatsbepalingsmodel op basis van draaggolffa-
semetingen.

Tot slot zijn buiten-experimenten uitgevoerd om de haalbaarheid van het ge-
bruik van WR-PTP om een tijd- en frequentie-referentie optisch te distribueren
voor plaatsbepaling te evalueren, en om de plaatsbepalingsprestaties van het voor-
stelde systeem en de voorgestelde algoritmes vast te stellen. Het ontwikkelde ex-
perimentele prototype systeem bestaat uit zes zenders en het signaal voor afstand-
meting wordt uitgezonden op een frequentie van 3960 MHz, met een totale band-
breedte van 160 MHz. Dit signaal wordt periodiek elke 1 ms uitgezonden, voor
een duur van 0.14 ms. Met tijdvertragingsmetingen is de plaatsbepalingsnauw-
keurigheid, uitgedrukt in root-mean-square-error (RMSE), typisch op decimeter-
niveau, met een precisie op centimeter-niveau. De standaardafwijking van de glo-
bale schatter voor de frequentieverschuiving is kleiner dan 0.05 ppm. Met draag-
golffasemetingen loopt de RMSE van de positieoplossing met reéelwaardige fa-
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semeerduidigheden van centimeter- tot decimeter-niveau, en is de standaardaf-
wijking van de precieze schatter voor de frequentieverschuiving kleiner dan 0.02
ppm. Wanneer de systematische fase fouten van de zenders in rekening gebracht
worden kan de positieoplossing, waarbij de fasemeerduidigheden op gehele ge-
tallen vastgezet zijn, welk slechts een kleine verplaatsing van de ontvanger vereist,
een nauwkeurigheid leveren op centimeter-niveau en een precisie op millimeter-
niveau.

Samenvattend kan het voorgestelde en ontwikkelde plaatsbepalingssysteem
fungeren als een robuust lokaal alternatief voor precieze plaatsbepaling, of als een
aanvulling op bestaande satellietnavigatiesystemen in stedelijk gebied.
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Introduction

Global Navigation Satellite Systems (GNSSs) are widely used to provide position,
navigation and timing (PNT) services. In an open space and favorable operation
circumstances, a meter-level positioning accuracy can be achieved using code
delay measurements in stand-alone mode. A centimeter level accuracy can be
achieved using carrier phase measurements either with an additional reference
station or based on corrections provided by typically a global infrastructure. How-
ever, atmospheric perturbation, multipath and blockage can make GNSS fail to
provide accurate position solutions in urban canyons and closed environments.

As the GNSS signals penetrate through the ionosphere which retard their prop-
agation speed with respect to free space, an extra time delay that could be more
than 300 ns in worst case scenario, will be introduced in the observation [1]. To
improve the positioning accuracy, differential GNSS (DGPS) is generally applied
to eliminate such errors with two GNSS-receivers (i.e., reference station and rover,
up to about 10 km baseline)[2], which is also known as RTK (real time kinematic)
based on the carrier phase measurements with integer ambiguity resolution, or
PPP (precise point positioning)-RTK [3] if correction information provided by a
reference network is available. Moreover, a geomagnetic storm, characterized
by increased ionosphere range delays, and scintillation effects [4], will largely in-
crease the occurrence of cycle-slips, and introduce a decimeter to meter level er-
ror in single-frequency GPS-PPP [5].

In addition, the GNSS signals only occupy a few MHz of bandwidth [6], which
provides a limited time resolution. For example, given a 10 MHz signal bandwidth
(i.e., chip-rate) [7], the corresponding chip time is 0.1 ps (i.e., 30 m in distance).
Therefore, if the additional delay of the reflected path is less than 0.1 us, such a re-
flection will be overlapped with the LoS path in the received signal. Consequently,
time delay estimation and carrier phase estimation, which are commonly used to
obtain the observables for positioning, will easily be affected by multipath [8] in
urban scenarios, where precise positioning, however, is highly demanded.

As the GNSS satellites fly in medium Earth orbit (MEO) with more than 20000

1
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km of propagation distance, the received signal power from the GNSS satellite is
very low, typically about -130 dBm or less [9]. Hence, the GNSS signal can be easily
blocked in urban scenarios and indoor environments, and could also be jammed
by natural or man-made interference [6].

Therefore, considering the aforementioned limitations of the existing GNSS,
also because accurate position solutions recently become much needed in various
emerging applications, such as automated driving and intelligent transportation
[10, 11, 12], internet-of-things [13, 14], emergency services [15], etc., various ter-
restrial positioning systems have recently been proposed as complements to the
GNSS, and can be used in GNSS challenged outdoor and indoor environments.

1.1. Radio-based Terrestrial Positioning System

In this section, a brief review of existing radio-based terrestrial positioning system
is provided. Unlike in GNSS, in a terrestrial positioning system, the radio trans-
mitters (i.e., pseudolites, or anchor/base stations) are generally fixed and static.
Firstly, different types of commonly used ranging signals are presented. Secondly,
synchronization among the radio transmitters is discussed, as the ultimate posi-
tioning performance depends on the quality of synchronization. Lastly, the rang-
ing observables that are often used for positioning are introduced.

1.1.1. Ranging Signals

In principle, any type of signal can be used to obtain range information. Generally,
the most commonly used ranging signals for terrestrial applications can be di-
vided into four categories: GNSS/GPS(-like) narrow band signals, ultra-wideband
(UWB) signals, signals-of-opportunity (SOP), and other signals designed/optimized
specifically for ranging.

GPS/GNSS-like Narrowband Signal
GPS/GNSS(-like) narrowband signals are typically generated using direct sequence
spread spectrum (DSSS) with binary phase shift keying (BPSK) modulation. The
spreading waveform is a series of rectangular pulses determined by a pseudo-
random noise (PRN) code (e.g., Gold sequences [16]). In addition, binary offset
carrier (BOC) [17] signals are also used in GNSS, which offers spectral separation.

Using GPS-like signals, ground-based systems, such as Locata [18, 19, 20], form
one type of solutions for terrestrial positioning. Radio transmitters (i.e., pseudo-
lites) transmit a PRN code ranging signal in the 2.4 GHz ISM (Industrial Scientific
Medical) band. With a licence, the PRN code can also be directly transmitted at
GNSS frequencies [21, 22, 23]. Signal processing techniques and positioning mod-
els that have been used in GPS can be applied in these GPS-like systems without
too much modification.

Nevertheless, due to a narrow signal bandwidth, typically about 10-20 MHz,
ranging performance of using GPS-like signals will still be deteriorated in multi-
path conditions.
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UWB Signal

Ultra-wideband (UWB) signals have also been extensively studied for short-range
(indoor) positioning [24, 25, 26, 27, 28, 29], due to its large signal bandwidth (> 500
MHz) and the resulting high time resolution.

Impulse radio (IR)-UWB system is generally used for ranging, in which a pi-
cosecond duration pulse is transmitted and received. However, due to a large
signal bandwidth, it is difficult and expensive to acquire the signal with a sam-
pling rate beyond the Nyquist frequency which will typically be in the order of
Giga-samples per second. Energy detection (ED) is a widely used low-complexity
UWB receiver architecture. Hence, unlike in a GNSS receiver, a locally generated
reference signal is not needed to determine time delay, for example, based on cor-
relation. On the other hand, based on ED and a specified threshold, the ranging
distance of an IR-UWB system will be limited, as a large propagation distance re-
sults in a large attenuation of the UWB ranging pulse [30, 31].

Additionally, using a UWB signal, due to a high time resolution and the re-
sulting resolvability, one will receive multiple pulses in multipath conditions, and
needs to determine which pulse is associated with the direct propagation path.
The positioning performance will deteriorate in non-line-of-sight (NLoS) condi-
tions, without applying NLoS identification and mitigation techniques [32, 27, 33].

Signal-of-Opportunities

Signals from existing communication systems can also be exploited for ranging
and positioning as Signals of Opportunity (SOP), such as 3G/ cellular CDMA (code
division multiple access) [34, 35, 36], 4G/LTE (Long Term Evolution) [37, 38, 39,
13, 40, 411, 5G [42, 43, 44, 45], DVB-T (Digital Video Broadcast-Terrestrial) [46, 47,
48, 49, 50, 51], Bluetooth [52, 53, 54] and Wi-Fi [55, 56, 57, 58]. Although these
SOPs can be easily accessed both in indoor and outdoor GNSS-challenged envi-
ronments, such signals and systems are not specifically designed for precise po-
sitioning.

For communication, in order to compensate the distortion on the received sig-
nal due to multipath, channel estimation is generally needed. Based on the result-
ing channel frequency response, one can further estimate the range information
particularly for the LoS path. However, synchronization among radio transmitters
and continuous transmission may not be guaranteed, also due to a relatively lim-
ited signal bandwidth, the positioning accuracy generally remains at the meter-
level.

Other Signal Designs for Ranging
Recently, signal design has been investigated particularly for ranging and posi-
tioning. Unlike signal design in telecommunication, which aims to ultimately
improve the overall data transmission rate, signal optimization for ranging is to
improve the performance of time delay estimation when spectral resources are
limited.

Placing signal power more toward the frequency band edges, will improve the
precision of time delay estimation [59, 60, 61], according to the Gabor bandwidth
(GB) and the Cramer-Rao lower bound (CRLB) analysis [62]. Hence, BOC signals
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[17, 63] used in GNSS can offer a better ranging accuracy than the standard BPSK
signals, although they were originally designed to avoid interference. Similarly, a
Dirac-rectangular power spectral density (PSD) is proposed in [64], so that the GB
can be largely increased by two additional Dirac pulses at the edges of the rect-
angular spectrum. If signal design is only based on the GB analysis, the ranging
signal may become very sensitive to multipath effects. Therefore, a multivariate
CRLB, which not only considers the parameter of interest and noise, but also the
effects of reflections and interference, is considered as the performance criterion
for signal design [65, 66]. To fully exploit the benefit provided by the designed sig-
nal based on the multivariate CRLB, unbiased estimation is required. However,
obtaining an unbiased estimate is difficult to achieve in practice, as the multipath
channel condition is generally not accurately known a priori.

1.1.2. Synchronization

Synchronization among transmitters is crucial for positioning, as one-way range
information is directly retrieved from the measurement of the signal travel time.
Unlike in GNSS satellites which equip expensive and stable atomic clock, the ra-
dio transmitters in a terrestrial system are generally synchronized either directly
based on the received wireless signal, or through commonly distributed time and
frequency reference signals (i.e., 1 PPS (pulse-per-second) and 10 MHz).

GNSS Time and Frequency Transfer

As existing GNSS anyway offers time and frequency transfer functionality, syn-
chronization amongradio transmitters can be achieved by using the received GNSS
signals, assuming that these radio transmitters are at favourable locations. GNSS-
based time synchronization can typically provide an accuracy in the order of 10
ns [67, 68], up to hundreds of nanoseconds. A nanosecond level accuracy is ac-
ceptable for most telecommunication system [69, 70]. However, this accuracy is
not sufficient for positioning, as a 1 ns timing error is corresponding to an about
30 cm offset in distance.

Using a more advanced setup and processing technology like PPP [71], ananosec-
ond accuracy can be achieved. However, the system needs to be carefully cali-
brated. Additionally, in a GNSS-challenged environment, where a terrestrial po-
sitioning system comes to be needed, GNSS-based synchronization is unlikely to
be achieved within an acceptable performance.

Wireless Synchronization

To be fully independent from GNSS, the terrestrial radio transmitters can be syn-
chronized based on round-trip time synchronization using the wireless signal. For
example, in the Locata system [19, 18], a so-called TimeLOC technology is pro-
posed using code and carrier phase measurements for synchronization, and a 30
ps level accuracy is claimed. In an IR-UWB system, due to its large signal band-
width and the resulting fine time-resolution, one can simply use time delay es-
timation for accurate synchronization. As presented in [72], an IR-UWB-based
synchronization error can be in the order of 1 ns.
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Since the performance of the wireless synchronization depends on the wireless
channel condition, the locations of the pseudolites (radio-transmitters) should be
carefully selected to avoid severe multipath. In addition, the system (e.g., the RF
front-end, cabling) needs to be carefully calibrated.

Time and Frequency Distribution through Coaxial Cables

To avoid the impact of multipath on clock synchronization, like in [23], one can
distribute the common time and frequency reference signals (i.e., 1 PPS and 10
MHz) through coaxial cables to all transmitters for synchronization. However, the
temperature stability of coaxial cables is poor, which results in phase drifts and re-
duces the stability of the distributed reference signals [73]. These effects scale with
the coaxial cable length, hence, such a system can only be implemented within a
limited area.

Time and Frequency Distribution through Optical Fibers

Alternatively, optical fibers can be used to distribute time and frequency reference
signals, which offer higher temperature stability than the coaxial cables, and can
be used in long-distance networks. Like in [74], a nanosecond accuracy of syn-
chronization can be achieved by using the commonly distributed time and fre-
quency reference through a radio-over-fiber (RoF) link. Instead of directly trans-
miting time and frequency reference signals through the optical fiber, White Rab-
bit Precision Time Protocol (WR-PTP), initiated by CERN (European Organiza-
tion for Nuclear Research), has recently been proposed for sub-nanosecond ac-
curacy of synchronization along with deterministic Ethernet-based data transfer
[75, 76,77, 78].

1.1.3. Measurements for Positioning

There are different types of measurements obtained from a terrestrial system for
positioning. Like in GNSS, time delay and carrier phase are also commonly used
in terrestrial positioning system. As the received power of the ranging signal in
the terrestrial system is much stronger than the one from GNSS, and is generally
well above the noise level, received signal strength (RSS) can also be applied for
ranging without deconvolving the received signal. Additionally, with the benefit of
spatial diversity using an antenna array or a multiple-input and multiple-output
(MIMO) system, angle-of-arrival (AoA) can also be exploited for positioning.

Time-of-Arrival

Positioning mainlyrelies on range measurements, and these ranges are commonly
derived from time delay estimation or time-of-arrival (ToA) measurements based
on the received signal.

Since the accuracy of time delay estimation is inversely proportional to the sig-
nal bandwidth, instead of using a GPS-like signal or other narrow band signal, one
could, for example, use an ultra-wideband (UWB) signal [79, 80, 81] or other type
of signal (e.g., a sparse multiband signal [82]) with a large signal bandwidth for
ranging and positioning, which can achieve a high accuracy in time delay estima-
tion.
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The generalized correlation method [83, 84] (i.e., matched filter (MF)) is com-
monly used to determine the ToA. However, the resulting estimates are often bi-
ased in a multipath channel, as reflections are not considered in the locally gen-
erated reference signal. Therefore, a multi-branch cross-correlation [85, 86, 87]
is proposed to mitigate the error introduced by multipath. Similarly, to improve
the performance of time delay estimation in a multipath channel, one can jointly
estimate the time delay for both LoS path and reflection based on a Maximum
Likelihood (ML) principle [88, 39, 89]. However, multivariate ML estimation re-
quires enormous computational power to obtain an unbiased solution [90]. With
a lot of reflections, the problem may get ill-conditioned and be troublesome to
solve properly. Therefore, subspace (or eigen-decomposition) methods, such as
MUSIC (MUltiple SIgnal Classification), ESPRIT (Estimation of Signal Parameters
via Rotational Invariance Technique) [91, 92, 93], have also been applied for time
delay estimation, which largely reduce the computational complexity compared
to the multivariate ML method, and also provide higher resolution than the simple
MF method. However, the subspace methods require a large amount of snapshot
measurements, based on either time, frequency or spatial diversity, to compute
an accurate sample covariance matrix. Nevertheless, unbiasedness of the estima-
tor derived from the subspace method cannot be guaranteed.

Phase-of-Arrival

Compared with time-delay-based range measurements, carrier phase or phase-
of-arrival (PoA) measurements can provide more precise range information due
to the wavelength of the central carrier, which is generally much smaller than the
sample interval. However, one can only estimate the fractional part of the carrier
phase. Therefore, integer phase cycle ambiguities should be properly resolved for
all transmitter-receiver links, in order to derive a unique position solution with
high precision.

In GNSS, the carrier phase is obtained from the Q (quadrature) and I (in-phase)
outputs of the correlator between the received signal and the replica code at the
prompt branches through the arc-tangent [9]. Recently, carrier phase estimation
using SOPs has also been investigated. For example, in [51], the carrier phase is
proposed to be computed from a continuous middle sub-carrier of a DVB-T sig-
nal. In addition, for positioning, the carrier phase can be also be determined by
integrating the estimated Doppler frequency offset over the observation period
[94, 37, 45]. In [95], the carrier phase is proposed to be computed by taking the
argument of the sum of the channel frequency response. Generally, the estimate
of the carrier phase or the Doppler shift is obtained by using a phase locked loop
(PLL) [96, 97].

Angle-of-Arrival

An angle-of-arrival (AoA) measurement shows the direction of the received sig-
nal based on the phase difference among different antennas in an antenna array
[98]. Using AoA measurements for positioning, the receiver no longer needs to be
synchronized to the transmitters, but should be equipped with multiple anten-
nas. However, given a limited number of antennas within finite dimensions and
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the resulting limited spatial resolution, AoA measurements can easily be affected
by multipath [93]. Therefore, the AoA measurement is generally used with other
measurements to increase the positioning accuracy [99, 100].

Received Signal Strength

As the longer the propagation distance is, the more signal will be attenuated, re-
ceived signal strength (RSS) can also be exploit for ranging. Compared with the
other types of measurements, the RSS is the easiest and cheapest observable that
one can obtain for ranging. Neither additional hardware nor a complicated algo-
rithm is needed to be implemented in a to-be-positioned user device (e.g., smart-
phone). During the COVID-19 pandemic, most contact tracing applications are
generally based on RSS measurements from Bluetooth [101, 102]. However, RSS
is sensitive to the wireless channel, such as shadowing, multipath, and the orien-
tation of the wireless device [7]. Therefore, the ranging accuracy using RSS is at
meter-level or worse [103, 104].

1.1.4. Requirements
Generally, to develop a terrestrial positioning system, one needs to consider the
following requirements

* The radio transmitters should be synchronized in time and frequency.

* In order to compute the position solution of a radio receiver, the position of
the transmitters should be measured/estimated a priori;

* In order to support emerging applications, such as IoT, unmanned driving,
at least a sub-meter level positioning accuracy is required;

 Arelatively large (virtual) signal bandwidth is needed to improve the resolv-
ability of different paths and overcome multipath effects, which often occur
in an urban and indoor environment.

1.2. “SuperGPS” Project

The work presented in this thesis is carried out in the context of the “SuperGPS”
project: accurate timing and positioning through an optical-wireless distributed
time and frequency reference, funded by the Dutch Research Council (NWO) un-
der Grant 13970. Fig. 1.1 presents a vision of a hybrid optical-wireless terrestrial
positioning system proposed in the SuperGPS project, which is also referred to as
the SuperGPS system in this thesis. The proposed SuperGPS system aims to meet
the requirements presented in section 1.1.4 using the following solutions.

In the proposed SuperGPS system, all radio transmitters (i.e., pseudolites) are
synchronized with common reference signals (i.e., 10 MHz and 1 PPS) generated
by a central atomic clock. The reference signals are distributed to each radio trans-
mitter through an optical communication infrastructure using the White-Rabbit
precision time protocol (WR-PTP) [77, 105]. Using optically distributed time and
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Figure 1.1: Schematic of hybrid optical-wireless terrestrial positioning system. Blue line: existing op-
tical communication infrastructure, green square: radio transmitters, and red square: central atomic
clock.

frequency reference signals through the existing optical communication infras-
tructure, provides the flexibility to expand the system over a large area. And syn-
chronization, as is the case of wireless distribution of the reference signals among
the transmitters, is not affected by multipath which is prominently present in an
urban area.

In addition, the developed prototype system supports a large signal bandwidth
(e.g., 160-320 MHz) for ranging, which improves the resolvability of reflections in
amultipath channel. A decimeter level positioning accuracy is expected from the
SuperGPS system.

1.3. Main Contributions and Thesis Outline

This section presents the structure of this thesis by contributions, which are pub-
lished as the journal [J] and conference [C] articles presented in section ‘List of
Publications’ (see the end of this thesis).

Chapter |2 3|4 |5|6 |7
[J1] X X

[J2] X X

[J3] X | X
[C1] X X

[C2] X X

[C3] X X

[C4] X X
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Chapter 2

In chapter 2, a multiband-OFDM (orthogonal frequency division multiplexing)
signal model is introduced. OFDM has been widely used in existing telecommu-
nication systems [37, 43, 46, 57], and multiband signals have also been adopted
in UWB systems [106]. Therefore, to allow for an easy integration of the proposed
system in other communication systems and to be time-efficient, a periodically
transmitted burst-like multiband OFDM signal is selected as a ranging signal in
this work. As the receiver is generally not synchronized to the transmitters, the
impact of receiver frequency offset on the received multiband OFDM signal is pre-
sented in this chapter, and the received signal model also includes the effects of
multipath.

Contribution

For purpose of ranging, develop measurement model particularly for
multiband OFDM signal, and account for receiver frequency offset and
multipath effects.

Chapter 3

By exploiting the frequency relation among different signal bands, time delay esti-
mation based on multiband OFDM signal is introduced in Chapter 3. The Cramer-
Rao lower bound (CRLB) of time delay estimation is first analyzed. Then, based on
the Maximum Likelihood (ML) principle, the time delay can be jointly estimated
for a LoS path and reflections in a multipath channel. In a multipath channel, the
measure of dependence and measure of bias are defined, and used to analyze the
impact of a reflected path on time delay estimation. Other time delay estimation
methods, such as matched filter (MF), subspace-based method (e.g., MUSIC, ES-
PRIT), inverse Fourier transform, and sparsity-promoting deconvolution method
are also reviewed in this chapter.

Contribution

Using multiband OFDM signal, present ML-based time delay estimation,
and means to analyze time-based ranging accuracy, and computational
complexity, when considering and neglecting reflections in estimation
model.

Chapter 4

Carrier phase estimation based on a burst-like multiband OFDM signal is pre-
sented in Chapter 4. Similar to time delay estimation, based on the ML principle,
the complex propagation gain of the LoS path can be jointly estimated with those
from reflections. Then, the carrier phase is obtained by taking the argument of the
LoS complex gain. The impact of a reflection on the accuracy and bias of complex
gain estimation is analyzed. In addition, as the ranging signal is only periodically
transmitted, cycle-slips could be introduced in (time series of) carrier phase mea-
surements, as the receiver frequency offset will cause an additional phase rotation
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during the transmission period, even when the receiver is stationary. Therefore,
to avoid cycle-slips, it is proposed to estimate and compensate the receiver fre-
quency offset before estimating the complex gain and the resulting carrier phase.

Contribution

Considering impact of receiver frequency offset, multipath, and non-
continuous transmission scheme of multiband OFDM signal, introduce
ML-based carrier phase estimation, and present solutions to avoid cycle
slips in phase unwrapping particularly introduced by receiver frequency
offset.

Chapter 5

In Chapter 5, signal design particularly for ranging is proposed. Unlike for com-
munication where the data rate is of interest, it is not necessary to occupy all
available signal spectrum for ranging and position. The measure of dependence,
which indicates how accuracy changes when a reflection is considered in the es-
timation model, the measure of bias that reflects how large the bias can be if a
reflection is not considered in the estimation model, and the CRLB are used as cri-
teria, to sparsely select only a few signal bands from a large spectrum range, as to
create a large virtual signal bandwidth. Using a sparse multiband signal, the com-
putational complexity of both time delay estimation and carrier phase estimation
can be largely reduced, while the estimation performance is still comparable to
using the entire frequency range.

Contribution

For positioning, develop method to sparsely select only few signal bands
within large virtual signal bandwidth, which reduces computational com-
plexity to obtain range information, and meets user specified ranging pre-
cision, while still offering strong resistance against multipath.

Chapter 6

Positioning models using only time delay measurements, or only carrier phase

measurements are presented in Chapter 6. Using time-of-arrival (ToA) measure-

ments, the receiver position solution is computed along with the clock error caused
by the receiver sampling frequency offset. As all transmitters are assumed to be

synchronized through commonly distributed reference signals, position solutions

can also be computed using the Time-Difference-of-Arrival (TDoA) measurement,

in which the receiver-dependent clock error is eliminated.

On the other hand, carrier phase offers higher ranging precision than time de-
lay. Hence, phase-of-arrival (PoA) or phase-difference-of-arrival (PDoA) measure-
ments can be used for positioning, and the position solutions should be estimated
along with the carrier phase cycle ambiguities. However, due to different initial
carrier phase offsets and different hardware delays among the transmitters, the
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carrier phase ambiguity of each transmitter-receiver link is no longer an integer
number. Thus, only the so-called float solution can be obtained. Additionally,
a large receiver displacement is required to create a sufficient change in geome-
try, so that the precision of the float solution can converge to a reasonable level.
In order to exploit the integer nature of the carrier phase ambiguity, a snap-shot
set of carrier phase measurements for all transmitters is proposed to be taken at
a known position, and to be used as a correction file. By taking the difference
between the corrections and the carrier phase measurements, the carrier phase
ambiguities can be treated as integer numbers in the positioning models. Conse-
quently, one can obtain the so-called fixed solution based on the integer ambigu-
ity resolution, which can be done by using the LAMBDA (Least-squares AMBiguity
Decorrelation Adjustment) method.

Contribution

Using carrier phase for precise positioning, propose to measure and use
snapshot set of carrier phase measurements for all transmitters at known
location as corrections, in order to be able to fix carrier phase cycle am-
biguities to integer numbers and obtain so-called fixed position solutions.
Present receiver frequency synchronization based on clock error estimated
along with receiver coordinates in positioning model using time delay or
carrier phase measurements.

\ J

Chapter 7

Outdoor experimental positioning validation results obtained in realistic circum-
stances are presented in Chapter 7. The developed SuperGPS prototype system
consists of six transmitters, and all transmitters are synchronized based on the op-
tically distributed time and frequency reference signals through the WR-PTP. Us-
ing time delay measurements, a decimeter level positioning accuracy is achieved.
Based on carrier phase measurements, a decimeter to centimeter level accuracy
can be attained while using the float solution. By exploiting the integer nature of
the carrier phase ambiguities, a quickly converging centimeter-level positioning
accuracy is achieved for the fixed solution. Additionally, the clock error in time
delay and carrier phase measurements, which is introduced by the receiver fre-
quency offset and estimated along with the position coordinates, can be used for
fine synchronization, and potentially be applied for terrestrial time and frequency
transfer.

Contribution

Evaluate positioning performance, based on time delay and carrier phase
using proposed sparse multiband OFDM burst-like signal in an on-
purpose built prototype system, and demonstrate cm to dm level position-
ing accuracy in realistic outdoor scenario.
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Chapter 8
Conclusions of the work presented in this thesis, and recommendations of design-

ing a terrestrial positioning system are summarized in Chapter 8.



Multiband OFDM Signal
Model

Orthogonal Frequency Division Multiplexing (OFDM) modulation has been widely
used for various telecommunication systems, which largely improves the spec-

trum efficiency compared to a single-carrier modulation, and increases the re-

sistance against inter-symbol interference (ISI) introduced by multipath. In this

work, OFDM is also considered as the modulation of the ranging signal. In ad-

dition, to further improve the flexibility of spectrum management, a multiband

OFDM signal is chosen. By considering the frequency relation among different

signal bands placed at different locations in the spectrum, a large virtual signal

bandwidth can be created, which ultimately improves the ranging accuracy.

In this chapter, we aim to develop the signal model of the multiband OFDM
signal, which will be used to estimate the range information such as time delay
and carrier phase. First, the concept of OFDM modulation is introduced. Then,
as the receiver is generally not synchronized to the transmitters, the impact of the
receiver frequency offset [107] on the received signal is presented, as well as the
impact of multipath [108]. Finally, the implementation of amultiband signal and a
measurement model of the sampled channel frequency response are introduced.

2.1. Concept of OFDM signal

Using the inverse fast Fourier transform (IFFT), an OFDM symbol is generated by
modulating N, complex data points onto N, sub-carriers, as shown in Fig. 2.1. In
order to combat inter-symbol interference (ISI) caused by a multipath channel,
a guard interval (i.e., cyclic prefix, CP) with Ng samples is added to every OFDM
symbol [109]. Therefore, there are Ng + N, samples in each OFDM symbol, and

13
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the n-th sample of the g-th OFDM symbol (g > 0) in baseband is given by

1 N2 21(g(N, + N,) + N, + n)i -N,,..,-1 (CP)
spln] A E cigexpj g Ns g ), n=1 gN L data)”
5 i=—Ng/2 s 7oy Ng T ( ata)
2.1)

where i denotes the subcarrier index, and c;,, denotes the g-th complex symbol
modulated on the i-th sub-carrier. The sampling interval is indicated by T; in the
sequel, and Af is the subcarrier spacing, given by

1

B
T, = 3 Af = N (2.2)

where B denotes the bandwidth of the OFDM signal.

subcarriers

Figure 2.1: Spectrum of OFDM signal, N, subcarriers are separated by a spacing of Af, and together
span a bandwidth of B.

After digital-to-analog conversion (DAC), the baseband OFDM signal s(¢) is
modulated on a carrier with frequency f.. Hence, the passband OFDM signal s, (t)
can be expressed as

sp(t) =R [sy ()2t} 2.3)

where R{-} denotes the real part of a complex value.
At the receiver, the passband signal, perturbed by the channel and noise, is
down-converted to baseband by the carrier frequency f,

ry(t) =277 {(s,(t) * h(t) cos@f t + 8)} - 27 {(s,(H) * h(t)) sin@mft + 9)}, (2.4)

where .#; denotes low pass filter operator, * denotes convolution, k(t) denotes the
channel impulse response, and 9 denotes the constant carrier phase difference of
the central carriers between the transmitter and the receiver, and is referred to as
the initial carrier phase offset. If the receiver is not synchronized to the transmit-
ters, the carrier frequency generated at the receiver will be different from the one
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generated at the transmitter f., and its impact on the received signal will be intro-
duced in the following section. In addition, to simplify the notation, the random-
ness introduced by the noise is omitted here, but it will be introduced in Section
2.5.

A burst-like signal packet, which consists of three OFDM pilot symbols (i.e.,
training symbols) as shown in Fig. 2.2, is currently implemented for ranging in the
prototype SuperGPS system. The first two symbols are the normal pilot symbols,
which are known to the receiver and will be used for (frame and symbol) synchro-
nization and channel estimation. A PRN sequence, as an example, is modulated
on the subcarriers, and it is identical for all transmitters in the developed proto-
type.

The last symbol is a shortened Moose’s pilot symbol [110], in which only every
other subcarrier is used, so that the first half of the symbol in time is equal to the
second half, excluding the CP. In the last symbol, different transmitters use differ-
ent Gold sequences on the activated subcarriers. The shortened Moose’s symbol
will be used for transmitter identification, and frequency offset estimation later
on.

142.1ps
To: 1ms |
Tx- 12345 - 1
/ guard interval: 2.5pus
t
gnal: 0.0216 ms — — ———— ==
1D (Moose)

sympol
1

0.8 ps

Figure 2.2: Each transmitter transmits a burst ranging signal in a TDM (time division multiplexing)
scheme with a period of Tp. Each burst ranging packet consists of three OFDM symbols. Six transmit-
ters are used in the prototype SuperGPS system.

To avoid interference among transmitters, a TDM scheme is applied. As shown
in Fig. 2.2, each transmitter transmits its ranging signal in its own time slot, and
the ranging signal is repeatedly transmitted with a period of Tp, so that spectrum
resources not occupied by the positioning system, can be used for communica-
tion. Although a TDM scheme is applied, all transmitters should transmit their
burst ranging signals within a relatively small interval, so that the changes in the
sampling frequency offset and the central frequency offsets and the displacement
of the receiver can be neglected within such an interval. As an example, shown in
Fig. 2.2, for six transmitters, the burst ranging signals are transmitted within 142.1
us and repeated every Tp =1 ms.
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2.2. Frequency offset

In an asynchronous system, where all transmitters are synchronized, but the re-
ceiver runs on its own clock, there will be an offset in both the sampling frequency
and the central carrier frequency, between the transmitters and the receiver. To
quantify the frequency offset in an asynchronous system, we first define the nor-
malized frequency offset (NFO) n(t), which is given by

Afh) _ Af()
fo TR

where f. and f, denote the central carrier frequency and the sampling frequency

generated at the transmitter, respectively, Af (t) denotes the carrier frequency off-

set (CFO), and Af,(f) denotes the sampling frequency offset (SFO) at the receiver.
Due to the CFO, the carrier frequency generated in the receiver is given by

fe®) = fe+ Afc(®), Afe(t) =n®)fc. (2.6)

Hence, the passband signal after passing through the channel will be down-converted
to baseband by the central frequency f/(¢).

In addition, in an asynchronous system, the mismatch of the sampling fre-
quency between a receiver and a transmitter should be taken into consideration.
Due to the SFO, the sampling frequency generated by the receiver is given by

fit) = fs + Afs()), Afs(H) = n(B)fs. 2.7

Consequently, the sample period in the receiver is written as follows

1)
fs+Afs(t)_( 1+n(t))TS' (2.8)

If the normalized frequency offset 7(t) is generally at the level of a few ppm (parts-
per-million) and much smaller than 1, (2.8) can be approximated by

n(t) = (2.5)

Ti(t) =

1
Ti(t) = oM Ts = ATy(t) = 1 = n(t)Ts, ATs(t) = n(t)Ts. (2.9)
S
To simplify the notation, here we only consider a single-path channel, and
analyse the impact of the CFO and the SFO on the time delay and carrier phase,

as the quantities of interest for ranging. The single-path channel is assumed to be

* 9(C) cos(0(0)) i

c

h(t) = ad(t — t(t)), T(t) =1(ty) — (2.10)

to
where 7(f;) denotes the initial propagation delay at the epoch ¢,, and v(f) the speed
of the receiver, 6(t) denotes the angle-of-arrival of the signal at the epoch ¢ (with
respect to the receiver velocity), c denotes the speed of light, [¢,, {] denotes the
observation period. Without an accurate calibration of the system, 7(ty) can also
include the hardware delay, for example, from the RF front-ends.
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Then, considering the CFO and the SFO, the received baseband signal defined
in (2.4) is rewritten by

ry(t) =2.7; {(sp(t) + h(t)) cosRmfi(t)t + 9) —j(sp(t) + h(t)) sin(2r fL(H)t + S)}
=asy(t - () exp (= (27 feT(to) + Pp(t) + py(H) + 9))

where s,(t) denotes the baseband OFDM ranging signal generated at the transmit-
ter (cf.(2.1)),

(2.11)

$o(t) = —Zﬂf Afp@dZ, Afp(t) = fcw

(2.12)
$y(t) = 21 f AfAQAS, Aft) = n(B)fe

¢p denotes the accumulated Doppler phase offset, ¢, denotes the accumulated
receiver phase offset due to the CFO, and Afp and Af, denotes the Doppler fre-
quency offset and the carrier frequency offset, respectively. The derivation of
(2.11) can be found in Appendix A.1.

Moreover, it is assumed that the propagation time delay and the frequency
offset are constant within at least one OFDM symbol, hence the normalized fre-
quency offset n(t) can be replaced by n[q] with the symbol index . The g-th symbol
of the received baseband OFDM signal after analog-to-digital conversion (ADC)
is given by

relg, nl =rp(t), t=(q(Ns + Ng) + Ny + n)T,
g N2-1 '
=— 3 cgexp(i2nf; (n( - nlg)T, - At[q])) (2.13)

Ns i=—Ns/2

x exp (-f (2nAf[qln(l - nlg)T, + $lq1)),

where
Atlq] = 7,lq] + 7lq] - 2eymlgl,  Ty[q] = = 3 ((Ns + Ng) + N ) nlulT,

fi= N#T AF1q] = Aflq] + Afplql, (2.14)

5la] = 2nfot(ty) + oplg -1+ Pplg-11+ 9, g=1
2nfert) +9, =0,

and %sym[g] denotes the time delay derived from symbol synchronization for the
g-th symbol, which is an essential step to find the place to start the N,-point FFT
for OFDM demodulation [111]. Unlike for ranging, synchronization up to sample-
level is sufficient for communication. Without oversampling, 1, [4] is with a res-
olution of the sample interval T;.
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As shown in (2.14), the received signal is delayed by the asynchronous receiver
clock error 7,[q] and the actual propagation time delay 7[q] in the g-th symbol.
After the symbol synchronization, a part of delay will be remove by 74,,[4], and
thus Arz[q] is referred to as the synchronization error.

After the FFT, the received data on the k-th sub-carrier of the g-th symbol is
given as

Ni-1 .
Rilq] =7 {rylg;nl} = Y] nlginlexp (—jznz\—;;)

n=0
Ny-1 Ny/2-1 n
= E E ¢;q €xp(i27fi(n(1 - nlg))Ts — At[q]) exp (—jZnﬁ)
=0 i=—Ny/2 s
x exp (—j (2nAf.lqln( - nlgDT; + dlq1))
N1

= E Chq exp( 21 fr(nnlq]T; + AT[q])) exp( (gb +2nAf[gqln(1 - n[q])Ts))

+ ICI[g],
(2.15)

where the interchannel interference (ICI) on the subcarrier k, by the other subcar-
riers i # k, is given by

ICT[q] Echexp(Jzn(( — filnnlq] T, + Atlql) - Aflgln( - nlq ])Ts))

n=0 i#k

exp (~jdlg))

Ns-1 .
' S _ (i1 = nlg]) = k)n - Blgln(i - nlq])
= g; c;q exp (j2rf;Aq]) ;:% exp (]zn - )
exp (~jflal),
and
Aflq]
Blal = A

Af denotes the subcarrier spacing (cf.(2.2)).

As the normalized frequency offset 1 is generally small (e.g., a few ppm), the
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inter-channel interference can be approximated by

. Nl (i—k—PlgDn B
ICL[q] = E Ciy EXP (]2nfiAT[q]) Z exp (]ZNT) exp (—]¢[q])
i#k n=0 s

sin(n(i — k - Blq])) . (i—k-BlgD(Ns - 1)
= E Cig i—k—ﬁ[q]) exp (] T N
N

S

) exp (-j2rfiAtlq])
ik sin (n

exp (-jlq])

Due to the frequency offset Af.[q] and the resulting f[g] # 0, caused by Doppler
and the asynchronous reference signal, ICI will be introduced. In order to mitigate
the ICI, one can coarsely estimate and compensate the frequency offset before
estimating the channel frequency response. Though the residual frequency offset
will still cause a minor remaining ICI. If the subcarrier spacing Af is chosen to be
much larger than the frequency offset Af,, so that f is small, then the ICI due to
the frequency offset will be negligible [109].

If the ICI is negligible, (2.15) can be approximated by

N,-1
Rilg] =2 exp (~j2rfalq]) 3 exp (-2n(AF gl - nlqDT, + funlahnT)
s n=0

exp (—jZT((Z)[q])
XCyq €XP (—j27szAT[q]) exp (—] (27‘(Afc[q]TSNS/2 + qS[q])) .

1) @)

(2.16)

Afterwards, the time delay measurement can be obtained by adding %4,,[g] and
Ar[q] derived from the phase of term (1) in (2.16). The carrier phase will be derived
from the phase of term (2) in (2.16). More details on time delay and carrier phase
estimation will be presented in Chapter 3 and Chapter 4, respectively.

2.3. Multipath

In this section, the impact of multipath on the received ranging signal is presented.
A terrestrial positioning system is typically deployed in a GNSS-challenged envi-
ronment, which will be associated with strong reflections of the signal on/by sur-
rounding objects (e.g., buildings).

For notation simplicity, the symbol index p will be removed in the following
derivations. Given an L-path channel, the sampled complex baseband channel
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impulse response is given by

L
hln] = Y x0T, - At),
=1

% =ayexp (— (2nAf TN/2 + §))
=ay exp (= (TAfo/Af + 1)),

(2.17)

where
ATty =Tyl + 7T - ’fsymr

and T is the receiver sample interval, A7; denotes the residual propagation delay
of the /-th path after synchronization (cf. (2.14)), x; denotes the complex propa-
gation gain, and «; denotes the modulus of x; and is a real value. By default,/ =1
denotes the LoS path as we assume to have a LoS channel. In addition, ¢;, which
is determined by the CFO, the Doppler offset, and the propagation time delay, de-
notes the accumulated carrier phase on the central carrier f,. In this work, carrier
phase tracking explicitly refers to phase tracking of the central carrier frequency
fe

Based on (2.16), the received frequency response in a multipath condition can
be given by

L
Rk = E Cr EXPpP (-jznkaTl) a; EXp (—] (nAfc,l/Af + &l)) . (2.18)
=1

Using user pre-defined training symbols, ¢, is known a priori to the receiver. Then,
the channel frequency response can be obtained by eliminating the data ¢, in
(2.18). Afterwards, based on the phases of the subcarriers, one can estimate the
time delay and carrier phase for positioning. However, if the reflections are not
considered in the model for time delay and carrier phase estimation, the result-
ing estimators will become biased.

As an example, Fig. 2.3 illustrates how unconsidered reflections in a 3-path
channel impact delay time and carrier phase estimation. In Fig. 2.3(a) (bottom), a
cross-correlation between the received signal and the locally generated reference
signal (i.e., matched filter (MF)) is used to determine the time delay/ToA. As the
received signal contains not only the LoS path but also two reflected paths, and the
reflections are not considered in the locally generated reference signal, the cost
function implied by using the MF (see violet-solid line in the bottom of Fig. 2.3(a))
is offset from the one for the single LoS-path channel (see blue-dashed line).

Similarly, multipath can also introduce a bias in the carrier phase, if the reflec-
tions are not taken into consideration in estimating the carrier phase. Fig. 2.3(b)
shows the diagram of the composite received carrier phasor. The blue-dashed
arrow denotes the LoS phasor, and its phase has been normalized to zero. Con-
sidering a carrier with a frequency of 3960 MHz, the red-dashed arrow and the
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yellow-dashed arrow stand for the reflection with a relative delay of 7.5 ns (i.e.,
2.25 m) and 53.5 ns (i.e., 16.04 m), respectively. Without resolving these reflec-
tions in carrier phase estimation, the carrier phase derived from the composite
phasor, as shown in the violet-solid arrow, will be offset from the actual LoS pha-
sor (e.g., 0.1 of the wavelength in this example).

%<y Los 1
3 )
o A~ | reflection-1 —-—-LoS
g reflection-2. 0.8+ |—-—-reflection-1
g1 ——LoS+reflections reflection-2
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real part

(a) (b)

Figure 2.3: Considering a 3-path channel, (a) time delay estimation based on a cross-correlation ap-
proach, (b) diagram of received carrier phasor for carrier phase estimation. For illustration purpose,
different relative delays are used in (a) and (b), while the relative gain of two reflections are fixed to 0.6
and 0.3.

Generally, multipath is unavoidable in a terrestrial positioning system. On the
one hand, it is recommended to consider the reflections in the estimation model
when computing the range observable for positioning. On the other hand, one
could increase the bandwidth of the ranging signal, as to offer a higher time reso-
lution, and consequently allow for a better resolution of reflections, and improve
the accuracy of the range estimators.

2.4. Multiband Signal

In this section, the idea of a multiband signal is presented as one of the practical
solutions to achieve a large signal bandwidth. Particularly, multiband OFDM has
been adopted in UWB systems. The UWB frequency band is divided into multi-
ple signal bands, which allows to process information over a much smaller band-
width, and improves spectral flexibility. Each OFDM symbol is transmitted over
one of the signal bands, based on a frequency hopping (FH) sequence (i.e., time-
frequency codes) [106].
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Principle
Based on (2.3), the FH-based multiband RF signal can be written by

sp(t) = 23R [spm(t - mTg) exp(i2n(f. + f)D},
m (2.19)

fn=(m=-M2)Afg, m=1,2, .., M,

where T denotes the time duration of a single transmission slot, f,, denotes the
central frequency of the m-th signal band over (relative to f.), and Af; denotes the
hopping basis of central carrier for different signal bands. The frequency hopping
sequences are assigned uniquely to avoid the interference. Then, at the receiver,
different signal bands with different central carrier frequencies will be down-converted
into baseband. For communication, each signal band is generally processed in-
dependently. Then, the time resolution is still limited by the bandwidth of each
signal band.

For ranging, one is particularly interested in a large signal bandwidth, as the
time resolution is the inverse of the signal bandwidth. By removing the timing off-
set in different signal bands (e.g., mT), so that the received signal from different
bands can be coherently processed at the same time. To determine the time delay,
one can exploit the frequency relation among different signal bands, and the re-
sulting different phase rotations introduced by the frequency f,, across different
signal bands. Considering an L-path channel, the received signal from M signal
bands, in which the transmission timing offsets are removed, is given by

rp(t) [ sp1(t— 1)) exp (—jZHfﬂZ) ]
rb,Z(t) L sb,Z(t - T]) €Xp (_].271_](2’[1)
D=1, "o|= : -2 : 2.20
rb( ) rb,rr'z(t) l=21 Sb,m(t _ Tl) exp _jznfmTl) exp( ] 7-[fCTl) ( )
: : @
ro,m(t) [spm(t = 7,) €Xp (—jznfMTl)_

()

By exploiting the phase of term (1) in (2.20), which depends not only on the sub-
carrier frequencies within each signal band but also the central frequency of each
signal band f,, (with respect to the central frequency f.), one can estimate the
propagation delay 7, for/ = 1, .., L. Compared with the case of using a single
band, the estimation performance is improved when using a multiband signal,
due to the increase in the total signal bandwidth. If the term (1) in (2.20) is recon-
structed, one can determine the carrier phase from the term (2) for positioning.
As shown in Fig. 2.4, there are M available bands in the allocated signal spec-
trum that can be used for positioning or communication. We define the band-
width between the two signal bands at the band edges as the virtual signal band-
width (as shown in Fig. 2.4), no matter how many activated bands there are in
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between. Hence, it is not needed to contiguously transmit all signal bands in or-
der to create a large virtual signal bandwidth. If all activated signal bands can be
exploited coherently for ranging, the ranging performance will consequently ben-
efit from its large virtual signal bandwidth, instead of the sum of the bandwidth of
each signal band. The selection of the signal bands for ranging will be introduced
in Chapter 5.

virtual signal bandwidth

' f

fm:l fm:Z fm fm:M

Figure 2.4: Spectrum of multiband OFDM signal for terrestrial precise positioning system, which con-
sists of M available signal bands and N; subcarriers in each signal band. Virtual signal bandwidth is
defined by the bandwidth between two signal bands at the edges. Not all adjacent signal bands are
needed to be used to create a large virtual signal bandwidth, so to be beneficial for ranging. In the
sequel, we will use only M, out of M bands.

Implementation

In practice, each signal band needs to be up-converted to the corresponding radio
frequency f. + f,, at the specific time-slot. However, the hopping carriers gen-
erated for different signal bands are generally not phase-synchronized, and the
received multiband signal shown in (2.20) should be rewritten by

[exp (794

exp (j9;

7y(t) = ry(t) + (2.21)

exp (j9,) |

| exp (jSM)_

where 9,, denotes the phase offset in the m-th band, and 9,, can also be hop/time-
dependent. Given the different phase offsets across different signal bands, one
can no longer ‘stitch’ together all signal bands transmitted at different time slots
to emulate a wide signal bandwidth.

To resolve the phase offsets introduced by the transmitters and the receiver
hopping among different signal bands, like in [57], one needs to estimate the chan-
nel frequency response of the central subcarrier in each signal band, at both the
receiver (with respect to the transmitter) and the transmitter (with respect to the
receiver). Then by multiplying the measurements taken on both sides, the differ-
ent phase offsets from different signal bands can be eliminated. However, apply-
ing such an approach requires strict time synchronization between the transmit-
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Figure 2.5: Schematic of multiband signal generation and reception using digital up-converter and
digital down-converter.

ter and the receiver, so that both sides can measure the channel response at the
same time instant.

In this work, to avoid possible phase offsets across different signal bands, all
signal bands are transmitted and received simultaneously or sequentially through
a single RF front-end with a fixed central carrier f.. Hence, one no longer needs
to calibrate the initial phase offset for each signal band. As shown in Fig. 2.5, the
baseband signal of each band will be digitally up-converted to a specific inter-
mediate frequency (IF) f,, in the transmitter before the DAC. Then, the received
signal after the ADC will be digitally down-converted by f,, to the baseband signal.
Using such a system may not reduce hardware cost, as a relatively high sampling
DAC and ADC are still required to cover the entire virtual signal bandwidth. But
the computational complexity of obtaining the range information can remain low,
and the system can still offer a flexible spectrum management.

2.5. Measurement Model

In this section, based on the multiband OFDM signal, the measurement model

of the received signal is introduced, which will be used for time delay and carrier

phase estimation in the following chapters. In practice, any modulation can be

used in signal bands arbitrarily positioned in the frequency spectrum.
Considering the received samples from m-th signal band

r [n] =ry[n] +efn], (2.22)

the complex additive white Gaussian noise (AWGN) is assumed to have the fol-
lowing distribution

e~& (0, 02). (2.23)
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After frame synchronization and fast Fourier transformation (FFT), the channel
frequency response of the subcarriers across the different signal bands can be ob-
tained based on a training symbol. The response not only contains information
on the time delay but also on the carrier phase. Details on modulation and de-
modulation of OFDM signals in each signal band are omitted here, and can be
found in [109].

Based on received training symbol (2.20) from different signal bands, one can
determine the channel frequency response. The sampled channel frequency re-
sponse obtained from the k-th subcarrier in the m-th signal band is given by

N, N
=k p = S (2.24)
2 2

where E denotes the Fourier transform of the noise e. As derived in [62], the PDF
of the Fourier transform of AWGN is obtained by

E~7Z.1(0, Nyo?). (2.25)

Precise timing is generally not required in an OFDM-based communication
system, as the guard interval (i.e., CP) can effectively mitigate multipath effects. In
order to properly demodulate the signal, a simple frequency domain equalization
is used to compensate for the distortion of the entire multipath channel, based on
the sampled channel frequency response (cf. (2.24)) obtained from channel esti-
mation. However, for the purpose of positioning, our aim is to estimate the time
delay and the carrier phase specifically of the LoS path in a multipath channel,
from the sampled channel frequency response.

In the present explanation, for convenience and ease of the description and
derivation in this work, each OFDM signal band is assumed to have the same
bandwidth and each contains N, subcarriers, but this can be different in practice.
To extract the range information, one can consider the frequency relation among
different signal bands, and stack up all frequency response measurements taken
from the activated subcarriers in the different signal bands as a vector H,

H=[H] . H} . H&]T

T (2.26)
H, =[H.xpm - Hiw - Hypim] -
To improve spectral efficiency and to decrease computational complexity, not all
signal bands are needed for this task. Hence, one can use M, out of M signal bands
shown in Fig. 2.4.
Based on (2.20) and (2.25), the measurement model for the sampled channel
frequency response is given by

H ~% ./ (EH), Qu),

(2.27)
E{H} = 7 {h[n]} =A(AT)x, Qu = NyorInm, = 0°Inm,,
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where
A(Ar) = [a(ATy) a(ATy) .. a(ATy)]

u(ATl) = [ﬂl(AT[)T ﬂz(ATl)T ﬂMﬂ(A’II)T]T

[a,,(AT)]; = exp(-=12n(f; + f)AT), @, (A7) € CV
T

X = [xl Xy ... .X'L] ,
fi = iAf denotes the subcarrier frequency of the i-th subcarrier (-N,/2 < i <
N,/2 -1), Af denotes the subcarrier spacing, f,, denotes the centre frequency of
the m-th activated signal band with respect to f., x; denotes the complex gain of
the I-th path (cf. (2.17)) . The variance of the measurement noise o2 is assumed to

be known or can be estimated a priori (cf. (2.25)).

Based on the model (2.27) of the sampled channel frequency response, dif-
ferent types of range information can be computed. Particularly, time delay and
carrier phase estimation will be introduced in Chapter 3 and Chapter 4, respec-
tively.

(2.28)



Time Delay Estimation

The range between a radio transmitter and a radio receiver can be determined by
multiplying the signal travel time with the speed of light. In this chapter, we first
analyze the Cramér-Rao lower bound (CRLB) of time delay estimation in both a
single-path channel and two-path channel, and discuss the impact of signal spec-
trum pattern and multipath on the CRLB. Then, based on the maximum likeli-
hood (ML) principle, we analyze the performance of time delay estimation in a
multipath channel [82]. Particularly, we analyze the bias if a reflection is not con-
sidered in the estimation model, and we analyze the precision if a reflection is
considered in the model. Lastly, from the ML prospective, we review other tech-
niques that are commonly used for time delay estimation, and present the simi-
larities between these techniques and the ML method.

3.1. Cramer-Rao Lower Bound

The Cramer-Rao lower bound (CRLB) is a lower bound on the variance of any un-
biased estimator [62]. Given the probability density function (PDF) fl(r|u) of the
received samplesr,

02 > [Flw)] , uecN, 3.1)

where F(u) is an N,,-by-N,, Fisher information matrix (FIM), and N,, is the number
of unknown parameters in u. The FIM is defined by

AInf,(rlu) }

auau Z: 1’ 2’ s Nll/ ]= 11 2/ ey Nu/ (3.2)
L

[Fa)],, = —IE{
where u; and u; denote the i-th and j-th unknown parameter in u, respectively.

3.1.1. Single Path Channel
To provide a clear insight on how time-based ranging accuracy is linked to the sig-
nal spectrum, only a simple LoS single-path channel (2.10) is considered in this

27
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subsection. Considering the baseband ranging signal s;(f) generated in the trans-
mitter, the received baseband signal is given by

r,(t) = asy(t — ) exp(=jp) + e(t), 3.3)

where qT) denotes the carrier phase as shown in (2.11). Furthermore, the noise e(t)
is assumed to be complex Gaussian distributed as

Rlet)| ~ .7 (0, 02/2), I}~ (0, 0%/2). (3.4)

For time delay estimation, N, samples with a sample interval of T, are taken
fromr, (f), as an N; dimensional vector r. Hence, the distribution of the received
samples is given as

r~&N (1), Q), Q= O%INS- (3.5)

Then, the CRLB of time delay estimation, in which the time delay of the LoS path
is the only unknown parameter in u, is given by
9 1

> — 3.6
7t = SNRATEN, B (3.6)

where SNR stands for the signal-to-noise ratio (SNR), 82 is a measure of the signal
bandwidth as o
[ Fs(praf
= T aw
[ Is(hHraf

and S(f) denotes the spectrum of the ranging signal s, (t). The details on this deriva-
tion can be found in Appendix A.2.1.

Furthermore, multiplying by the speed of light ¢, the CRLB of a time-based
range estimator in unit of length is given as

2 (3.7)

CZ

2
%2 SREEN (3.8)
Discussion

As an example, to illustrate the impact of the signal bandwidth on the CRLB, Fig.
3.1 shows the square-root CRLB in unit of length, when the number of subcarriers
is fixed to N, = 64 (i.e., number of samples), the SNR is set to be 20 dB, 10 dB and 0
dB. Clearly, alarge signal bandwidth leads to a better ranging accuracy. To achieve
acentimeter level ranging accuracy when SNR is 20 dB, atleast a 200 MHz of signal
bandwidth is required for time delay estimation.

As shown in (3.6), the CRLB is determined by the measure of bandwidth 2
instead of the actual signal bandwidth. Therefore, one can place different signal
power on different subcarriers, or only select a few subcarriers for ranging. As
an example, shown in Fig. 3.2(b), we can select only two edge subcarriers, and
mute other subcarriers for ranging. Such a signal does not occupy all available
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Figure 3.1: Square root of CRLB in unit of length, when an OFDM signal with N; = 64 subcarriers is
used for time delay estimation, and all subcarriers have the same power.

signal spectrum, and the frequency difference between these two edge subcarriers
is defined as the virtual signal bandwidth. One can use two center subcarriers for
ranging, which results in a smaller (virtual) signal bandwidth, and hence a larger
CRLB. In addition, to maintain the total signal power, when only using two edge
subcarriers for ranging, more signal power can also be placed on these two edge
subcarriers. For comparison, the signal that uses all subcarriers is also considered,
in which the actual signal bandwidth is the same as the virtual signal bandwidth.

Based on the signal spectrum pattern shown in Fig. 3.2(b), the corresponding
square-root CRLBs are illustrated in Fig. 3.2(a). The CRLB is mainly determined by
the virtual signal bandwidth, as the CRLB of using two edge subcarriers is close to
the one using all subcarriers. The CRLB of using two edge subcarriers with more
signal power on each, is smaller than using all subcarriers with equivalent total
signal power, where each subcarrier has the identical power. Hence, placing more
signal power towards the edge of the signal spectrum can improve the CRLB, and
the accuracy of time delay estimation.

So far, only a single-path channel is considered in the CRLB (3.6), which means
that the time delay is estimated only for one path. Hence, in a practical multi-
path channel, if these reflections are not considered in the time delay estimation
model, the resulting time delay estimator will become biased, and the derived
CRLB (3.6) only presents the precision instead of the accuracy.

3.1.2. Two-Path Channel

In multipath conditions, to maintain the unbiasedness of the time delay estima-
tor, one needs to jointly estimate the time delay for both the LoS path and the
reflections. For the purpose of ranging and positioning, although we are only in-
terested in the propagation delay of the LoS path, the gain of each path is also
useful to help selecting the LoS path in a multipath channel. Hence, the unknown
parameters include the time delay and the gain for both the LoS path and the re-
flections. To be mathematically manageable and derive a closed-from expression,
a two-path channel is considered in this subsection, which contains a LoS path
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Figure 3.2: (a) Square root of CRLB in unit of length, when OFDM signal with N; = 64 subcarriers is
used for time delay estimation, and subcarriers can have different power as shown in (b).

and one reflection.

The received multiband OFDM signal, in which each signal bands contains
N, subcarriers, is only perturbed by complex Gaussian noise. The distribution of
the received samples is given by (3.5). As the variance matrix Q, in (3.5) is not a
function of the unknown parameters, the FIM is given by [62]

i (u r(u
), = 2] LW 71 (3.9
51/[1‘ 814]
and a set of unknown parameters is defined by u,
T
u=[n ©u o @] = [2] (3.10)

where 71, @7 and 1,, @, denote the delay and the gain of the LoS path and the re-
flection, respectively. We only consider a two path channel as an example, but
this can be expanded to multiple reflections.

Although M OFDM signal bands are assumed to be available for time delay
estimation, as shown in Fig. 2.4, we first derive the CRLB in a two-path channel
based on a single band OFDM signal gm[n; 0] (i.e., obtained from the m-th band),

which is written by

Ny/2-1 :
r mul=a; Y, ciexp (]'ZnNi ) exp (=2 + fi)T1) exp (—jbi )

i=-Ng/2 s

Ny/2-1 (3.11)

+ay E C; exp (jZHZ\i] ) exp (—jZT((fm + fi)Tz) exp (—]572)

i=—Ny/2 s

+e [n], n=0,1, .., N,-1;, m=1,2, .., M,
—m
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where 1 denotes the sample index, i and N, respectively denote the index of the
subcarrier and the total number of subcarriers in each band, ¢; denotes the data
modulated on the i-th subcarrier, f,, denotes the central carrier frequency of the
m-th band with respect to f, (see Fig.2.4), and ¢, and ¢, denote the phase of the
LoS path and the reflection on the central carrier f.. If each signal band is treated
independently for time delay estimation, the precision does not dependent on the
carrier phase introduced by f,, and f, as shown in (3.6).

Given multiple signal bands that are modulated on different carrier frequen-
cies f,, (see Fig. 2.5), the received baseband signals from the different bands con-
tain different phase rotations by the same propagation delay. In order to benefit
from its virtual signal bandwidth, we should consider these phase rotations, so
that we can maintain their frequency relation across multiple signal bands.

To simplify the notation, here we first define

fi=-Ny2
_ 2 o
_ fz_—zys/zn o Fo=F, OF (3.12)

fi=Ny2-1

N1
3

where the vector fm contains N, subcarrier frequencies with respect to the central
frequency f,, of the m-th signal band, ® denotes the element-wise dot product. In
addition, we define

qu(T) = cos(anmT), Pum(T) = sin(2nfmT).

Then, letting the relative delay as 7, ; = 7, — 71, the FIM based on a single band
OFDM signal in a two-path channel be derived as

2 (A, B,
F,,(u) =52 [Cm Dm], (3.13)
where
=T ~ an T ~2
A —02412 fmfm a_lqm(’fz,l)fm
m —1 a T ~2 0(% ~T ~ 7
a_l‘im(’fz,ﬂfm 2 S
B =127 o 0 - p;rn(TZ,l)im _ CT (314)
m _a_jP%(Tz,l)fm 0 s

D :[ Nj 1IT\Iqm(T2,1)]
" 111\‘Iqm(T2,1) Ns '

The FIM depends on the relative delay 7, ;, but not on the absolute delay 7;. The
derivation of (3.14) can be found in appendix A.2.2.

Now we consider using multiple signal bands, as shown in Fig. 2.4, for time
delay estimation. At the receiver, the signals from different bands can be received
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simultaneously and be stacked together for time delay estimation. For conve-
nience, here we assume that each band contains N, subcarriers for ranging. Thus,
there will be N, samples acquired inr,,(4). The expectation of the received signals
from M different bands is now written by

r,(w)

Eir) = E4| 2™

= #(u) € CNMX1, (3.15)
r,, )

Here, the noise from different bands is assumed to be independent and statisti-
cally identical. Then, the FIM based on multiple signal bands is just the sum of
the FIM of each single band, which is written by

A, YB
< 2 [#A4n 2P| 14 B
Fw= XEw= 2|5 | D] 6.16)

in which F,,(#) denotes the FIM from the m-th band in a two-path channel (see
(3.13)). Eventually, the CRLB of the estimators, with among them the unknown
propagation delay of the LoS path, can be derived from (3.1).

As the inverse of a full block-partitioned matrix can be obtained by

A Bl [ a-BD'O)? _(A-BDC)"'BD"! 517
C D| T|-D'c(A-BD'C)! D'+D'CA-BD'C)'BD!| :
the CRLB for time delay estimator can be given by
F,(u) = (A-BD'C).. (3.18)

According to (3.14), the elements in A, which are determined by the square of the
frequency, is numerically much larger than the ones in B, C and D. Hence, the
CRLB of the variance of time delay estimator can be approximated by

F,(u) ~ AL (3.19)
If all M signal bands are used for ranging, one can have the following vectors
fF=[f F, - F, - Rl
10 =10 @O - Gu® - qu)]

T (3.20)

and the FIM (3.16) can be rewritten by

202472 fTf @14(121)" f O f
Fuy~A="L" 2144721 ] 3.21
<) o [az,lq(Tz,l)Tf of a5 f'f @21



3.1. Cramer-Rao Lower Bound 33

Then, the variance of the LoS time delay estimator can be obtained as

2 % a%,lfT f
7n Z20(24712 2 25 2
T ag, (fo) —az (‘I(Tz,l)Tf Qf)
1 1 (3.22)
~4mPSNRfTf (q(n,l)Tfof)z'
frf

Discussion

As an example, Fig. 3.3(a) shows the impact of the relative delay 7, ; and the signal
spectrum patterns (see Fig. 3.3(b)) on the CRLB, when SNRis set to be 20 dB.In a
two-path channel, a close-in reflection with a relative delay less than the inverse
of the virtual signal bandwidth (e.g., 6.25 ns, when the virtual signal bandwidth is
160 MHz), deteriorates the accuracy of the time delay estimator of the LoS path.
Hence, compared to the CRLB derived from 2 central bands, creating a large vir-
tual signal bandwidth (e.g., using only two edge signal bands) can largely improve
ranging accuracy. Within the same virtual signal bandwidth, using more signal
bands (e.g., all signal bands) can improve the overall resistance against multipath,
so that the accuracy is less affected by the reflection.

2 edge bands
virtual signal bandwidth

160 MHz

10 MHz

4 T
10 fnet s
——2 edge bands 2 I band o
——2 central bands central bands + " virtual signal
. bandwidth
all signal bands
g
L 102 .
m f
g Il signal band -t fcg
O all signal bands
10°
-2 ‘.1 ‘ 0 1 f
10 10 10 10

relative distance (m)
() (b)

Figure 3.3: (a) Square-root CRLB in unit of length, when a multiband signal, as shown in (b), is used
for time delay estimation. Each signal band contains N; = 64 subcarriers, and SNR is set to be 20 dB.

The CRLB derived in a two path channel (cf. (3.22)) considers not only the
accuracy of the estimators but also the correlation between the estimators which
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indicates the robustness against multipath. In practice, in order to use this CRLB
as an indication of the accuracy for time delay estimation, one needs to estimate
the time delay for both the LoS path and the reflection.

On the other hand, the correlation between the LoS path and the reflection is
not taken into account in the CRLB derived for a single-path channel (cf. (3.6)).
In a multipath channel, as the reflection is not considered in the time delay es-
timation model, the resulting estimator will be biased, and the CRLB (3.6) only
indicates the precision instead of the accuracy.

3.2. Maximum Likelihood Estimation

In an OFDM-based system, one can estimate the time delay based on the sampled
channel frequency response H (cf. (2.26)), as an offset in time will cause a phase
rotation in frequency. According to the measurement model presented in (2.27),
one can estimate the time delay based on a maximum likelihood (ML) principle.
Given the distribution of the channel frequency response (2.27), to simply the no-
tation in the following derivations, the residual time delay after synchronization
A, will be replaced by .

Since the unknown parameters are present not only in x but also in A(t), we
jointly estimate the time delay and complex gain from the channel estimates through
the following minimization

t,& = argmin||H - A(t)x|%_,, (3.23)
TX Qu

where H contains the sampled channel frequency response obtained from M, sig-
nal bands and N, subcarriers in each band. The unknown propagation time delay
7 and the unknown complex gain x are assumed to be two completely disjoint sets.
Although there are unknown parameters in A(t), its dimension is known a priori.
In our case, the number of rows of the design matrix A(t) is determined by the
number of the subcarriers in each signal band and the number of signal bands.
The number of paths (i.e., the number of columns in A(t)) should be specified,
and the impact of selecting different number of paths for parameter estimation
will also be discussed in this section.

It has been proven in [112] that if £ and % are the global minimizers of (3.23), x
must satisfy

%= (,cx(f)HQ,z}A(f))_1 A(H)HQ:H, (3.24)

when the variance matrix Qg is a diagonal matrix with identical elements on the
main diagonal, as defined in (2.26). Therefore, using the solution x to rewrite the
cost function (3.23), we can first estimate the propagation delay, then compute
the complex gain and its corresponding carrier phase.

Time delay estimation, which is is the first step to obtain the solution from
the ML-based cost function (3.23), is discussed in this section. Complex gain es-
timation and the determination of the resulting carrier phase will be addressed in
Chapter 4.
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First, assuming that the number of paths is known a priori, all reflections are
considered in the design matrix A(t), which is referred to as the full model. We
define a measure of dependence between the LoS component and a reflection for
delay estimation, and analyse how this dependence influences the accuracy (i.e.,
the variance) of the delay estimator of the LoS path.

A low-complexity simplified model is also proposed in this section, in which
not all reflections are considered in the design matrix. Although we may deter-
mine the number of paths in a multipath channel through model order estima-
tion techniques, such as minimum description length (MDL)[113] and general-
ized Akaike information criterion (GAIC) [114, 115], they generally require a large
number of data snapshots and may not provide the exact number of paths. The
simplified model seems more practical than the full model to implement in prac-
tice. Asless unknown parameters are estimated, the computational efficiency and
possibly the precision can be improved, but the resulting delay estimator for the
LoS path likely will be biased. Therefore, we define a measure of bias, and anal-
yse how an unconsidered reflection in the simplified model impacts delay estima-
tion, with the goal of verifying that the simplified model will eventually meet the
requirements.

3.2.1. Full Model
In this subsection, we analyse how the accuracy of the delay estimator for the LoS
path deteriorates when a reflection is considered in the full model for time delay
estimation in an attempt to achieve unbiasedness.

Since the design matrix is partially unknown, combined with (3.24), and con-
sidering white Gaussian noise, the delay estimates can be equivalently derived
from the minimization of the following nonlinear cost function [116, 88, 112]

1
A _ ol 2 _ : L H
1= arg;’mnlIPA(T)HHQI}1 = argrmmgtr {PA(T)HH ], (3.25)
where the variance matrix Qg = o°I NM,» as defined in (2.26), and the complemen-
tary projection matrix is defined by

P,Jli('z) ZINSM,, - PA(T)/
-1
Paqy =A@ (ADNQH A1)  AM)MQy.

Therefore, the propagation delay can be equivalently estimated through the
following cost function, with the projection matrix P4, defined in (3.26),

(3.26)

t = argmax tr{P,)HH"}. (3.27)
T

In order to find the maximizer of this non-linear cost function, there are gen-
erally two different approaches [117]: direct search methods and gradient meth-
ods. The direct search methods do not require any evaluation of derivatives of the
non-linear cost function, but it can be time consuming to find the solution for the
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cost function when it contains multiple variables. The gradient methods require
derivatives to determine the direction of each iteration. For a cost function, like
(3.25), with a projector, the reader can refer to [112]. However, the additional ap-
proximation effect, introduced by ignoring higher order derivatives of the latter,
should be properly diagnosed and associated biases should be carefully dealt with
(seee.g., [118,119]). More details on solving a non-linear problem based on gradi-
ent methods can be found in [120], which extensively discussed different iterative
gradient methods.

Here we consider the direct-search approach to obtain the time delay esti-
mates. Given a multivariate cost function, a significant computation time is re-
quired to obtain the optimal solution. One may consider using the alternating
projection (AP) [90] to iteratively compute the solution, which is computationally
attractive for solving multivariate non-linear MLE.

To simplify the notation and derive a closed-form expression, a two-path chan-
nel is considered here as an example to analyse how a reflection deteriorates the
accuracy. Considering white Gaussian noise, the uncertainty of unbiased ML-
estimation can be derived from the CRLB [62]. Based on (3.22), the variance of
the unbiased delay estimator 02 | for the LoS path when the full model is used, is
given by

2 o2 a3 f'f
8127 a3, (fTf)? - a5, (q(121)"f © 2
2 . (3.28)
n

=322 2 .
87 a (1 _ (q(Tz;;;fo) )fo

In addition, for comparison, the variance of the unbiased delay estimator derived
for a single path channel is given by

2

02 = 9n (3.29)
T 8nlaifTf '

It presents the accuracy when the propagation channel only contains the LoS path,
or the precision of time delay estimation when there are more paths, but only the
LoS path is considered in the model. Asq(t,1)"f © f < fTf, we have

0%, 2 0%, (3.30)

To simplify notation, we first define

H
s(1a) = a—(Ti]) AZ(TZ), (3.31)

and the real part of its second derivative is given by

9%s(121) _ 4r2q(to1) fO f
8’[%]1 NSMIJ .

Ris"(121)) =R {
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Therefore, the variance of the unbiased delay estimator in a two path channel is
rewritten as

2
e p— ! . (3.32)
v 8n2aifTf 1 (NeMaRlE” (rp )]
_( an2fTf )
By
NM,Ris" (151)}
C(T2,1)= % ’ (3.33)

we define ¢(7, 1) as a measure of dependence for delay estimation, which indicates
the dependence level between the LoS component and the reflected component.
According to Parseval’s theorem, s(7, ;) can also be treated as the auto-correlation
function of the ranging signal, and a narrow correlation peak, which is associated
with a large second derivative, can improve the resolvability of the reflection in a
multipath channel.

Throughout this thesis, a reflection with a non-zero measure of dependence
for delay estimation is referred to as a dependent reflection for delay estimation.
Comparing (3.32) with (3.29), the accuracy of the estimator in a two-path channel
and in a single-path channel are identical if ¢(7, ;) is zero.

By using the full model for time delay estimation in a practical multipath chan-
nel, the accuracy of the delay estimator for the LoS path will become poorer when
more dependent reflections need to be considered in the design matrix A(z). It
should be mentioned that considering more reflections in the model requires a
considerably large computation time to obtain the optimal solutions.

On the other hand, one may not consider all reflections in the design matrix
A(1), or in the extreme case no reflection is considered, which is referred to as the
simplified model for time delay estimation. Based on the simplified model, the
computational burden can be largely relaxed, and the precision of the delay esti-
mator can be also improved as shown in (3.30). However, the estimator becomes
biased. The resulting bias will be analysed in the following subsection.

3.2.2. Simplified Model

Using the simplified model, in which not all reflections are taken into account
to determine the time delay, requires less computational time and can provide a
higher precision than when using the cost function based on the full model (3.27),
but the resulting delay estimate of the LoS path could include a bias. Again, in
order to provide a closed-form expression and to keep the derivations mathemat-
ically manageable, we consider a two path channel to analyse the bias in the esti-
mated delay with the simplified model. Hence, the measurement model (2.27) is
changed to

E [H} = a(t))x, +a(15)x,. (3.34)

In addition, only for the purpose of bias analysis in delay estimation, the complex
gains are assumed to be known.




38 3. Time Delay Estimation

The propagation delay based on the ML method in the simplified model can
be determined by the following minimization

t, = argmin||H —a(T)xlllé,l, (3.35)
T H

where only one path is considered, i.e., in a two-path channel scenario. However,
it is still difficult to obtain a closed-form expression for the bias based on the non-
linear cost function (3.35). Therefore, only for the purpose of bias analysis, we
linearise (3.35) through Taylor expansion at 7; which is the true time delay of the
LoS path, and ignore second and higher order terms. The linearised cost function
is given by

(9‘1(’1’1) 2

8’[1

|H ~a(e) -

1, = argmin , (3.36)
T

Qi

where Qy = %I N.M, as defined in (2.26). Consequently, the linear model is given
by

x1(T — 11)

H - a(t)x, = 83(:11)9(1 (t-1), (3.37)
W
and
a(ty) = 8;(TT11)X1 = —j2nf O a(ty)x;. (3.38)

As higher order remainders in the Taylor expansion have been neglected in the
linearisation, the estimator becomes biased even when the measurements are un-
biased [119, 118]. Given the complex non-linear design matrix defined in (2.28),
the second order remainder will contribute to the bias in the imaginary part due to
non-linearity, and the third order remainder will cause a bias in the real part. Typi-
cally, the higher than second order remainders are very small and can be ignored,
and the bias introduced by the second order remainder due to non-linearity is
jointly determined by the signal structure (i.e., the design matrix a(z) itself) and
the quality of the estimator [119]. Given areasonable SNR, for example larger than
-10 dB, the bias will be relatively small and will not dominate the accuracy of the
estimation.

A bias 7, introduced due to an unconsidered reflection in a two-path channel
(3.34) is determined by

7, =R {(ﬁ(Tl)Hii(n))_l ()N (H - xla(Tl))}
=R {‘]'an{lxz(f o) a(T1))Ha(T2)} . {ja10¢2 explip)f a(t, - T1)} (3.39)
_47'[29(%fo 2710(%fo ,

where ¢ denotes the phase from x!'x,. The estimator obtained from a complex
estimation problem is complex, and the imaginary part is introduced mainly due
to the non-linearity of a(t), which is relatively small. As the time delay estimator
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should be a real number, we simply take the real part of the estimator to indicate
the delay bias.

As an example, Fig. 3.4 shows the bias derived from the closed-form expression
(3.39) and the one derived from the nonlinear ML cost function (3.35), when all
M = 16 signal bands are used for ranging. The bias derived from (3.39) is slightly
different from the one obtained from (3.35), only when a reflection has a large
signal power and is close to the LoS path.

——bias derived from linearized function
—--—-bias derived from ML cost function

0 5 10 15
relative distance (m)

Figure 3.4: Bias derived from linearized function (3.39) and the nonlinear ML cost function (3.35).

The actual bias of delay estimation also depends on whether the reflection is
constructive or destructive to the LoS component, as well as the non-linearity of
a(t). Without loss of generality, we analyse the envelope of the bias, or the maxi-
mum delay bias. Combined with

(3.40)

T
RS (13,1)) = m{M} __2f'p(r)

8 T2’1 NsMa !

wherep(t, ;) = sin(2nf 1, 1), the maximum of the delay bias 7, as a function of the

relative propagation delay 7, ; is given by

R {falasz“(Tz,1)}
2na? f1f

NsMaaz,lm{S/ (Tz,l)}
472 fTf

Afterwards, we define the measure of bias as

a1 fTp(151)
2nfTf

Ty <

(3.41)

NsMaaz,liR{S, (Tz,l)}
42 fTf
The measure of bias (a5 1, 75 1) = 0 means that the reflection will not cause a bias

in the estimate 71, even if this reflection is not considered in the estimation model.
As we can see, the measure of bias depends on the signal pattern through s (7,,),

o(ay1,Ta1) = (3.42)
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but also on the relative gain «, ;. Therefore, a reflected signal component, which
is largely attenuated compared to the LoS component, will only cause a small bias
when it is not considered in the simplified model.

If the channel impulse response (3.34) contains more than two paths (i.e., L >
2), the bias due to the unconsidered reflections can be derived as

A, [Red(f oa(m)Pa(n)) <
R B

=2 1=2

N M,a,, Ris' (7))
4’ fTf
Hence, when more reflections are neglected in the model, the resulting bias in the

worst case will be the superposition of the biases derived from multiple two-path
channels with the fixed LoS path, in which the reflections are treated separately.

(3.43)

3.2.3. Flop Count
A numerical operation (e.g., addition, multiplication, square-root, etc.) can be
defined as a flop, and the number of required flops can be used to evaluate the
computational complexity [121]. As the direct search method is applied here to
determine the time delay, the cost function (3.27) should be computed for each
value in a search grid that contains all possible delay values. Here we only derive
the required number of flops for a single grid-point, and the size of the search grid
is not considered.

Considering M, signal bands, N, subcarriers per band, and an L-path channel
in the estimation model, then the number of required flops is derived as follows,

{(1 +4L)(M,N,)? + 2(L2 + L)M,N,) + L33 +[2-L-1, L>1;

(3.44)
5(M,N,)? + 4M,N, -1, L=1.

flops
For more details, the reader is referred to [121], as well as Appendix A.3. The re-
quired flops in (3.44) is dominated by the term (1 + 4L)(M,N,)?. As the number
of measurements M,N; is generally larger than the number of paths L considered
in the model to avoid rank-deficiency, considering less paths can largely reduce
the computational complexity. Given a fixed number of paths L, using less signal
bands M, can also reduce the computational complexity considerably. There-
fore, we aim to design a ranging signal which provides a good balance between
computational complexity and ranging performance. This signal design will be
introduced in Chapter 5.

3.2.4. Examples
In this subsection, we first provide an example to illustrate impact of the signal
spectrum pattern and the reflection on the measure of dependence and the mea-
sure of bias. Then, the computational complexity of the ML-based time delay es-
timation is presented, with regard to the number of signal bands used for time
delay estimation, and the number of path considered in the estimation model.
In a multipath channel, the relative propagation distance between the LoS
path and the reflected path is expected to be from 0 to 10 m. To derive the mea-
sure of dependence, the propagation gain of each path is assumed to be known.
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The received signal power for the LoS path and the reflection, within the different
propagation distance d; and d,, can respectively be computed using a free-space
path loss (FSPL) model [7],

2 2
MG AG
Pr1=Pt|: \/_l:|l Przzpt[ \/_l:|/

27Zd1 27Zd2

(3.45)

where A denotes the wavelength of the central carrier f,, /G, denotes the product
of the antenna gain for both the transmitter and the receiver. Then, the relative
gain a, ; can be derived by

9 _ [Pe 4 (3.46)

0!2,1 = — = .
a1 Prl dz

Considering the signal spectrum patterns shown in Fig. 3.5, Fig. 3.6 shows the
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Figure 3.5: Examples of multiband signals, where M = 16 signal bands are available for time delay
estimation, and each signal band contains N = 64 subcarriers within a bandwidth of 10 MHz.

measure of dependence and the measure of bias. A reflection with a zero measure
of dependence does not correspond to a zero measure of bias. Therefore, an inde-
pendent but unconsidered reflection can still cause a delay bias in the simplified
model. Compared to the measure of dependence and the measure of bias derived
based on 7 contiguous bands, the indicators derived for all M = 16 bands become
smaller due a larger signal bandwidth, especially for close-in reflections. Within
the same virtual signal bandwidth, using more signal bands can improve the re-
sistance against multipath, so that the measure of dependence and the measure
of bias are not largely affected by having to estimate also the reflection.

Then, Fig. 3.7 presents the accuracy of time delay estimation for the afore-
mentioned signal patterns. The performance of an unbiased estimator in the full
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Figure 3.6: (a) Measure of dependence for delay estimation ¢(7;7) (cf. (3.33)), (b) measure of bias
o(az1,Ta,1) (cf. (3.42)).

model is evaluated by the CRLB. The accuracy of a biased estimator in the simpli-
fied model is quantified by the mean-square-error (MSE), which can be decom-
posed in a variance-plus-bias-square. Given a fixed virtual signal bandwidth (i.e,
160 MHz), using more signal bands in the full model improves the accuracy of the
delay estimator. Although the overall improvement is relatively limited (e.g., a few
centimetres) as shown in Fig. 3.7(a), using more signal bands can increase the ro-
bustness against multipath, as the root-CRLB is less affected by the reflections.
In addition, as shown in Fig. 3.7(b), using the simplified model, the root-MSE is
dominated by the bias. Similarly, using more signal bands can generally reduce
the bias resulting from not considering the reflection in the model.

root-CRLB: full model RMSE: simplified model

two edge bands
—--—-sparse multiband signal
—--—-all signal bands
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——sparse multiband signal
—all signal bands

10° 10t

102} 102

time-based ranging performance (m)
time-based ranging performance (m)

5 10 15 10 15
relative distance (m) relative distance (m)

(@) (b)

o
o
4]

Figure 3.7: Ranging accuracy for different signal patterns. (a) The root-CRLB to evaluate the accuracy
of the delay estimator obtained by the full model, and (b) the RMSE for the simplified model. In total,
M = 16 signal bands with 10 MHz of bandwidth each are available for ranging. The relative gain is
computed based on the FSPL model.
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Additionally, in Fig. 3.7, one can notice that when a reflection with a very small
relative distance (e.g., less than a few decimetres), the simplified model can out-
perform the full model. A very close-in multipath normally complies with a large
measure of dependence. Considering it in the full model leads to a poorly esti-
mated LoS path time delay. On the other hand, close-in multipath only leads to a
relatively small measure of bias as shown in Fig. 3.6. Therefore, using the simpli-
fied model, only a small bias will be introduced to the time delay estimator, and
the precision will not be deteriorated by the close-in reflection.

Furthermore, using the simplified model, Fig. 3.8 shows the envelope of the
multipath error as a function of relative distance ct, ; in a two-path channel, with
the assumption of infinite signal bandwidth, and the relative gain a,; set to 0.6.
Four types of signals are considered in the Fig. 3.8: two contiguous OFDM signal
bands occupying a total bandwidth of 20 MHz (i.e., two bands of 10 MHz each),
the GPS L5 signal with a chip rate of 10.23 Mchips/s acquired with a sampling fre-
quency of 20.46 MHz, 7 sparsely placed OFDM signal bands (see Fig. 3.5 at the
bottom-right) with a virtual signal bandwidth of 160 MHz, and 16 contiguous sig-
nal OFDM bands (see Fig. 3.5 at the bottom-left) occupying a total bandwidth
of 160 MHz. As shown in Fig. 3.8, a large signal bandwidth effectively improves
the separability of multipath reflections and mitigates the multipath error. The
maximum multipath error is about 4.0 m when using a bandwidth of 20 MHz for
ranging, while the maximum multipath error can be reduced to 0.5 m when in-
creasing the bandwidth of the ranging signal to 160 MHz. Additionally, sparsely
occupying 7 bands within a 160 MHz for ranging will not significantly increase the
multipath error, compared to using all 160 MHz bandwidth for ranging.

——2 OFDM bands: 20 MHz

GPS L5: 20.46 MHz
——7 sparse OFDM bands: 160 MHz
16 OFDM bands: 160 MHz

maximum error (m)
o

0 10 20 30 40 50
relative delay (m)

Figure 3.8: Infinite-bandwidth multipath error envelopes for two contiguous OFDM signal bands (20
MHz), GPS L5 signal (20.46 MHz), seven sparsely placed OFDM signal bands (virtual bandwidth: 160
MHz, see Fig. 3.5 at the bottom-right), and 16 contiguous OFDM signal bandwidth (160 MHz, see Fig.
3.5 at the bottom-left) , with the relative path gain a, ; = 0.6.

As presented in section 3.2.3, the computational complexity for time delay es-
timation is evaluated by the number of required flops. Here. the number of paths
L considered in the estimation model is set to be 1, 2, and 5, and the number of
activated signal bands M, is varied from 6 to 16. Using the direct search method
to solve the cost function (3.27), Fig. 3.9 shows the number of the required flops




44 3. Time Delay Estimation

for time delay estimation for a single element in the search grid.

time delay estimation
—6—1-path
——2-path
5-path

=
o
~

number of flops

Jany
o
)]

6 8 10 12 14 16
number of signal bands

Figure 3.9: Required flops for time delay estimation in computing cost function (3.27) for each element
in search grid

Given a fixed amount of signal bands, considering one path less in the time
delay estimation model reduces the amount of required flops by about 49%. On
the other hand, considering a fixed amount of paths in the model, using one less
signal band reduces the number of the required flops by about 27%.

3.3. Other methods

Apart from the original ML method, other commonly used time delay estimation
methods are introduced in this section, like matched filter, subspace based meth-
ods, and the ML method with modified forms. Although these methods use dif-
ferent cost functions to determine the time delay, they can still be linked to the
one of the ML-based method as presented in section 3.2.

3.3.1. Matched Filter

The matched filter (MF) [122] is the most common approach to determine the
time delay, by matching the received signal to the locally generated reference sig-
nal. Therefore, the matched filter method is typically implemented based on the
cross correlation between the received signal and the locally generated reference
signal. Using M, signal bands and N, subcarriers in each band, the cost function
is obtained by [123]

1 o1 G
8(0) =3 2ixp 20 ol Tlsuln; O]
aom 7S n=0 (3.47)

F A2} 7 {syln; 01) = Ha(0).

1
“N,M, a(0)"a(0)
As shown in the cost function of the MF method, one can determine the time de-
lay directly in time domain, by shifting the locally generated reference signal with

different time offsets, until it most likely matches the received signal. Without
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oversampling or interpolation, the time resolution is limited by the sample inter-
val. Alternatively, one can also the time delay in the frequency domain, by adding
an extra phase rotation on the frequency spectrum of the locally generated refer-
ence signal. The cost function (3.47) is equivalent to the ML-based cost function
(3.35) of the simplified model, in which only one path is considered.

Then, the time delay can be derived by

t = argmax [g(0)|. (3.48)
0

Generally, multipath is not considered in the locally generated reference ranging
signal. Hence, in practice, the time delay estimator derived from the MF method
will become biased in a multipath channel. However, the MF method is attractive
for low-cost applications, as shown in section 3.2.3, as the MF method by default
only considers one path in the ML-based simplified mode, and does not require
enormous computational resources.

3.3.2. Subspace-based Method
In this section, the subspace-based method is introduced, which reduces the bias
compared with the MF method, and introduces less computational complexity
than the multivariate ML method. The sample covariance matrix is the core of
the subspace-based methods, of which the eigenvalues and the associated eigen-
vectors indicate the signal space and noise space.

Using the sampled channel frequency response (2.26), one can compute the
sample covariance matrix based on the forward-backward (FB) approach [124,
125]

1 *
Q= (%%H ] (7 ) ]) (3.49)
where /#Z denotes a Hankel matrix with K columns
[H], [H], -«  [Hlx
P Hly e Hl |
Hlym,-x  [Hlnm,-k+1 -~ [Hlym,

and J denotes a matrix that all anti-diagonal elements are 1, and the others are
0. Alternatively, if the propagation delay is constant across P symbols, the sam-
ple covariance matrix can be constructed from multiple OFDM symbols [126] as
follows

P
Q=Y HHI, (3.50)
p=1

where H,, denotes the sampled channel frequency response measured at the p-th
symbol from M, signal bands. Mind that the dimension of the sample covariance
matrix shown in (3.50) is different from the one in (3.49), due to the offset of K
elements in the Hankel matrix.
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Considering an L-path channel, its eigenvalues and the corresponding eigen-
vectors of the sample covariance matrix Q, can be obtained by [127]

2 H
Ts + 0%, | 0 Hu ] 3.51)

Q=[u. u”][ 0 | PIymkr [[UY

where U, contains L orthonormal columns which span the column space of A,
denotes a LxL diagonal matrix containing the nonzero singular values of A.

Based on the model of the sampled channel frequency response (2.27), to de-
scribe the column span of matrix A in (2.27) with rank L, a singular value decom-
position of A can be described as

A=UZVH (3.52)

Then, we elaborate on the subspaced-based MUSIC and ESPRIT method in the
following subsections to determine the propagation time delay.

MUSIC Method
As the columns of U, should span the same subspace of the columns of A, one has

utia=o, (3.53)

and the signal components in A can be determined by exploiting the orthogonal-
ity to the noise space.

In practice, the number of paths L in a multipath channel (i.e., the dimension
of the matrix A) is unknown, but it can be determined, for example, by using min-
imum description length (MDL) criteria [113]. With the subspace basis derived
from the singular value decomposition (SVD) of the sample covariance matrix
(3.50), the cost function for the MUSIC (Multiple SIgnal Classification) method
is obtained by

~ ~H
. a" (U, U, a(7)

e (3.54)

Based on the direct search method, one can estimate the time delay for both the
LoS path and the reflections, by choosing the L lowest local minima of the cost
function (3.54).

It is also worth to mention that if the LoS path and the reflection are uncor-
related (i.e., P, a, = 0), though likely not realistic in practice, the ML method is
equivalent to the MUSIC method [92], when the noise space U,, can be accurately
determined from the sample covariance matrix. So that L-dimensional search
problem (3.23) can be reduced to L one-dimensional problem:s.

ESPRIT Method

To avoid computing the cost function for each value in the search-grid when us-
ing the MUSIC method, and further reduce the computational complexity, the ES-
PRIT (Estimation of Signal Parameters via Rotational Invariance Technique) method
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can also be applied for time delay estimation [126], if the design matrix A(t) in
(2.27) has a shift-invariant structure.

If comb-type pilot subcarriers are used in the OFDM training symbols for rang-
ing, and the spacing between two pilot subcarriers is the same across all pilots (i.e.,
A fp) for all signal bands, then one can obtain an rotational invariance matrix. For
example, here we simply assume that all N, subcarriers in each of the M signal
bands are used for ranging. Then, Af,=Af, and we can select the first N.M — 1
rows from A defined as AW, also let the last N;M — 1 rows of A be denoted as A,
and further have

AQ = A0, (3.55)

where © denotes the rotation invariant matrix of A, which is a diagonal matrix and
can be written as

© = diag ([exp(—jZnAf’cl), o, €XP(—2TAf T 1)), exp(—j2nAfTL)]). (3.56)

In addition, there should be an L X L invertible projection matrix T that maps
one basis to the other, and one has

ul) = AOT, u® = AQT = AV@T, (3.57)

where uﬁ” and ng), respectively, denote the first N;M —1 rows and the last NyM -1
rows of U,. Based on (3.57), one can also have

u® =ul (r-'er). (3.58)

Hence, the solution of (3.58) can be obtained based on a total least squares
(TLS) algorithm [127] as

H -1 H
(51) 21)) O u® - 1er, (3.59)

D

which indicates that the eigenvalues of the matrix D will be the diagonal elements
of the rotational invariant matrix @. Then, the propagation time delays of each
path can be derived from the phases of the eigenvalues (cf. (3.56)).

The rotational invariant matrix @ is related to the column space of A, so the
central frequency f, is captured in an L dimensional vector x instead (cf. 2.28).
Therefore, the phase of the diagonal elements in ® are determined by the propa-
gation delay and the pilot spacing (i.e., A fp) which is much smaller than the actual
central carrier frequency f.. Consequently, the performance of the solution only
relies on the spacing of the pilot sub-carriers Af, instead of the central carrier fre-
quency f,.

For an OFDM system with N; = 64 sub-carriers and a 10 MHz bandwidth in
each signal band, the spacing Af is 156.25 kHz in (3.56). When all subcarriers are
allocated as pilots (i.e., A fp = Af), and the propagation delay of each path is less
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than the period 1/Af, which is equivalent to 1920 m in distance, we can derive
the propagation delay unambiguously from the phase. Similarly, if we only use
N, =16 comb-type pilots with Af, = 4Af for positioning, we can unambiguously
determine the propagation delay when the propagation distance is less than 480
m. Therefore, as long as the propagation delay is less than1/(Af,), no phase cycle
ambiguity problem will be encountered in the ESPRIT method.

3.3.3. Modified Maximum Likelihood Method

The cost function of the ML method (3.23) is determined not only by the time de-
lay but also by the complex gain, and the propagation time delay is nonlinearly
present in the design matrix A(t). Hence, it is not straightforward to obtain a
closed-form solution. In this subsection, instead of directly estimating the prop-
agation time delay, one estimates the channel impulse response based on the ML
method, in which the design matrix A(t) is predefined by the user. By matching
the sampled channel frequency response with the predefined A(t), one can de-
termine the resulting complex gain as the channel impulse response (CIR), from
which one can determine the time delay of the LoS path. As example, inverse
Fourier transformation and sparsity-promoting de-convolution approaches are
introduced as the modified ML method for time delay estimation.

Inverse Fourier Transformation

Based on the sampled channel frequency response H, and the cost function of
MLE as shown in (3.23), instead of estimating both the time delay 7 and gain x,
one can simply assume that the number of paths in a multipath channel is the
same as the total number of subcarriers [128]. For example, if all N, subcarriers in
each of the M signal bands are used for ranging, one can assume an L = N;M-path
channel, in which the time delay of each path is fixed with a time resolution of the
sample interval T,, and the time delay spreads are less than the symbol time (i.e.,
inverse of the subcarrier spacing). Then, instead of using the design matrix A(t)
with unknown time delay, the cost function (3.23) can be rewritten by

% = argmin||H - Bx|%_,, x e CN:M, (3.60)
x Qx

where B is an N;M-by-N;M Fourier transformation matrix, and

[Blyx = exp (=j2r(iAf)(KT,)).

If the variance matrix Qp is a diagonal and scaled identity matrix as shown in
(2.27), then the complex gain can be easily obtained by [129]

i = (B"B)"'BYH = B-'H, (3.61)

where B~! can also be treated as an inverse Fourier transformation matrix. Hence,
the CIR can be obtained by taking the inverse Fourier transform of the sampled
channel frequency response, and the time delay of the LoS path can be taken from
the strongest path in the CIR.
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Note that if only a few signal bands, which are sparsely placed in the spectrum,
are used for time delay estimation, B in (3.61) is no longer an equally spaced sym-
metric Fourier transformation matrix.

Sparsity-promoting De-convolution
In a practical multipath channel, the number of resolvable paths is generally less
than the size of the sampled channel frequency response (e.g., L < N;M). Hence,
the CIR x obtained from (3.61) should contain some zeros. To exploit the sparsity,
an /;-norm-based regularization can be added to the cost function (3.60).

Furthermore, instead of using a square Fourier transformation matrix for B,
one can create a wide matrix D (i.e., the number of columns in D is even larger
than the number of rows) as a dictionary, which contains phasors with a constant
amplitude but different propagation delays. Based on the dictionary, we can es-
timate the channel profile and further obtain the propagation time delay of the
direct-LoS path.

For example, one can use a search vector d that contains the time delay for all
possible paths, given by

d= [0 Td (Nd - 1)Td]/

to create the dictionary D, where T; denotes the time resolution of the dictionary
which can be smaller than the sample interval T,, and N; denotes the number of
delays in the dictionary. Considering M signal bands, and based on the search
vectord, the dictionary D is formulated into a MN;-by-N,; matrix, the i-th column
of the dictionary is given by

exp (—j2nf1(i - 1)Td)
D), = |exp (-2, (-1)T)|, (3.62)

exp (—janM(z' -1)T,)

where fm, defined in (3.12), contains the subcarrier frequency in the m-th signal
band.

Then, the problem of computing the CIR becomes to solve the following opti-
mization [130]

% =argmin || H-Dx ||<22,1 +p ll x|, xeCNaxl, (3.63)
x H

where the user specified p determines the level of sparsity of the estimation result.
Generally, the size of the search vectord (i.e., N;) is much larger than the number
of the sample channel frequency response H (i.e., N;M), while the actual number
of paths L in a multipath channel is much smaller than N;, and the estimates in x
should be sparse. Thus, an /; norm is used as a penalty for x to produce a sparse
solution. If the direct LoS path always exists in a multipath channel, its propaga-
tion delay can be determined from the propagation gain of the first path in x.
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3.3.4. Examples

As an example, considering a two-path channel, the cost function of the time de-
lay estimation methods presented in section 3.2 and section 3.3 are shown in this
subsection. Here, all M = 16 contiguous signal bands are used for time delay esti-
mation, and each signal band has a bandwidth of 10 MHz. Fig. 3.10(a) shows the
cost function in the following two path channel

h(t) = 6 (t - @) +0.85 (t - @) (3.64)

where the propagation distance of the LoS path is set to be 3 m, and the relative
distance between the LoS path and the reflection is 1.15 m. Then, in Fig. 3.10(b),
the following two-path channel is considered

h(t) = 6(t— M) +O.86(t—

c

5.5 [m]
. (3.65)
c
Note that, as shown in Fig. 3.6(b), using all M = 16 signal bands, the measure of
bias o(t,1) (cf. (3.42)) for a reflection with a relative propagation distance of 2.5 m
is zero.
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Figure 3.10: Cost function of MLE, matched filter, subspace-based MUSIC method, modified ML
method (i.e., both inverse Fourier transform and regularization with /; norm (sparsity-promoting)),
the propagation distance of the LoS path is fixed to 3 m, the relative distance between the LoS path
and the reflection is 1.15 m (a), and 2.5 m (b). The SNR is 20 dB, and 16 signal bands with 10 MHz
bandwidth of each signal band are used for time delay estimation. A minus sign is added to cost func-
tion of MUSIC method, so that a minimization problem (cf. (3.54)) can be changed to a maximization
problem, and then the cost function is offset intentionally by 0.5 for better visualization. The LoS time
delay estimated derived from MUSIC method is shown in red-dashed line.

The cost function of the ML method with the full model should be a two di-
mensional surface, but Fig. 3.10 only presents the cross-section (in yellow) when
the time delay of the reflection is correctly determined according to the channel.
As two paths are jointly considered in the model, the resulting time delay estima-
tor is unbiased.
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Using the MF method for time delay estimation, the resulting estimator is likely
to be biased (e.g., see Fig. 3.10(a) in blue), unless the measure of bias o(t,) is
zero (see Fig. 3.10(b) in blue). If the measure of bias is zero, the corresponding
reflection will not cause a bias in the estimator, even it is not considered in the
estimation model.

Compared with the cost function of the MF method, the LoS path and the re-
flection are more distinguishable in the cost function of the MUSIC method. How-
ever, if the paths are correlated, the resulting estimator will be still biased.

Based on the inverse Fourier transform of the sampled channel frequency re-
sponse, and without oversampling, the time resolution of the obtained CIR is equal
to the sample interval. Based on a sampling frequency of 160 MHz, the resulting
resolution in distance is about 1.87 m. Hence, as shown in Fig. 3.10 (in violet), if
the time delay is not an integer multiple of the sample interval, the resulting time
delay estimator will be biased due to quantization. While based on a large dimen-
sional dictionary with a search grid with a finer time interval (e.g. 1 cm as shown
in Fig.3.10 in green) than the inverse Fourier transform, and sparsity-promoting
I; norm based regularization, the time delay of the LoS path can be determined
from the CIR. With the hard constraint of the /; norm, the precision of the time
delay estimator is improved, but at the cost of a bias, and also an enormous com-
putational complexity due to the very large dictionary.

3.4. Time-based ranging and Sampling Frequency
Offset

As stated already in section 3.2, we only estimate the residual time delay At after
symbol synchronization, instead of the absolute time delay 7. Hence, to retrieve
the absolute range information, one needs to reconstruct the propagation time by
adding the time delay estimate At to the symbol synchronization time gy,

tlq] = tsymlq] + Atlg]. (3.66)

Here, the time delay derived from symbol synchronization is assumed to deter-
ministic, and its random error is lumped into Az[g].

In practice, the receiver is generally not synchronized to the transmitters, and
runs on its own clock. An extra timing offset will be introduced by the sampling
clock offset that is originated from the normalized frequency offset 7. As shown in
(2.14) in section 2.2, the clock error due to the receiver sampling frequency offset
in the g-th symbol is given by

9

T,lq] = - z_gws + No)n[u]Ts — Nonlg] T (3.67)

By estimating 7,[q], the normalized frequency offset can be obtained for receiver
frequency synchronization, which will be introduced in Chapter 6.

In addition, if the reflections are not properly identified and considered in the
model, a bias of V z[q] will be introduced in the time delay estimator. Now, com-
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bined with the actual propagation delay t[g], the mean of the time delay estimator
is given by

E {2[q]} = 7,[q] + 7[q] + Vtlq]. (3.68)

Then, multiplying the time delay estimate by the speed of light ¢, the time-
based range observable can be obtained by

plql = zlqle. (3.69)

As the range measurement p contains not only the actual range, but also other
errors, p is generally referred to as the pseudo-range measurement.

Finally, depending on the particular time delay estimation method, one can
determine the variance of the time-based range measurement. For example, us-
ing the ML method in the full model, the variance of the pseudo-range measure-
ment can be derived from (3.28), and (3.29) in the simplified model.

3.5. Summary

In this chapter, time delay estimation particularly for the LoS path in a multipath
channel is presented.

Based on OFDM modulation, the CRLB has been derived for both the single
band signal and the multiband signal. Using a large signal bandwidth can im-
prove the precision of the time delay estimator. According to the measure of signal
bandwidth ﬁz (cf. (3.6)), based on the same amount of total signal power and the
signal bandwidth, moving more signal power towards the edge of the signal spec-
trum can improve the precision of the time delay estimator. On the other hand,
considering an additional unknown parameter for the reflection in a multipath
channel, the precision of the LoS time delay estimator will also be determined by
the relative delay between the LoS path and the reflection.

In order to obtain an unbiased time delay estimator in a multipath channel
for ranging, a maximum likelihood (ML) method that considers not only the LoS,
but also the reflections, can be applied for time delay estimation. As shown in
the CRLB, considering an additional reflection in the model (i.e., the full model),
and depending on the relative delay, the accuracy of the time delay estimator can
become poor. Hence, a measure of dependence ¢(7,7) (cf. (3.33)) is defined be-
tween the LoS path and a reflection, and indicates how the accuracy gets worse
by considering such an additional reflection in the time delay estimation model.

On the other hand, to reduce the computational complexity of multivariate
ML-based time delay estimation, one can neglect some of the reflected paths in
the simplified model, which can lead to a better precision than using the full model.
However, the time delay estimator can become biased. To evaluate the resulting
bias in the simplified model, a measure of bias (7, ) (cf. (3.42)) is defined, which
indicates how large the bias can be, when such a reflected path is not taken into
consideration for time delay estimation.

In practice, as a compromise between computational efficiency and overall
ranging performance, one can jointly estimate the time delays only for a few strong
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reflections (i.e., keep L limited). Consequently, the resulting bias will be small
when other reflections are not considered in the simplified model. In addition,
not all signal bands are needed to achieve the user specified threshold for the mea-
sure of dependence and the measure of bias. Therefore, one can use less spectral
resources and samples (i.e., keep M, small) to even further reduce the computa-
tional complexity. Sparsely selection of the signal bands in an optimal way will be
presented in chapter 5.

In addition, other time delay estimation methods have been reviewed in this
chapter. The matched filter (MF) is very simple to be implemented, however,
the resulting the time delay estimator becomes biased in a multipath channel.
The MF method is equivalent to a simplified ML method when only one path is
considered. The subspace-based methods pose less computational complexity
than the original full ML method. For example, the MUSIC method reduces an L-
dimensional search problem (in an L-path channel) to L one-dimensional search
problems [92]. Nevertheless, the estimator can also become biased in a multipath
scenario, if the paths are correlated, and a large amount of samples are needed
to determine a relatively precise subspace basis. Inverse Fourier transform and
sparsity-promoting de-convolution are presented as the modified ML methods in
this chapter, which compute the channel impulse response (CIR), instead of di-
rectly estimating the time delay. Based on the estimated CIR, one can obtain the
time delay of the LoS path for ranging.







Carrier Phase Estimation

Compared with time delay, carrier phase provides range information with much
better precision, due to the small wavelength of the center carrier f,, though the
involved carrier phase cycle ambiguity should be properly resolved. Carrier phase
estimation, for purpose of ranging, is introduced in this chapter. Without consid-
ering multipath effects, one can simply reconstruct the carrier phase by combin-
ing the sampled channel frequency response of symmetrically placed subcarri-
ers. On the other hand, the carrier phase can be estimated using the maximum
likelihood method, in which both the LoS path and the reflections in a multipath
channel are considered in the model.

As one can only obtain a fractional part of the carrier phase, which varies from
-7 to it, each carrier phase estimate in principle carries its own carrier phase cycle
ambiguity, which will consequently lead to a rank defect in a positioning model
(see Chapter 6), because of too many unknown parameters. Hence, carrier phase
tracking (i.e., unwrapping) is needed for a series of carrier phase estimates, so that
only one initial integer carrier phase cycle ambiguity remains. Additionally, when
using burst-like signal packets for ranging, the receiver frequency offset needs to
be considered to avoid cycle slips in carrier phase tracking.

4.1. Subcarrier Combination

Based on the measurement model (2.27), and only considering a single path chan-
nel, the expectation of the sampled channel frequency response from the i-th sub-
carrier in the m-th signal band, is given by

E {Iil.’m} = exp (—jZn(fi + fm)AT) aexp (—j (nAfC/Af + (;T)))
(@ (AD)]isNg 241 x 4.1)

fi=ihf, i=-Ng2, -N/2, .., N2 -1
Fn =(m=MR2)Afe, m=1,2,.., M,

55
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where Af. and ¢ have been defined in (2.14), and denote the frequency offset
and the accumulated carrier phase offset, respectively; Af; denotes the frequency
hopping basis for generating the multiband signal (cf. (2.19)), the phase in x is de-
termined by the receiver frequency offset and the Doppler frequency offset with
respect to f., and is referred to as the carrier phase. Note that the element index
in the vector a,,(At) should be a positive integer number, which is corresponding
to the subcarrier index i offset by N/2 + 1.

Hence, one can use symmetrically located subcarriers to cancel the term [a,,(AT)];, N 241
in (4.1) [107], with

f—i = _fi/ l = 0, 1, ey NS/Z,
fomim=—fmr m=1,2, .., M2,

one has

Hi,mH—i,—m+M =exp (_jzn(fi + fm)AT) a exp (_] (NAfc/Af + é))
X exp (—jZn(f_i + f_m+M)AT) aexp (—] (T(AfC/Af + @)) 4.2)
=a? exp (—qu)) ,
where ®@ denotes the carrier phase

® = nAf/Af + P. 4.3)

Then, if all M signal bands and N, subcarriers in each signal band are used to com-
pute the carrier phase, one can have,

1 M/2 Ny/2-1
b= arg 3N Y HiwHeiomim - (4.4)
m=1 i=0

If f; + f,, = 0 (i.e., central subcarrier) is used, then one can simply obtain
the carrier phase from this subcarrier directly [51], as [a,,(AT)]i1n, /241 is nO longer
present in the sampled channel frequency response (4.1). However, in a zero-IF (
intermediate frequency) receiver, the central subcarrier is generally not activated,
in order to avoid the interference from the DC (direct current) component [131].

Equation (4.2) only holds true in a single path channel. However, a practical
channel generally contains several or many reflections. In an L-path channel, with
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A1, = 1, — 1;, (4.2) is rewritten by
L L
Hi,mH—i,—m+M = Z xl[am(ATl)]i+Ns/2+1 Z xl[a_,n+M(ATl)]_i+Ns/2+l
=1 I=1

L L
=M+ Y, Dy X (exp(—2n(fi + fu)AT.y) + exp(2n(f; + f,)AT)))

=1 =1 z=1,2#l (4.5)

—_— 1=2 1=1 z=1,z#1
@

@

Therefore, in a multipath channel, the carrier phase obtained by combining sym-
metrically located subcarriers, being a simple method, is easily affected by multi-
path due to term (2) in (4.5).

4.2. Maximum Likelihood Estimation

To account for multipath effects, one can consider both the LoS path and the re-
flections in the model when estimating the carrier phase, for instance, based on
the maximum likelihood (ML) method. As shown in (3.24), once the propagation
time delays are determined by MLE, we can reconstruct the design matrix A(%),
and continue to estimate the complex gains. In a similar way, as discussed in the
previous section, one may use the simplified model that only contains the LoS
path (i.e., using a vector a(7) instead of a matrix A(t)), to estimate the complex gain
of the LoS path and its corresponding carrier phase, if a biased solution for the car-
rier phase is acceptable. Otherwise, one needs to construct a full model based on
the delays from the different paths and jointly estimate their corresponding com-
plex gains and carrier phases. Similarly, we will analyse the accuracy of complex
gain estimation based on the full model and the bias introduced in the simplified
model.

4.2.1. Full Model
In this subsection, we analyse the accuracy of the unbiased gain estimator. Again,
a 2-path channel (3.34) is considered as an example here. To construct the full
model, the design matrix A(t) in (2.28) contains both the LoS component a(z)
and a reflected component a(7,), and they are constructed based on the unbiased
propagation delay estimates from section 3.2.1. To simplify notation in the follow-
ing derivations, a(7;) and a(7,) are replaced by a; and a,, respectively. It should be
mentioned that when there are more reflections in a multipath channel, a, will be
extended from a vector into a matrix that contains all reflected components.
Although the design matrix A(t) should contain all possible paths in a channel,
and the complex gain can be estimated for all paths, only the complex gain of the
LoS path is of interest for ranging and positioning. The carrier phase of the LoS
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path & can be derived from the complex gain %, see (4.14) later on. Based on the
partitioned model (3.34) and the MLE solution shown in (3.24), using M, signal
bands and N, subcarriers in each signal band, the complex gain of the LoS path is
given by

-1
% = (a'Qp'a;) a'QiH, (4.6)
where
l_ll = Pd_zal @
Pz, = Iy, — a,(@F Q' ay) el Q! .
and the variance of the complex gain x; is computed by
-1
o2, = (a'Qiar) 4.8)
If the channel only contains a single path, the variance is given by
o2, = (al'Qiar) 4.9)

where the ‘check’-symbol on x explicitly refers to a single path channel, or the
estimation model that only contains a single path.

Now we analyse how the accuracy changes when a reflection is taken into con-
sideration in the model for complex gain estimation. The variance of gain estima-
tion in a 2-path channel (4.8) is rewritten as

‘53221 = @' )
= (@'Qy'ay) ! (a}'Qy' )@} QF'ar) ™, (4.10)

o%l sin_z(S)

where sin_z(S) is a scalar in a 2-path channel. The angle 9 measures the degree
of dependence [132] between the LoS component 4, and a reflection a, in A(t),
which is written as follows

.2 _ 1 _ l_lll—IQI__Ilﬁl _ a{lal - a{_IPazal
sin(®) = ———= 95— = =
sin °(9) a4;Qya aj'a;
22 exp(—12n(f; + fu)T21) 22 exp(+271(f; + f)T2,1) (4.11)
m i m i
T N.M, N.M, 4

where the variance matrix of the sampled channel frequency response Qg is de-
fined in (2.27).
Combined with (3.31), the variance o2 | in (4.10) is inversely deteriorated by

sin®(9) = 1 - s(1p1)s*(T21)- 4.12)

When [s(7,1)| approaches zero, the LoS componenta; and the reflectiona, become
linearly independent in A(t), and the variance 0% : will be the same as a% L Hence,
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Is(751)| is defined as the measure of dependence for gain estimation in this thesis,
and a reflection with a non-zero measure of dependence for gain estimation is
defined as a dependent reflection in gain estimation. Equivalently, if the angle 9
as shown in Fig. 4.1 equals +71/2, a; and a, are orthogonal, and if 9 is zero, 4; and
a, are fully dependent.

Figure 4.1: The angle 9 measures the degree of dependence between a; and a,, here visualized in the
N;M, dimensional space of the measured frequency response H.

Considering both the LoS path and areflection in A(t), the variance of the com-
plex gain of the LoS component (4.10) can be rewritten by
) o? 1 o2 1

Oz = = .
H NsMu 1- S(T2,1)S*(T2,1) NsMa Sil’lz(S)

(4.13)

As we can see, the accuracy of the estimator for the LoS path gets poor if a de-

pendent path is added to the model, because sinz(S) becomes smaller than 1 in
(4.13).

Carrier Phase Estimator
Based on the complex gain of the LoS path, one can determine the carrier phase
by

d=arg {5_cl} (4.14)

As the full model is used to compute the complex gain, the LoS gain estimator
@1 is unbiased, and has the following distribution,

2 ~FN (%1, 0}), (4.15)

where the variance a%l has been defined in (4.13).
In order to derive the variance of the resulting carrier phase estimator, we
rewrite (4.14) as

~

® =argi{x; +v}

S{xl}} { |Ps,v }
= arctan +arctan{ ——— (4.16)
1] + [Py, v
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where v denotes the random measurement error caused by noise in the complex
gain estimator. The illustration of (4.16) is shown in Fig. 4.2.

Figure 4.2: Composition of complex gain estimate %7, to determine ®, and measurement error v.

The mean of the carrier phase is given by

S{xq}
Rixq}

D= arctan{ } = (@ mod (-7, n]) , 4.17)

where ¢ denotes the accumulated phase offset introduced by receiver frequency
offset and Doppler, defined in (2.14).

Now, we can analyze the second term with the argument function in (4.16).
Given a reasonable SNR, one can assume

1P > P2,
and has the following approximation
X1 + [Py vl = |x1] = .

Additionally, if |P£ v|/lx;| < 1, with

[ley] _ [ cos(®d) sin(q))] [m{z}] 4.18)

PLv|™ [-sin(®) cos(®)||3{v)
the carrier phase estimator (4.14) can be simplified by

brdt |P%, vl —o sin(®)
ay ay

(4.19)

cos(CI))S {v} .

‘.R{1_/}+ O

Therefore, with (4.13), the variance of the carrier phase estimator can be derived
by

2 .2 2 2
O_%D ~ COSZZ(CD) O%, + sin z(q)) 0%, — 03%12
a; 2 af 2 20 4.20)
2 . .

" 242N, M, sin’(9)
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4.2.2. Simplified Model

Instead of jointly estimating the complex gain for all paths in a multipath channel,
which could provide a poor accuracy when dependent columns are involved in
the design matrix A(t), one can estimate the complex gain for only a few paths, i.e.,
A(t) contains only a few reflected components, with better precision and lower
computational load, but at the cost of a bias. Since the design matrix A(7) is not
fully reconstructed, it is referred to as the simplified model. We analyse the bias
and the precision of the complex gain and its corresponding phase using the sim-
plified model in this subsection.

The design matrix A(t) is constructed using the time delay estimates obtained
from section 3.2. These time delays could be biased due to unconsidered reflec-
tions in the simplified model as presented in section 3.2.2, and thus the computa-
tional complexity could be lower there. Here, we consider a biased delay estimate
to construct the design matrix, and also analyse how the time delay bias impacts
carrier phase estimation using the simplified model.

In order to derive a closed-form expression for the resulting bias, we again
use a simple 2-path channel (3.34) here, resulting in the same stochastic model
as shown in (2.28). The simplified model for gain estimation is constructed as

ﬁl = ﬂ(Tl + Tb). (421)

Then, the complex gain is derived by

-1
= (0'Qildy) Qi H. (4.22)

As a special case, if the propagation time delay is unbiasedly estimated through
a full model in (3.27), 7, will be zero. Additionally, if 7; (i.e., At; in (2.28)) also
equals to zero, which indicates a perfect symbol synchronization, and without
considering multipath effects, the complex gain will be derived by

X1 =13y H, (4.23)

if all subcarriers in M, signal bands are used for ranging. Otherwise, the gain will
be derived from the summation of all available sampled channel frequency re-
sponse [95]. It should be noted that, in practice, it is unlikely to have perfect sym-
bol synchronization to extract the received samples for computing the sampled
channel frequency response, due to multipath effects and the receiver sampling
frequency offset. Hence, At, which could be different for different ranging signal
packets, should be considered when estimating the complex gain and the associ-
ated carrier phase.
With (4.22) and (3.34), the complex gain of the LoS path is given by

H H
. ai;a,x, +4a; ax;
1= “H.

a, a

= 5(Tp)x1 +5(Tp1 + Tp)Xp. (4.24)

Once the complex gain of the LoS component is determined, the corresponding
carrier phase can be obtained from its arc-tangent. However, the carrier phase
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estimate could become biased, because of the delay bias 7;, and also because of
the unconsidered dependent reflection s(t, 1 + 7;)x,. The bias in the carrier phase
varies with the number of paths and their propagation delays and gains. Then,
the carrier phase derived from the simplified model is given by

v

O =arg{X} =D+ D,. (4.25)

Bias

To analyse how the bias in the time delay and an unconsidered reflection in the
estimation model influence the carrier phase estimator, the maximum absolute
phase bias derived in a 2-path channel is given by

(az|5(T2,1 + Tb)|)|
arg| ——=~—~

(plmax = |arg (5(7))] + anls(ty)]

(4.26)
:lq)hllmax + |q)b2|maxr

where |®y]|,.x denotes the maximum bias introduced by the biased delay esti-
mate, and |Dyy| . denotes the maximum phase bias introduced by one uncon-
sidered reflection. The geometric interpretation is shown in Fig. 4.3 when con-
sidering a 2-path channel.

Figure 4.3: Composition of the received phasor with a maximum phase bias because of a reflection (in
red) and a delay bias 7,, in which the solid black arrow denotes the actual LoS complex gain x;, and
the dashed black arrow denotes the constructed LoS complex gain from a biased delay estimate. X;
denotes the complex gain estimate obtained from the simplified model. The phase bias @, is caused
by the delay bias 7, and @y, is mainly caused by the unconsidered reflection in the simplified model.

First, to analyse the impact of time delay biased, we can first analyze the phase
bias @;;. To derive a close form expression, all subcarriers in all signal bands are
assumed to be used for ranging. Using

Nj2-1 N-1 N
Z exp(jnx) = E exp(jnx) exp (—]§X)
n:—N/2 n=0 (4.27)

_sin (Nx/2) . N-1 'NX _ sin(Nx/2) 1
 sin (x/2) P\ )P\ TR ) T sin(x/2) P\
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the phase bias @y is derived by

1
Dy =argls(ty)} = arg{ N 2 2 %P (-2n(fi + fmm)}

1

(4.28)
A
= —2n7f7b mod (-7, 7].

If the subcarrier spacing Af is set to be 156.25 kHz (with 64 subcarriers in 10 MHz),
any time variation or bias 7, that is far less than the half of the subcarrier spacing
(i.e., 12.8 us, or 3840 m in distance) will only cause a very small bias in the carrier
phase estimate. In a terrestrial system, the receiver generally moves not very fast,
and the change of the propagation delay due to the displacement of the receiver
is small. For example, assuming the receiver moves with a speed of 30 km/h, a
displacement within 1 second interval is about 8.3 m, which is much smaller than
3840m. Then, the change of the time delay within 1 second period can be treated
as a bias in 75, and the resulting phase bias @, still remains small. Therefore,
instead of updating the time delay estimate in the vector 4, for every OFDM sym-
bol for computing the complex gain, one can only update the vector 4; regularly,
when the propagation distance has changed significantly.

Now we analyze the second term @, in (4.26). Except for extremely close-in
multipath (e.g., the relative delay is much less than the inverse of the virtual sig-
nal bandwidth), reflected components in a multipath channel are weaker than
the LoS component. Considering a 2-path channel, the phase bias ®;, due to an
unconsidered reflection, can be approximated by the first order term of its Taylor
expansion,

Dyl ~ yls(11 + Tp)l

e als(Tp)|
As|s(ty,)] < 1when 7, # 0, the time delay bias will enlarge the phase bias in the sim-
plified model. Therefore, the ranging signal, which can improve the performance
of time delay estimation and offer an accurate time delay estimator (i.e., keep 7,
small), will consequently reduce the bias in estimating the carrier phase.

(4.29)

Precision
If only a single path is considered in the simplified model, the precision of the gain
estimator is given by

-1
o2 = ('Qr'a) = @al'Qr'a)) . (4.30)
Since 4, in (4.21) is a complex vector which has the same structure as the one de-
fined in (2.28), the precision of ¥; will only be determined by the signal structure
itself.
By taking the argument of the complex gain, one can obtain the carrier phase.
Similarly, as presented in section 4.2.1, the variance of the carrier phase estimator
derived from a simplified model that only considers a single path, is given by

02

2
2w 4.31)
" 242N,M,
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when M, signal bands and N, subcarriers in each band are used for carrier phase
estimation.

4.2.3. Flop Count

The number of required flops is computed as an indication of computational com-
plexity for complex gain estimation (cge), from which the carrier phase of the LoS
path is obtained. When the propagation time delays for both the LoS path and the
reflections have been estimated through the multivariate ML method in section
3.2, the number of required flops for complex gain estimation are given by

4L(M,N,)? + 2L>(M,N) + L> - L +13/3, L>1;

flops __ = (4.32)
c8e 4(MaNs)2 + 2(1\/1[11\15)/ L=1,

where L denotes the number of path considered in the model, M, denotes the
number of signal bands, each containing N, subcarriers. The derivations can be
found in Appendix A.3. The computational complexity is dominated by 4L(M,N;)?.
As M,;N; is generally much larger than the number of considered path L, using the
simplified model that considers less paths will largely reduce the computational
complexity.

It should be noted that as the design matrix A(t) in (3.24) for carrier phase
estimation is constructed based on the time delay estimates, the actual compu-
tational complexity to compute the carrier phase should include the one for time
delay estimation as well (cf. section 3.2.3).

4.2.4. Examples

The performance of carrier phase estimation is presented in this subsection. First,
the precision and the bias of the carrier phase estimator are analyzed for both
the full and simplified model. Then, based on simulated multipath channels, and
using the simplified models, the accuracy of carrier phase estimation is evaluated.
Finally, the number of required flops is provided by considering different number
of paths and different number of activated signal bands in the model for carrier
phase estimation.

Precision and Bias

The same signal patterns as shown in Fig. 3.5 are used in the following analysis.
The complex gain, and the corresponding carrier phase, for the LoS path is esti-
mated based on a reconstructed design matrix, in which the time delay estimates
are initially assumed to be unbiased (i.e., 7, = 0).

Using the full model (4.6), Fig. 4.4(a) shows the scaling factor sin_l(S) in the
standard deviation of the LoS gain estimator, which is derived from (4.10). When
the measure of dependence |s(7,1)| = 1, the LoS component a; and the reflection
component a, will be fully dependent, and sin(9) = 0 (see (4.12)), then the com-
plex gain estimate will be very poor. Comparing the case of using 7 contiguous
bands with the others, a larger virtual signal bandwidth can reduce the measure
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Figure 4.4: (a) The scaling factor sin"}(9) of the standard deviation of gain estimation for the LoS com-
ponent in the full model, given different ranging signal patterns and a 2-path channel, (b) maximum
carrier phase bias in the simplified model with an unbiased time estimate, (c, d) maximum phase bias
|®y|max introduced by the biased time delay estimate (TDE) in the simplified model for different rela-
tive distances (rel.dist.).

of dependence for a close-in reflection with a relative distance less than 3 m. How-
ever, with less signal bands (e.g., using only two edge signal bands), the accuracy
of complex gain estimation becomes sensitive to non-close-in reflections.

Alternatively, the simplified model can be applied to estimate the carrier phase,
and consequently it becomes biased. Fig. 4.4(b) shows the maximum carrier
phase bias | Dy, |« in (4.26) for the simplified model with an unbiased time de-
lay estimate. Given a fixed virtual signal bandwidth, using more signal bands will
improve the robustness against multipath, as less bias will be introduced when
using the simplified model without considering non-close-in reflections. With 7
contiguous bands which cover a smaller virtual signal bandwidth than the other
ranging signals, the resulting bias will be dominated by the close-in reflections
due to a reduced time resolution. In addition, as shown in Fig. 3.6, due to the
large measure of dependence and the large measure of bias, the unbiasedness of
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the delay estimator becomes difficult to achieve.

The low complexity simplified model can also be applied for time delay esti-
mation (section 3.2.2), and consequently the design matrix for complex gain es-
timation will be reconstructed using a biased time delay estimate. Although the
biased delay estimate of the LoS path will introduce an extra bias ®;;, as shown in
Fig. 4.4(c,d), the phase bias @, is dominated by ®,,, which is introduced as the re-
flections are not considered in the model for carrier phase estimation. Although
the integer phase cycle ambiguity should be correctly estimated in order to re-
trieve the geometric information, the ultimate bias is small in distance and likely
acceptable to the user, even if only a few bands are used within the virtual signal
bandwidth (comparing (c) against (d)). In such a condition, positioning based on
the carrier phase will still largely outperform the one based on the propagation
time delay, which will be demonstrated in Chapter 7.

Simulation

In order to further evaluate performance of carrier phase estimation in mulit-
path conditions, multipath channels are generated using the Saleh-Valenzuela
(SV) model as that rays arrive in clusters [133, 134]. Here, we only consider the
multipath channels which contain the direct LoS path, and the LoS path is always
fixed as the first path in the channel impulse response, at 7; = 0 ns. As indicated
in [133], the arrival time of the clusters and the paths satisfy Poisson distributions.
Specifically, the cluster rate A is set to be 0.023, and the ray arrival rate A is set to
be 0.25, the cluster-decay time constant I' is 7.4, and the ray power-decay time
constant y is 0.5. Based on these parameters, 1000 channel impulse responses are
generated, of which Fig. 4.5 shows an example.

o o o
IS o )
©

propagation gain

o
)

oo TT!‘\ L T% L Q L (%
0 5 10 15 20 25
relative distance (m)

Figure 4.5: Example of generated channel impulse response according to the SV-model, and the LoS
path component is set to have a magnitude of 1, and propagation distance of 0 m.

Based on 1000 generated channel impulse responses and 30 dB of SNR, one
can obtain the sampled channel frequency response H, which can be assumed
to be retrieved from 1000 ranging OFDM symbols (or ranging signal packets), al-
though the channel may not change rapidly in practice. Hence, the carrier phase
error shown in the following figures will be mainly caused by multipath.
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Using all M = 16 signal bands and N; = 64 in each signal band to estimate
carrier phase, Fig. 4.6 shows the empirical cumulative distribution function (CDF)
of the carrier phase error. On the one hand, one can consider only a single path
when estimating the complex gain and the associated carrier phase. The time
delay estimate in the reconstructed vector a(7) (cf. (4.21)) can be determined by
the matched filter (MF) method for every OFDM symbol. As presented in section
4.2.2, one may not need to update the time delay in a(t) for every symbol. Hence,
as an example, the time delay in a(7) is fixed to 0 ns (i.e, very accurate time delay
estimate), or 1 ns (a biased time delay estimate) for all 1000 symbols. In addition,
the MUSIC method is applied to determine the time delay, and one can use the
resulting LoS time delay to reconstruct a(t), and determine the carrier phase. On
the other hand, one can also consider both the LoS path and the reflections when
estimating the carrier phase (cf. (4.6)). The time delays of the LoS path and the
reflections in A(t) are determined by the MUSIC method.

all signal bands

0.8

0.6

F(x)

0.4

—MF
——constant: 0 ns
constant: 1 ns
——MUSIC: 1st path
——MUSIC: multiple paths
n T

0.2

-2 -1 0 1 2
phase error (rad)

Figure 4.6: Empirical cumulative distribution function of carrier phase error, using all M = 16 signal
bands and N; = 64 subcarriers in each signal band. When only considering a single path for carrier
phase estimation, the time delay in vector a(t) (cf. (4.21)) is determined by using the matched filter
(MF) method, and is updated for every OFDM symbol. Also, the time delay in a(7) can be fixed to
a constant value (i.e., 0 ns or 1 ns) for all 1000 OFDM symbols. Alternatively, the time delay in a(7)
can be determined by the MUSIC method (cf. (3.54)). Finally, both LoS path and reflections can be
considered for carrier phase estimation (cf. (4.6)), the time delay of these paths are determined by the
MUSIC method.

According to the results shown in Fig. 4.6, considering not only the LoS path
but also the reflections in carrier phase estimation, there will be less error in the
carrier phase estimates than considering only a single path. When using a wide-
band signal (i.e., all signal bands), and considering only a single path in carrier
phase estimation, the CDF of resulting carrier phase error when time delay in
a(7) is derived from the MF method, is similar to the one derived from the MU-
SIC method. In addition, using a fixed a(7) with a biased time delay estimate of 1
ns in (4.22), and will not significantly increase the phase error @, (cf. (4.29)).

Now, only considering one path in carrier phase estimation, Fig. 4.7 shows the
empirical CDF of the carrier phase error, when using different signal spectrum
patterns that have been presented in Fig. 3.5: all M = 16 signal bands, sparse
multiband signal (M, = 7), and two edge signal bands (M, = 2). Particularly,
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Figure 4.7: Empirical CDF of carrier phase error, when using all signal bands, sparse multiband signal
and two edge signal bands as shown in Fig. 3.5, and only considering a single path in carrier phase
estimation, time delay in a(7) (a) is derived from MF method for every OFDM symbol, (b) is fixed to 1
ns (i.e., biased time delay) for all symbols.

in Fig. 4.7(a), the time delay in the reconstructed vector a(t) is determined inde-
pendently for each symbol using the MF method, and Fig. 4.7(b), the time delay
is fixed to 1 ns (i.e., a biased time delay) for all symbols. As shown in Fig. 4.7(a),
within the same virtual signal bandwidth, occupying more signal bands for carrier
phase estimation can improve the resistance against multipath, which reduces
the multipath error in the time delay estimates and consequently leads to a small
carrier phase error.

Instead of updating the time delay in a(7) for each symbol, one can use a fixed
time delay estimate to compute the carrier phase. As presented in section 4.2.2,
any change of the time delay will be lumped into 7;,, and will propagate into the
phase bias (4.26). A time delay bias 7;, will not significantly increase ®;;, while it
may enlarge @, due to |s(7;)| < 1 (see Fig. 4.8) in (4.29). Using a constant time
delay estimate with a bias of 1 ns, the empirical CDF of the carrier phase error is
shown in Fig. 4.7(b). Using only a few sparsely placed signal bands can offer a
similar performance of carrier phase estimation as using all signal bands.

According to Fig. 3.7 and Fig. 4.4, the impact of the signal pattern on time de-
lay estimation and carrier phase estimation is similar. A large virtual signal band-
width helps to distinguish the LoS from relatively close-in multipath, and more
signal bands improve the overall robustness against multipath (i.e., less bias in
the simplified model, higher precision in the full model). Moreover, not all signal
bands are needed to achieve a certain ranging performance.

Flops

Fig. 4.9 shows the number of required flops for complex gain estimation, in which
the number of paths L considered in the estimation model is set to be 1, 2, and 5,
and the number of signal bands that are used for ranging is varied from 6 to 16.
Compared with the number of the required flops for time delay estimation shown
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Figure 4.8: |s(7)| (cf.(3.31)), based on signal spectrum pattern shown in Fig. 3.5: all signal bands (M =
16), sparse multiband signal (M, = 7), and 2 edge bands (M, = 2).

in Fig. 3.9, a similar behaviour can also be observed for complex gain estimation,
considering less paths in the estimation model can largely reduce the computa-
tional complexity. Using one less signal band, the number of required flops can
reduce by about 27%.

complex gain estimation
—©—1-path
—*—2-path
5-path

number of flops

6 8 10 12 14 16
number of signal bands

Figure 4.9: Required number of flops for complex gain estimation, when considering 1 path, 2 and 5
paths are considered in the estimation model.

4.3. Phase Tracking and Frequency Offset

As carrier phase estimates are ambiguous as shown in (4.17), the geometric range
information cannot be directly obtained from a single estimate. In this section,
carrier phase tracking is presented, so that only the initial carrier phase cycle am-
biguity is preserved in a series of carrier phase measurements [108]. Additionally,
when using the burst-like ranging signal, the carrier phase is not continuously
measured, and the receiver frequency offset can cause cycle-slips in a series of
carrier phase measurements. Hence, the receiver frequency offset should be dealt
with in carrier phase tracking [135].

Due to the arc-tangent operator, the fractional carrier phase obtained from
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(4.17) is always from -7 to 7w, which thus introduces an ambiguity. The carrier
phase obtained from the g-th symbol can be rewritten by

®[q] = frac {Plq]} = dlq] - 2nNI[q], P[g] € (-7, 7],
int{&}

@ denotes the fractional part of the carrier phase qT) in (2.14), and N denotes the
unknown integer carrier phase cycle ambiguity. Each carrier phase estimate car-
ries its own carrier phase cycle ambiguity.

Fig. 4.10 illustrates the relation among integer phase ambiguity N[g], and the
ambiguous carrier phase measurements ®[g], where the receiver is assumed to be
synchronized to the transmitter, and continuously moves with a constant speed.

—
| Distance (m)/2

NIO]

N[a]

Figure 4.10: Phase ambiguities and wrapped phase estimates, in which the horizontal direction indi-
cates the propagation distance in terms of wavelength of the central carrier frequency A, 9 is the initial
phase offset (cf. (2.4)). ®[0] indicates the carrier phase estimate at the first epoch (i.e., from the 0-th
symbol), which is ambiguous and contains only the fractional part of the physical carrier phase. ®[q]
denotes the ambiguous carrier phase estimate from the g-th symbol. N[g] indicates integer carrier
phase cycle ambiguity of the g-th symbol.

4.3.1. Carrier Phase Tracking
In a non-static positioning scenario, the unknown phase ambiguity N[q] is time
variant (i.e., depends on the symbol index g), due to the Doppler frequency offset
(and also the receiver frequency offset between the transmitter and receiver, to
be addressed separately in section 4.3.2 ). Consequently, it will lead to a rank de-
fect in the positioning model because of too many unknown parameters, which
will be introduced in Chapter 6. Alternatively, we only preserve one initial time-
invariant integer carrier phase ambiguity in the observation model, and absorb
the change of the carrier phase cycle into the observations, namely by unwrap-
ping a sequence of carrier phase estimates.

Hence, a series of carrier phase estimates should be tracked continuously, so
that only the initial carrier phase ambiguity remains in the resulting unwrapped
carrier phase measurements. By absorbing the change of the carrier phase cycle
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in the carrier phase estimate, the unwrapped carrier phase ® is written by
®lq] = Plgl - 27N,  Bg] € (=00, +o0] (4.33)

where N becomes time-independent, and denotes the initial carrier phase cycle
ambiguity.

The tracking procedure can be achieved by a phase-locked-loop (PLL) [122, 9,
136], shown in Fig. 4.11. As the carrier phase is derived from the complex gain, the
carrier phase tracking is also based on the complex gain. By combining the locally
generated phasor, in which the phase is provided by the numerically controlled
oscillator (NCO), with the LoS complex gain, one can determine the phase error
O® through the discriminator (or arc-tangent). The phase error 6@ is obtained by

5®[q] = lg] - blg - 11. (4.34)
X1 |X1|9Xp(j(3(l)) Discriminator oD
(arg)
exp(i®)| @~ ———m————
PI®) ~ INco I
local phasor summation |
generator | |
| /l\ | A
| register —%
L ] | carrier phase

Figure 4.11: Carrier phase tracking based on phase-locked loop.

Also presented in Fig. 4.11, the NCO produces the phase for the local phasor
generator. In practice, the NCO increases or decreases the output phase by suc-
cessively adding a series of phase errors 6@ over time from the discriminator. By
tracking the change of the carrier phase, one can obtain the unwrapped carrier
phase by

2

@[q] = cf>[q -1] +6P[q], (4.35)

and any change of the carrier phase cycle ambiguity N[g] in ®[g] will be absorbed
in ®[q].

As an example, Fig. 4.12 shows the unwrapped carrier phase obtained from
the PLL, in which the complex gain is obtained from the simplified model where
only one path is considered. Similar to Fig. 4.7(b), 200 sampled channel frequency
responses are generated from the 200 CIRs, and the time delay in a(7) is fixed to 1
ns (i.e., a biased time delay estimate). The receiver is assumed to be continuously
moving at a constant speed. Hence, the propagation distance of the LoS path in-
creases linearly across 1000 symbols.
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Figure 4.12: Example of unwrapped carrier phase measurements obtained from PLL.

In practice, as shown in Fig. 4.13, a loop filter can also be applied to the dis-
criminator output, so that a certain error introduced by multipath and the clock
jitters can be effectively filtered out [9]. However, a loop filter is not applied in our
work, and thus the variance of the unwrapped carrier phase measurement can be
obtained by (4.20) or (4.31).

X, [X,lexp(jo®) Discriminator | O®
(arg)
LR
exp(j®) r—————=—= I
A |NCO I loop
local phasor ! summation | | filter
generator
| T | ==
| register _lL
| |carrier phase
| —_

Figure 4.13: carrier phase tracking based on phase-locked loop with loop filter.

When the phase estimation error is relatively small, and the rate of change of
the phase is also small, one can simply compute differences between consecutive
phase estimates ® and compare these with a phase jump threshold, and deter-
mine whether a jump has occurred or not.

The relation among the initial integer phase ambiguity N and unwrapped car-
rier phase estimates @ is illustrated in Fig.4.14, where the receiver is assumed to
be synchronized to the transmitters, and moving with a constant speed.
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Figure 4.14: Phase ambiguities and unwrapped phase @, in which only the initial phase ambiguity N
is preserved (cf. Fig. 4.10).

4.3.2. Carrier Frequency Offset and Cycle Slips

Generally, the receiver is not synchronized to the transmitters, and runs on its
own clock. Thereby the phase will change as time elapses, even in a static set-
up (with constant propagation time delays). Due to the receiver frequency offset
A f ¢ (cf. (2.14)), the phase rotation can become larger than one cycle during the
transmission period Tp. However, the phase obtained from the discriminator is
ambiguous, and the integer part of the rotation will not be reflected. If the phase
rotation is larger than one cycle during the transmission period, one has

6® = (6@ mod (-7, 71]) # 6D. (4.36)

in which 6® obtained from discriminator will not represent the actual phase change
0®d, and consequently leads to cycle slips in the unwrapped carrier phase measure-
ments @, without using any loop filters. To avoid such an issue, one can estimate
the receiver frequency offset Af, a priori, and compensate it when unwrapping
the carrier phase (i.e., to obtain phase-of-arrival (PoA)). So that the phase rotation
is determined by the Doppler frequency offset Afp and the residual receiver fre-
quency offset. Alternatively, if all transmitters are frequency synchronized (as in
our SuperGPS system), and one is less interested in analysing the receiver clock
error, the difference of the carrier phase between two Tx-Rx pairs (i.e., phase-
difference-of-arrival (PDoA)) can be computed for positioning, which effectively
eliminates the receiver frequency offset Af..

Compensate CFO in PoA Measurement

As shown in Fig. 2.2, the shortened Moose’s symbol can be used for receiver fre-
quency offset estimation. The CFO and SFO are assumed to be invariant at least
within one OFDM symbol, with a duration typically in the order of microseconds.
Hence, the sampleinterval T, = (1-1)T, is presented without argument ¢ in the fol-
lowing derivations. After the ADC, the discrete received baseband OFDM symbol
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from the k-th packet with N;M samples is given by

rol Aty n] =s,(nT; - AT(Aty)) arexp (= (2nAfnTs + G(AL)))

A ] KOl (4.37)
n =N, .., N+ N;M -1,

where At is the elapsed time between the 1-st received packet and the k-th packet,
and

1y (At n] = 3 ) ¢ exp(—727(fi + fu) AT(AL)) exp (<j2n(fi + fu)(n ~ N)T?)
(4.38)

and N; is assumed to be an even number, f; = iAf denotes the frequency of the i-
th subcarrier in each band, n denotes the sample index in the current symbol, c; ,,
denotes the pilot data modulated on the i-th subcarrier in the m-th band, Ng de-
notes the number of samples in the cyclic prefix and A7(At;) denotes the residual
time offset after symbol synchronization (cf.(2.14)).

In (4.37), the discrete received signal has been split into two parts (i.e., rl(}) [Aty; n]

and réz) [Af; n]).We first analyse the term r,(f) [At; n]in (4.37), and show that the first
half of the shortened Moose’s symbol will be approximately the same as the sec-

ond half, and the impact of CFO will be reflected in the term réz)[Atk; n]. Finally,
based on the correlation between the first half of the symbol and the second half,
the CFO is estimated [137].

Using the second half of the shortened Moose’s symbol withn = N, ..., N, +
N;M/2 -1, we have

i A+ NMRI= Y ) ¢ exp(2n(f; + fu)AT(AL))

exp (—27(f; + fu)(n = Np)TZ) exp (—2r(f; + fu) NM/2)(1 = )T

=2 Y cimexp(—j2n(fi + fu)AT(AL)) exp (=j2m(f; + f,)(n — Np)T!)
m j=even (4.39)
exp (—j(i + mNy)m(1 )

Y Y Cim exp(—j2n(fi + f)AT(Al)) exp (—j2m(f; + f)(n = Np)TY)

m j=even

:rél)[Atk; n).

As only every other subcarrier is used in the shortened Moose’s symbol, i is an
even number in (4.39). Also because the normalized frequency offset ) is typi-

cally small and i + mN; is an even number, the term r(bl)[Atk;n] is approximately
equal to r,gl) [Aty; n+ N;M/2]. To remove the common phase offset in r,(f) [At; n] and
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rl(f) [Af; n + NyM/2], one has

1y [ At nlry[Atg n + Ny/2] =|ry[Aty; n]l* exp (—j2nAf ¢

NM
: (1 - U)Ts)

N.M
~|r,[Aty; n]l? exp (—jzm fCSTTs) (4.40)

=[r,[Aty; n]? exp (—jﬂAchsMTs) )

Therefore, using the shortened Moose’s symbol, the CFO can be estimated by

1L NsM/2+Ng-1
Af (At) = ————, (=arg 7 [At nlr[Atgn + NoMJ2] ¢, (4.41)
‘ niN;MT, n;vg ’

where the check-symbol (i.e.,”) is used to denote the coarse estimate.

The CFO will cause a change in carrier phase as time elapses, even when the
receiver is static. As a burst signal is used for ranging and positioning, if the carrier
phase rotates more than one cycle within the transmission period of the burst
ranging signal, a cycle-slip will be introduced in the carrier phase measurement.
To reduce the extra phase rotation due to CFO, one can estimate and compensate
the CFO based on the shortened Moose’s symbol with (4.41),

Foln; Aty] =ry[Aty; n] exp(id, (Aty))

, B _ 5 (4.42)
=asy[nT; - At(Aty)] exp (—j (2nAfen(l - )T, + G(Ak) - P (Ak)))

where

v=At) .
B0t = (M) = G(ah) = 2m [ (Afe) = Afw) v, (4.43)

and ¢, denotes the accumulated receiver phase offset due to the CFO (cf. (2.12)).
The extra rotation of the carrier phase &n(Atk) caused by the residual CFO, is re-
ferred to as the clock offset in this thesis, and will be estimated along with the po-
sition coordinates in a positioning model introduced in Chapter 6.

As shown in (4.41), the CFO is estimated in the range of +Af (over a period of
MN,T,/2). Later, the clock offset CTJ,?(Atk), computed along with the position solu-
tion in a positioning model, can also be used for CFO estimation within a range
of +1/2Tp, (i.e., over a period of Tp). As the transmission period Tp is much longer
than the OFDM symbol time, the CFO estimated based on the clock offset can pro-
vide a much finer frequency range than the one based on the shortened Moose’s
symbol. Therefore, in this thesis, CFO estimation based on the shortened Moose’s
symbol is referred to as coarse CFO estimation ( the estimate is denoted by Af),
and the one based on the positioning model is referred to as fine CFO estimation

(the estimate will be denoted by A f C).
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Figure 4.15: Carrier frequency offset aided phase tracking loop.

Finally, by considering the receiver frequency offset, the carrier phase tracking
can be achieved through the carrier-frequency-offset-aided phase tracking loop
shown in Fig. 4.15. Generally, the CFO can be assumed to be relatively stable
for a certain period (e.g., for a few seconds), and the CFO estimate for the com-
pensation does not need to be updated for every ranging signal packet (i.e., with
an update rate of Tp). As long as the carrier phase can be properly tracked with-
out cycle slips, the error caused by the residual frequency offset will be estimated
through the positioning model. If the carrier frequency offset is continuously up-
dated and compensated in Fig. 4.15, the phase rotation due to the Doppler fre-
quency offset will be removed, which however is of interest for positioning. Then,
the carrier phase should be derived by integrating the carrier frequency offset over
time [138].

PDoA Measurement

If all radio transmitters are frequency synchronized, the accumulated phase rota-
tion ¢, (f) (cf. (2.12)) becomes identical among all Tx-Rx pairs. Without consider-
ing multipath effects, and based on (2.13), the complex gain obtained from the Tx;
(the i-th transmitter)-Rx and the Tx, (the pivot transmitter)-Rx pair, can be written
by

% (Aty) =aexp (= (21T (ty) + P (Ak) + by(At) + 87 = 9,))

Al
; , » (4.44)
) (Ak) =a exp (= (21f TP (ko) + PP (A) + by(Ak) + 9 = 8,)),
where 9, 97 and 9, denote the initial carrier phase offset at the i-th transmitter,
pivot transmitter and the receiver, respectively.

To avoid the extra phase rotation due to the receiver frequency offset during
the transmission period T, one can compute the phase difference between two
Tx-Rx pairs (i.e., the i-th transmitter and the p-th transmitter), which is given by

¥ = arg {xﬁ (x’l’)} (4.45)
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Then, by tracking the carrier phase @;” through the PLL shown in Fig. 4.11, one

can have the so-called phase-difference-of-arrival (PDoA) measurements for po-

sitioning, and no cycle-slip will be introduced by the receiver frequency offset.
In order to derive the mean and the variance of the PDoA estimator, one has

£ (&) = (6 +r) (F )

“ “ (4.46)
=} () + 2+ () v +vy,

where v, and v _are assumed to independent, and are zero-mean Gaussian dis-
tributed (cf. (4.15)),
v, 1—/;7 ~EN (O, 0%1). (4.47)
Then,
vvfor ~ x*(1,0), (4.48)

and the mean and variance of vv* are given as
Efw}=02; Dfw}=20. (4.49)

In an LoS condition and a reasonable SNR, one can safely assume that o3, > |x]
in (4.13).

The mean of the combination of the complex gain from two Tx-Rx pairs can
be obtained by

) +02 (4.50)

and

Dl (8) ) =D {ris | -0 {(4) v} +0 o)

= (aﬁ)z a,%l + (a’f)z a,%l + 20%1 (4.51)
~(a) o2 + (o)

Hence, without considering multipath effects, the PDoA estimate can be assumed
to be approximately unbiased. Similar to the derivation of (4.20), one can derive
the variance of the PDoA estimator

2 2

i 2 p 2 2 2
N (0‘1) O3y +(“1) 0% _ 0% 0%

0.2

Lip N (4.52)
M) @) 2(d)
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4.4. Summary

In this chapter, based on the sampled channel frequency response, carrier phase
estimation and tracking are introduced for the purpose of positioning.

First, by multiplying the sampled channel frequency response of symmetri-
cally located subcarriers, one can easily reconstruct the phase of the central car-
rier, as the phases of the subcarriers are eliminated. This approach is very simple
to implement, however, the resulting LoS carrier phase estimate can contain a
large bias in a multipath channel.

Then, based on the maximum likelihood (ML) method, both the LoS path and
the reflections are considered in the model for carrier phase estimation, which
is referred to as the full model. Considering the reflections, one can effectively
account for multipath effects. The resulting carrier phase estimator becomes un-
biased, however the accuracy may get poor, the effect of which is captured by the
measure of dependence |s(7, ;)| between the LoS path and the reflection.

Alternatively, one can consider only a few paths or even only a single path when
estimating the complex gain and the resulting carrier phase, the model for which
is referred to as the simplified model. The precision of the carrier phase estimator
can become better than the one derived from the full model, but generally at the
cost of a bias. To estimate the carrier phase, one needs to reconstruct the design
matrix based on the time delay estimate. Hence, the phase bias in the simplified
model, depends not only on the unconsidered reflections in the carrier phase esti-
mation model, but also on the error of the time delay estimate. Generally, a rang-
ing signal that offers an accurate time delay estimator, also results in an accurate
carrier phase estimate.

The bias in the time delay estimate will propagate into the carrier phase esti-
mate. In a time-variant channel, the change of the time delay bias will lead to a
large variation in the carrier phase bias. Hence, to practically estimate the com-
plex gain, one may not need to update the time delay estimate in the design matrix
for every ranging symbol (or signal packet). So that the resulting carrier phase es-
timate is less affected by the change of the time delay bias.

The carrier phase obtained from the argument of the complex gain is ambigu-
ous, and each carrier phase estimate in principle carries its own carrier phase
cycle ambiguity. Consequently, one cannot determine a unique position solu-
tion using a series of carrier phase estimates in a straightforward way, because
of too many unknown parameters. Hence, a series of carrier phase estimates
need to be tracked (i.e., unwrapped), so that any change in carrier phase cycle
in the series can be absorbed by the unwrapped carrier phase measurement, and
only an initial carrier phase cycle ambiguity remains. The carrier phase track-
ing/unwrapping can be achieved by using a phase-locked loop (PLL).

The carrier frequency offset can cause extra phase rotations even when the re-
ceiver is static. If such a phase rotation is larger than one cycle during the burst
transmission period (e.g., Tp in Fig. 2.2), cycle slips will occur in the unwrapped
carrier phase measurement. To avoid such an issue, it is recommended to es-
timate the carrier frequency offset a priori, and compensate it before estimat-
ing the carrier phase (i.e., phase-or-arrival). Alternatively, if all transmitters are
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frequency-synchronized, one can compute the carrier phase difference between
two Tx-Rx pairs (i.e., phase-difference-of-arrival), so that the phase rotation due
to the receiver frequency offset is eliminated, which prevents the occurrence of
cycle slips introduced by the receiver frequency offset.







Signal Design for Positioning

In this Chapter, we aim to design a ranging signal, which only occupies limited
spectral resources, while still offers a good ranging accuracy based on time delay
or carrier phase estimation. Unlike the design of communication signals, where
the data transmission rate is of interest, a ranging signal does not need to occupy
alarge contiguous bandwidth to sustain a high data transmission rate. Hence, for
the purpose of ranging, one can use only a few signal bands sparsely placed in the
available signal spectrum, which largely improves the spectral efficiency and the
reduces the computational complexity to determine the range observation.

First, in section 5.1, we analyze relation between the signal spectrum pattern
and the correlation function, from which the propagation time delay can be deter-
mined (i.e., the MF method). By selecting different subcarriers in different signal
bands for ranging, the precision, the unambiguous ranging distance, and the re-
sistance against multipath are reflected through the associated correlation func-
tion.

As introduced in Chapter 3 and 4, one can consider both the LoS path and the
reflections in the time delay and carrier phase estimation model, so that the re-
sulting estimator can be less biased than using the MF method in multipath con-
ditions, and ultimately can achieve a better accuracy. Given the same bandwidth
and power for each signal band as shown in Fig. 2.4, the design of ranging sig-
nal becomes selecting M, signal bands out of M, with the aim of achieving the
user-desired ranging accuracy by using as few bands as possible. Sparsely select-
ing multiple signal bands for ranging and positioning is similar to the problem of
sensor selection [139, 140, 141].

Then, in section 5.2, aiming to obtain an unbiased time delay estimator for
the LoS path, one can use the multivariate CRLB as criteria to design a ranging
signal that occupies as little spectrum resources as possible. By considering not
only the LoS path, but also all reflections in a multipath channel, the accuracy
of the delay estimators can meet the user-specified requirement, when using the
designed ranging signal.

81



82 5. Signal Design for Positioning

Alternatively, in section 5.3, if one accepts biased estimates through the simpli-
fied model, which does not contain all reflections, one can design a sparse multi-
band signal by considering the ranging precision, the measure of dependence,
and the measure of bias, as introduced in chapter 3, as criteria. Using the result-
ing multiband signal for ranging, the precision of the LoS time delay estimator
will not largely decrease by considering the additional reflections in the estima-
tion model, and the bias will remain small when the reflections are neglected in
the model.

5.1. Ranging Signal and Correlation Function

In this section, we first derive the auto-correlation function (ACF) of the multi-
band OFDM ranging signal, and the means to analyse the associated ranging pre-
cision, the unambiguous ranging distance, and the multipath resistance [123]. In
order to derive a closed-form expression of the correlation function, the pilot sub-
carrier spacing is assumed to be the same for all pilot subcarriers (i.e., one needs to
use the comb-type of pilots [142]). In addition, the spacing between two activated
signal bands is also assumed to the same.

5.1.1. Single-band Signal

First, we start with a single-band OFDM training symbol. Given a fixed subcarrier
spacing Af and fixed total signal power, one can select some of the subcarriers as
pilots for ranging and mute the others. To have the same amount of signal power,
the less pilot subcarriers are used, the more power will be allocated on those pilot
subcarriers. Furthermore, the pilot spacing and the power are assumed to be the
same for all pilot subcarriers. The baseband OFDM signal in discrete time can be
rewritten by

N iP N, -1
s[n] = — E c; exXp (j2nlvsn), n=0,1,..,N;-1, N, = LSTJ +1, (5.1)

VN, =5

in which N, denotes the number of pilots out of the total number of subcarri-
ers N, for ranging, P denotes the interval between two adjacent pilots, | -| denotes
rounding down. It should be noted that the signal power is normalized to one by
the coefficient 1/\/1\_7 , hence it is different from the one in (2.1).

For simplicity, we consider a BPSK modulation on every subcarrier (i.e., |¢;| =
1). Then, based on one symbol, the correlation function of a single-band signal is
derived as follows

exp(—j27f 1)
NP
sin (anPAf(T - T))

sin (nPAf(T - T)) ’

() = exp (jnN,PAf(t - 7)) exp (~jr(N, = 1)PAf( - 7))

(5.2)
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where the subscript ‘sb’ is the abbreviation for ‘single-band’,  denotes the prop-
agation time delay, and 7 denotes the delay variable in the correlation function.
The derivation of (5.2) can be found in Appendix A.4.1.

The correlation function c,,(7) will reach its maximum, when the time delay
estimate 7 is equal to the propagation time delay 7 (also see section 3.3.1). Hence,
one can determine the time delay based on the amplitude of the correlation func-
tion. The modulus of the correlation function in (5.2) is given by

1 sin (anPAf(T - f))

N, sin(nPAf(t-79) | 63
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Figure 5.1: The amplitude of the correlation function of (a) a two edge pilot subcarriers, and (b) five
equally spaced pilot subcarriers; all other subcarriers are muted. The overall signal power is identical
in both cases and the signal bandwidth is assumed to be 10 MHz. The horizontal axis shows the time
delay estimate normalized by the sample interval (i.e., T, = 107 s). Since the actual propagation delay
is offset to zero for this graph, the main lobe of the correlation function occurs at 7 = 0.

For example, considering a single band signal with a bandwidth of 10 MHz
and N, = 64 subcarriers, Fig. 5.1 shows the correlation function ¢y,(7), when using
only two edge pilots (i.e., Np = 2, P = 63) (see Fig. 5.1(a)), and 5 equally spaced
pilots (i.e., Np = 5, P = 15) (see Fig. 5.1(b)). The correlation function contains a
main-lobe and also multiple side-lobes, and we will analyze how the correlation
function is related to the ranging performance, with regard to the precision of the
time delay estimator, the ranging ambiguity, and the resistance against multipath.

Precision
Theoretically, the precision of the time delay estimator using the MF method, can
be evaluated the CRLB (cf. (3.6)). Practically, the precision is also reflected by the
curvature of the main-lobe of the correlation function [143]. A larger curvature
(i.e., anarrower main-lob) consequently leads to a lower CRLB and a better rang-
ing precision.

Hence, to evaluate the ranging precision, one can compute the width of the
main-lobe of the correlation function as a first indication, or the first zero point
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of the correlation function. Based on the correlation function shown in (5.3), the
first zero point of the correlation function is given by

1
(i p—— (5.4)
“=0 " PN,Af

When the value of the peak in the correlation function is fixed (i.e., the total signal
power is fixed), a small first zero point can result in a narrow main-lobe with alarge
curvature. Such a peaked main lobe in the correlation function leads to a better
precision of time delay estimation. Therefore, given a fixed signal bandwidth and
a fixed subcarrier spacing Af, in order to improve the precision of time delay esti-
mation, we should insert pilots as few as possible, and mute the other subcarriers,
so that the pilot spacing P is as large as possible, and more power will be moved to
the edges of the signal spectrum. This is also in line with the conclusion derived
from the CRLB in (3.6). For example, as shown in Fig. 5.1, the main-lobe of the
correlation based on 2 edge pilots (with PNp = 63 X 2 = 126) is narrower than 5
equally spaced pilots (with PN, =15 x 5 = 75).

Ambiguity

The period of the occurrence of the main-lobe in the correlation function deter-
mines the unambiguous ranging distance. Its period T, can be derived from the
denominator in (5.3), and is given by

1
Te, = PAF (5.5)
Given a fixed signal bandwidth and subcarrier spacing Af, the more pilots we in-
sert (i.e., smaller P), the larger the period of the correlation function becomes,
which consequently results in a longer unambiguous ranging distance.

For example, within a fixed signal bandwidth of 10 MHz, if we use only two
edge pilot subcarriers (i.e., the {-32,31}-th subcarriers, when N, = 64, Np =2,
P = 63), the main lobe will occur almost every 0.1 us, as shown in Fig. 5.1(a).
In such a case, the unambiguous ranging distance is about 30 m. In order to in-
crease the period of the occurrence of the main-lobe and the resulting unambigu-
ous ranging distance, one can insert more pilots. As shown in Fig. 5.1(b), based
onN, =5 pilots with an equal spacing (i.e., the {-32,-17,-2,13,28}-th subcarrier,
P =15), the period of the correlation function will be 0.427 us, and the unambigu-
ous ranging distance is extended to about 128 m. Inserting more pilots increases
the unambiguous ranging distance, but sacrifices the ranging precision, because
the main lobe becomes wider.

Note that in practice, in the presence of noise, a large side lobe may get even
bigger than the actual main lobe, which can lead to an ambiguity problem (also
referred to as false or incorrect detection). In addition, if one considers the data
¢; modulated on pilot subcarriers, then there is no ambiguity introduced to time
delay estimation beyond the OFDM symbol duration. However, ambiguity can
still exist within one symbol duration.
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Multipath Resistance

In a multipath channel, the correlation function of the received signal will be the
sum of the correlation functions of the signals from all paths (i.e., LoS and reflec-
tions). The correlation function of a received multipath signal is an attenuated
correlation function of the LoS signal and shifted by the relative delay. Hence,
time delay estimation will be affected by the side lobes and the repeated main
lobes through the ambiguity. Given a fixed 10 MHz signal bandwidth, based on
only two edge subcarriers, time delay estimation can be easily affected by a reflec-
tion in a multipath channel. However, ranging based on five equally spaced pilots
(i.e., the {-32,-17,-2,13,28}-th subcarrier) can be more robust in multipath condi-
tions, because the amplitude of the side lobes is significantly reduced as shown in
Fig. 5.1(b), compared to Fig. 5.1(a). In addition, Fig. 5.2 presents the envelope of
time delay estimation error in a two-path multipath channel as a function of the
relative delay. Compared with the case that only two edge subcarriers are used
for time delay estimation, the impact of a reflection with a relative delay from 0.1
us to 0.3 us (i.e., 30-90 m in distance) can be largely mitigated, when five equally
spaced pilots are used.

Time delay estimation error (T s)
=)
Time delay estimation error (T S)

. . . . . . . 04 . . . . . . .
0 0.5 1 15 2 25 3 35 4 0 05 1 15 2 2.5 3 35 4
relative delay (T S) relative delay (T S)

(a) (b)

Figure 5.2: The envelope of the multipath time delay estimation error, for a single band OFDM signal
with only Np = 2 edge subcarriers (a) and N, = 5 equally spaced pilots are transmitted for time delay
estimation and ranging, and the relative attenuation e, ; = 0.8.

Given a fixed signal bandwidth, to obtain a better ranging precision, one should
let the pilot spacing be as large as possible, which also means that less subcarri-
ers should be used for time delay estimation and ranging. But even so, in practice,
the ambiguity and the robustness of time delay estimation in a multipath environ-
ment should be taken into account. In accordance to the required unambiguous
ranging distance and the typical channel characteristic, we can compute the re-
quired period of the correlation function, and further determine the pilot spacing
and the minimum number of pilots for the purpose of time delay estimation and
ranging.
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5.1.2. Multiband Signal

A multiband signal is shown in Fig. 2.4, where the available signal spectrum is
sliced into M signal bands, and each band has the same bandwidth. As presented
in Chapter 3, using more signal bands, and considering the frequency relations
across different bands, the ranging accuracy will be improved by the large total
signal bandwidth. In this subsection, we analyze the ranging precision, the range
ambiguity, and the resistance against multipath, based on the correlation function
derived from a multiband signal. Given the multiband signal scheme presented
in Chapter 2 and a fixed frequency basis Af, the spacing between two adjacent
activated signal bands is set to be SAf. For example, if all signal bands, as shown
in Fig. 2.4, are used for ranging, then S = 1.

After receiving the signals from different bands, the correlation function can
be initially computed independently for each signal band. But eventually we use
all signals together to emulate a large virtual signal bandwidth. The phase rota-
tion due to the signal band spacing SAf; has to be taken into account for time
delay estimation. Therefore, the locally generated reference signal for the m-th
band should contain an extra phase rotation due to the corresponding signal band
spacing, and is given by

st = %) =s(t — T) exp(—2n(mS — M2)Afc7), m=1, 2, .., M,, (5.6)
where M, denotes the total number of activated signal bands with a spacing of
SAfg,

= L

and s[n] denotes the baseband signal deﬁned in (5.1). For simplicity and the ease
of derivation, we assume here that s[n] is the same for all bands, but it can be dif-
ferent in practice. The correlation function of the multiband signal can be derived
by the sum of the correlation function of all M, activated bands,

Cnp(T) = E

ﬂml

J +1, (5.7)

1 N1
3 rulnlsyln, T]] (5.8)

SnO

Then, the amplitude of the correlation function of the multiband signals is given
by

| sin (278765 (e - 7)) o sin (2nPaf L -9)

Mﬂ sin (ZnSAfG (t- T)) P sin (ZnPAf (- T))

leyp (D) = , (5.9)

4 cn®

where the subscript ‘mb’ is the abbreviation for ‘multi-band’. The derivation of
(5.9) can be found in Appendix A.4.2.
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The term c%(f) in (5.9), is referred to as the primary component of the corre-
lation function, and is identical to (5.3). In a similar way, the central carriers from
different bands can be treated as OFDM ‘pilot’ subcarriers in the virtual signal
bandwidth. Thus, the central carriers from different bands (i.e., signal band spac-
ing SAf ) play the role of the secondary part of the correlation function cfil),(f).

The correlation function now relies not only on the pilot spacing PAf, but also
on the signal band spacing SAf; between two activated signal bands. As an ex-
ample of the correlation function c,,;,(7) with primary and secondary main lobes
is shown in Fig. 5.3. Similarly, we analyze the correlation function derived from a
multiband signal, in terms of the ranging precision, the ambiguity, and the resis-
tance against multipath.

Secondary correlation function C
M,=2,8=15

mb

@

primary correlation function Cmb

P=15N,=5 1

9 - X 200 00 0 100 200
7 (ns)

# (ns)
——multiband: M, = 16,5 =1
M, =16,8 =1 -~-single ban 1

-200 -100 0 100 200
7 (ns) 7 (ns)

Figure 5.3: Correlation function of M, = 2bands (a), M, = 6 bands (b) and M, = 16 bands (c), when the
baseband signal bandwidth and Af are 10 MHz, and N,, = 5 pilots with an equal spacing are inserted
in each band for time delay estimation and ranging. The primary correlation function is identical to
the one in Fig. 5.1(b).

Precision and Ambiguity
To evaluate the ranging precision, one can again compute the width of the main-
lobe. The first zero point of the correlation function of the multiband signal C%(’T)
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is defined as the first secondary zero point of ¢,,;,(7), which is given by

1
| @ (5.10)

Cmbzo - SAfGMu )

Then, the first zero point of c%(f) is defined as the first primary zero point of the

correlation function c,,;(7). Based on (5.4), as Afg is generally much larger than

Af, ﬂc(z)—o < 7|c,,-0- Hence, the width of the main-lobe will be determined by the
mb—

first secondary zero point.
Since the first secondary zero point 7| ¢ _ is linked to the inverse of the virtual
mb~

signal bandwidth, one can simply increase the virtual signal bandwidth to narrow
the main lobe of the correlation function and improve the precision of time delay
estimation and ranging.

In the same way, we define the period of the occurrence of the main-lobe in

the function c%(f) as the primary period of ¢,,;,(7), given by (5.5). The period of the

occurrence of the main-lobe in the function cfl,)](f) isthen defined as the secondary
period of ¢,,;,(7), and is given by

1

T. = ——. 5.11
o = SAF0 (5.11)

A larger spacing SAf; between two adjacent activated bands results in a smaller
secondary period of the correlation function c,; (7).

For example, considering a 10 MHz single band OFDM signal, in which the
FFT size is assumed to be N, = 64, and N,=5 pilots (i.e., the {-32,-17,-2,13,28}-th
subcarrier, P = 15) are inserted with an equal spacing and equal power for ranging.
In addition, the signal band spacing Af, as shown in Fig. 2.4, is assumed to be 10
MHz. In order to achieve a virtual signal bandwidth of 160 MHz, we can transmit
16 consecutive bands as in Fig. 2.4. Alternatively, we can occupy only M, = 6
bands (i.e., the band {1,4,7,10,13,16}) with S = 3, then the carrier spacing of those
two bands becomes SAf; = 30 MHz. In an extreme case, M, = 2 edge bands
(i.e., the band {1,16}, S=15) are used for time delay estimation and ranging. The
correlation functions are presented in Fig. 5.3.

A large signal band spacing SAf leads to a small secondary period of T, , of

the correlation function c,(le(T), but the amplitude of the secondary main lobe in

the product of c,,;(7) still relies on the primary period T, . Therefore, the unam-
biguous ranging distance is determined by the primary period of the correlation
function, which relies only on the pilot spacing PAf, with the assumption that all
bands are modulated with the same baseband signal format. In this example, the
pilot spacing is 781.3 kHz. Consequently, based on (5.5), the unambiguous rang-
ing distance will be about 128 m, no matter how many signal bands (i.e., M,) are
activated for ranging, or how large the spacing between two adjacent bands (i.e.,
SAfG) is.

In addition, the precision of time delay estimation depends on the width of
the secondary main lobe, which is related to the virtual signal bandwidth. As
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shown in Fig. 5.3(a), the first secondary zero point of the correlation function of
the two edge signal bands (i.e., 160 MHz virtual signal bandwidth, and 20 MHz
occupied bandwidth) is about 5 ns, corresponding to 1.5 m in distance which is
much smaller than the one from a single band signal (i.e., 10 MHz (virtual) signal
bandwidth). Hence, a multiband signal sparsely occupying the available band-
width can very much improve the ranging precision.

Multipath Resistance

In a multipath—free or a low multipath environment with a relatively high SNR,
one can simply use multiple signal bands which are sparsely placed in the avail-
able bandwidth for ranging and positioning. However, considering close-in re-
flections with a relative delay less than the inverse of the virtual signal bandwidth,
since the product of ¢,,;;,(7) still relies on the primary main lobe and contains larger
side lobes as shown in Fig. 5.3(a), the robustness of time delay estimation will not
be significantly improved by using multiband signal sparsely occupying the avail-
able signal bandwidth. When the channel contains the reflections with the rela-
tive delay less than the width of the primary main lobe, more signal bands should
be used for ranging and positioning, so that the amplitude of the secondary main-
lobe in the correlation function becomes small (see Fig. 5.3(b,c)). Reducing the
spacing between two adjacent activated bands A f will increase the period of the
secondary mainlobe T, . For instance, when 16 consecutive 10 MHz signal bands
with a spacing Afs of 10 MHz are used, there is only one secondary main lobe in-
side the primary main lobe (see Fig. 5.3 (c)). Therefore, ranging based on these 16
bands is more robust to close-in reflections compared to only using a two sparse
edge bands, as less secondary main lobes appear in the primary main lobe.

5.1.3. Discussion
Given a multiband signal shown in Fig. 2.4, and assuming each signal band has the
same bandwidth and the same pilot subcarriers, then the unambiguous ranging
distance will only be determined by the spacing of the pilot subcarriers PAf. Us-
ing more signal bands, the ranging precision will be improved by the larger virtual
signal bandwidth, as well as the resistance against multipath, as the amplitude of
the side-lobes becomes smaller. Therefore, one can design a ranging signal by de-
termining the spacing of the pilots (i.e., PAf) and of the signal bands (i.e., SAfg),
under the user-specified requirements on the width of the main-lobe (i.e., preci-
sion, cf. (5.10)), the period of the main-lobe (i.e., unambiguous ranging distance,
cf. (5.5)), and the amplitude of the side-lobes (i.e., multipath resistance, cf. (5.9))
However, the design of the ranging signal, based on the closed-form correla-
tion function (5.9), is with the assumption that any two adjacent activated signal
bands will have the same spacing, and that the time delay will be determined by
the MF method. If the spacing between two adjacent activated signal bands SAf
is not the same across all M, bands, one can no longer obtain a closed-form ex-
pression of the correction function. The first secondary zero point of the correla-
tion function will be determined by the Gabor bandwidth, instead of the spacing
SAfg. Asshownin (5.10), the first zero point varies for different signal patterns. In
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addition, if the spacing of any two adjacent bands is no longer a constant number,
(5.11) will not be valid. Consequently, the secondary correlation function will not
be periodic, thus it will be different from the one shown in Fig. 5.3. Additionally,
as presented in Chapter 3, instead of using the MF method which only considers
a single path in the model for time delay estimation, one can jointly estimate the
time delay for both the LoS path and some reflections.

To avoid the assumption that the spacing between any two adjacent signal
bands should be the same, and considering the impact of the multipath on the
ultimate ranging accuracy, we will design the ranging signal based on quantita-
tive performance metrics (e.g., accuracy, measure of dependence, and measure-
ment of bias) in the following sections. Moreover, given a fixed and the same pilot
pattern for all M signal bands (i.e., a fixed unambiguous ranging distance), the
ranging signal design becomes a problem of selecting M, signal bands out of M.

5.2. Multiband Signal Design for Unbiased Estima-
tion

Based on the analysis of the correlation function, presented in section 5.1, the
precision of time-based ranging estimator is largely improved by a large virtual
signal bandwidth, even though only a small amount of spectral resources is used.
Instead of using the MF method to obtain a likely biased time delay estimator in
multipath conditions, one can apply a ML-based full model to obtain an unbiased
estimator, which considers not only the LoS path but also reflections. In this sec-
tion, we aim to design a multiband signal that can meet the user specified ranging
accuracy of an unbiased time delay estimator.

5.2.1. Problem Formulation

Considering spectral efficiency, it may not be necessary to occupy an entire wide
signal bandwidth for time delay estimation. Similar to [140], we introduce a binary
selection vector for M different signal bands,

w:[w1 wy .. wM]Te{O,l}M, (5.12)

where w,, = 1 (0) indicates that the m-th OFDM signal band is activated (muted),
and used (not used) for time delay estimation. The objective is to minimize the
total number of activated bands for ranging.

Rather than (3.16), the FIM based on a multiband signal with a selection vector
can be obtained by

M
Fw,u) = Y, w,F,Wu). (5.13)

m=1

To design an optimal multiband signal for ranging, we use the CRLB as an inequal-
ity constraint in an optimization problem to meet the desired performance, and
try to minimize the number of activated signal bands.
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However, the propagation time delay and the gain in # have different units. If
the uncertainty in one of the estimators is numerically much larger than one of
the others, the optimization will be dominated by the estimators with the larger
uncertainty. Thus, we also introduce a user-specified compensation weight vector
y. Then, the modified FIM (MFIM) is defined as

Fw,u) =diag " (y)F(w, u)diag " {y). (5.14)

Furthermore, for the purpose of ranging and positioning, we only use the time
delay estimates to retrieve the geometric information. The gain of each path is
also important to help us distinguish whether the propagation channel contains
a direct-LoS path or not, however, its required accuracy can be much lower than
that of the time delay estimators. Thus, the different requirements for the time
estimators and the gain estimators should be also taken into account when we
design the compensation vector y. In our case, y, > y,.

After compensation, all estimators are expected to have approximately the same
precision. Because of the presence of multiple unknown parameters, the CRLB is
no longer a scalar. In order to employ the CRLB as a constraint in an optimiza-
tion problem, the minimum eigenvalue constraint (i.e., E-optimality) [141, 140] is
chosen here. The errors of the estimators in €, are assumed to be constrained in
an origin-centered sphere of radius r,, with a probability larger than p,, which can
be written by

plleullz < 70) 2 pe. (5.15)

To avoid the nonlinear inverse operator, instead of using the CRLB as a constraint,
the MFIM is employed in the optimization. The minimum eigenvalue for the
MFIM is given in [141] and also derived in appendix A.5,

- N 1
Amin{F(w, u)} > /\eig = _2u (_) ’ (5.16)

re \1-p,
where N,, denotes the number of unknown parameters in u. Since here we are
using the MFIM which is the inverse of the CRLB, the smallest eigenvalue of the
MFIM should be larger than the Aeig derived in (5.16). Thus, considering M avail-

able signal bands for time delay estimation, the inequality constraint can be writ-
ten as

M
) wiF ) = Aigly, > Oy, (5.17)
m=1

Based on the actual positioning scenario or the user desired capability of sep-
arating certain reflections, a set of 7/, containing the different potential relative
delays and the corresponding gains, is introduced here to compute a numerical
value for the MFIM in the optimization, using (3.13) and (5.14).

In order to design a sparse multiband signal for ranging, the objective function
is based on the /; norm, which can produce a sparse selection vector [130]. The
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optimization problem is now formulated by

argmin ||gll;
gERM

M
s.t. E ngm(u) - AEigINM Z ONu Vu c ?/ (5-18)
m=1

0<gm<1l, m=1,2,,., M.

The selection vector w defined in (5.12) with elements being either zero or one,
leads to a non-convex function, which is thus relaxed to g with inequalities. The
value of the elements in a selection vector g can vary from zero to one.

To retrieve a binary selection vector w, one can activate the signal band for
positioning once the corresponding selection coefficient in g is larger than the
user specified threshold ¢,

1, if g > Cy,
n ={ " (5.19)

0, otherwise.

if one is satisfied by an approximation to the solution found in (5.19).

5.2.2. Examples

In this subsection, we provide some examples of signal design using the CRLB as
criteria. In addition, we aim to only analyse how the signal design is impacted by
a reflection, thus the SNR is fixed to 20 dB. The available total bandwidth of 160
MHz is divided into M = 16 signal bands as shown in Fig. 2.4, and each signal
band has a bandwidth of 10 MHz and N, = 64 subcarriers.

To define the required performance, for 70% of the cases (i.e., p, = 0.7in (5.15)),
the error in the delay estimate £ should be less than 0.1 ns, which is equivalent to
3 cm in distance, and the error in the gain estimate is expected to be less than
0.05. The delay estimate is numerically much smaller than the gain estimate. A
compensation vector y should be introduced to numerically adjust the required
accuracy for time delay and the gain, so that they are in the same order of mag-
nitude. First, the unit of the propagation time delay is normalized by the inverse
of the total signal bandwidth (i.e., 160 MHz). Then, to further balance the per-
formance of the delay and gain estimators, and maintain their error bounds on
the same level, a scalar of 0.3 is introduced for the gain. Then the lower bound of
the gain estimator will increase by about 11%, so that the performance of the bal-
anced parameters are close. Hence, the compensation weight vector y is written
as

T
y =[160x10° 160x10° 03 03] . (5.20)

To compute the relative propagation gain in (3.46), the distance of the LoS path
d; is assumed to be 5 m. Then, the relative time delay of the reflection is assumed
to range from 6.8 ns to 47 ns (i.e., about 2 m to 14 m). The resulting propagation
gain is shown in Fig. 5.4(b).
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Figure 5.4: (a) Relaxed selection vector g (in red stems) and its binary selection vector w (in blue) to
activate the signal bands for positioning, when considering reflections with relative delay from 6.8 ns
to 47 ns, and (b) relative gain derived from FSPL model.

After we determine F,, (1) and Aeig in (5.18), the optimization problem is solved
by the CVX toolbox [144], which contains the solver of SDPT3 [145] employed with
a primal-dual interior-point algorithm. To retrieve the binary selection vector w
from the relaxed selection vector g, the threshold ¢; in (5.19) is set to be 0.5.

Fig. 5.4(a) shows the resulting ranging signal, which occupies M, = 10 out
of M = 16 signal bands. By considering both the LoS path and the reflections,
the unbiased time delay estimator can achieve a centimeter level accuracy, when
using the designed multiband signal.

In order to obtain an unbiased time delay estimator, all reflections will be con-
sidered in the model for time delay estimation. As the estimator for the LoS path
and other reflections are treated equally in (5.18), one needs to use more signal
bands for ranging, so that the time delay estimator of the weakest reflection con-
sidered in the model, can still achieve the user specified ranging accuracy (i.e.,
Acig)-

gFor comparison, Fig. 5.5 shows the case, in which the channel only contains
the reflections with the relative delay from 6.8 ns to 37 ns. Compared with the ex-
ample shown in Fig. 5.4, if the channel contains less weak reflections, the model
for unbiased time delay estimation only needs to consider the reflections asso-
ciated with large propagation gain. Consequently, to meet the requirement on
ranging accuracy, less signal bands are needed. If the channel contains the reflec-
tions only with the relative delay from 6.8 ns to 17 ns (i.e., 2~5 m), as shown in Fig.
5.6, only M, = 4 signal bands out of M = 16 are needed for ranging, in order to
achieve a centimeter level ranging accuracy.

If the design of a ranging signal is based on the goal of obtaining an unbiased
time delay estimator of the LoS path for ranging, more signal bands will be used,
so that the time delays of the reflections can be accurately resolved.

On the other hand, as presented in chapter 3 one can apply a simplified model,
in which not all reflections are considered, if a biased estimator is acceptable for
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Figure 5.5: (a) Relaxed selection vector g (in red stems) and its approximated binary selection vector w
(in blue) to activate the signal bands for positioning, when considering reflections with relative delay
from 6.8 ns to 37 ns, and (b) relative gain derived from FSPL model.
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Figure 5.6: (a) Relaxed selection vector g (in red stems) and its binary selection vector w (in blue) to
activate the signal bands for positioning, when considering reflections with relative delay from 6.8 ns
to 17 ns, and (b) relative gain derived from FSPL model.

the user. Consequently, there is less computational complexity to estimate the
time delay. In the following section, to allow for possibly biased estimation, we
use the measure of dependence and the measure of bias as ranging performance
metrics to design a multiband ranging signal.

5.3. Multiband Signal Design for Biased Estimation

In this section, we aim to design a sparse multiband ranging signal, which uses
limited spectrum resources (e.g., M, signal bands out of M), reduces the com-
putational complexity, and in a multipath channel still achieves a user-specified
precision for time delay estimation and keeps the bias small. As we determine
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the carrier phase based on the time delay estimate(s), in return, the bias in carrier
phase estimation will also remain small.

5.3.1. Problem Formulation

Instead of using the CRLB derived in a 2-path channel as a criterion as in the pre-
vious section, we employ constraints on the precision of time delay estimation
(i.e., the CRLB derived in a single path channel), on the measure of dependence
for delay estimation, and on the measure of bias, to formulate an optimization
problem. As discussed in section 3.2, the measure of dependence for delay esti-
mation indicates how the precision deteriorates when an additional reflection is
considered in the model, and the measure of bias indicates how large the bias is,
if we do not consider such a reflection in the simplified model.

To simplify the discussion, the signal power in each signal band is assumed to
be the same, i.e., the more signal bands are used for positioning, the larger the
total signal power becomes. Similarly, we consider M signal bands and introduce
a binary selection vector for these bands as in (5.12).

We first give a constraint on the precision of the time delay estimator. Similar
to (3.29), but considering the frequency relation of the different signal bands and
the binary selection vector, the variance of the delay estimator needs to be smaller
than a user-specified threshold 02 . Hence, the constraint is given by

—— ot [f] = X+ £ (5.21)

where the frequency f,, + f;, the measurement noise variance 02 (cf. (3.4)) and the
propagation gain a; (or SNR) are assumed to be known to the user.

Then, to consider the impact of multipath on time delay estimation, we put
constraints on the measure of dependence and on the measure of bias. Without
obtaining the channel information a priori, we simply consider a set of reflections
that cover a certain range (e.g., with a relative propagation distance from 0.6 m to
15 m). The relative delay is derived from the relative propagation distance, and
therelative propagation gains can be derived from the free-space path-loss (FSPL)
model.

As shown in (3.42), a reflection that is close to the LoS path may have a strong
relative signal power and is likely to cause a large bias when such a reflection is
not considered in the model. Therefore, some reflections with strong signal power
can be considered in the simplified model to mitigate the bias. One can place a
constraint on the measure of dependence for time delay estimation, so that the
precision of the LoS estimator will not deteriorate when such a reflection is con-
sidered for delay estimation. Combined with the binary selection vector w, the
measure of dependence for time delay estimation (3.33), which is required to be
smaller than a user-specified threshold c_, is rewritten as

lq(r)Tdiag@w)f © fI _ |5#(0)"w|

O sl g

<c, TE (5.22)




96 5. Signal Design for Positioning

where

(0], = X + f7 cos (2n(f + f)7),

and the user-specified set 7/; contains relative delays of the to-be-considered re-
flections in the model for time delay estimation.

Other weak reflections could be neglected in the simplified model, so that the
computational complexity will not be increased significantly. Therefore, we place
a constraint on the measure of bias, so that the bias of delay estimation still re-
mains small, even though those reflections are not considered in the model. Sim-
ilarto (3.41), the measure of bias with a binary selection vectorw, which isrequired
to be smaller than the user-specified threshold c, is given by

0,0y = AT diaE @) _ a0
A DnfTdiag@)f T g

<cy (a, 1)€Y, (5.23)

where

(0, = X (fm + f) sin (2n(f, + f)7).

The user-specified set 7;; contains the relative delays and relative gains of the re-
flections that would not need to be considered in the model for time delay esti-
mation.

However, due to the binary nature of the selection vector w, convexity cannot
be guaranteed. Thus, we relax the binary selection vector w to g with inequalities
(i.e.,, 0 < g; < 1), so that each signal band is activated with a weight.

Given M available signal bands with frequency vector f and the signal condi-
tion (i.e., a; and 0?), the optimization problem to sparsely select multiple signal
bands for ranging, with the user-specified thresholds (i.e., 02, c. and Co) and the
user-specified set (i.e., %; and %;), can be formulated as follows [32],

minimize |gll;

subject to
2

o
8rlalfTg > oz
|;"f(T)Tw| < CCfTw, Yt1ew (5.24)
o (0| < c2nf w, ¥ (a,7) € Yy;
gn<l, m=1,2, .., M
n=20 m=1,2, ., M
g <M,
in which the /; norm is used in the objective function to produce a sparse selection

vector. It should be mentioned that the required precision for the propagation
delay, the measure of dependence for delay estimation, and the measure of bias
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should not be exceeded the ones when using all M available signal bands, which
determines the lower bound of these performance metrics.

Finally, after solving the optimization problem (5.24), one can retrieve a binary
selection vector w based on (5.19), if one can accept the approximation. Some
examples of designing a sparse multiband signal will be presented in following
subsection.

5.3.2. Examples

It is assumed that there are M = 16 contiguous signal bands potentially available
for positioning, and each signal band has the same signal power and the same
bandwidth of 10 MHz.

In order to provide numerical values for the constraints in (5.24), we first anal-
yse the measure of dependence for delay estimation ¢(t,;) (cf. (3.33)) and the
measure of bias o(a, 1, 7,1) (cf. (3.42)) as a function of the relative propagation
distance when M = 16 bands are activated for positioning. These results were pre-
sented in Fig. 3.6 (see the violet dashed line). There will be a strong dependence
between the LoS component and the reflections when the relative propagation
distance is less than 0.8 m (i.e., ¢(7,7) > 0.7). Therefore, it is infeasible to further
decrease the measure of dependence based on the existing signal bandwidth to
improve robustness against multipath, other than creating an even larger virtual
signal bandwidth. Given 16 signal bands each with 10 MHz bandwidth, we only
consider the reflections that are 0.8 m or further away from the LoS path.

First, the standard deviation of the time based ranging error is fixed to 0.003
m, which only indicates the lower bound for time delay estimation in an ideal
situation where the channel only contains a LoS path.

Then, we set c. to 0.7 as the maximum threshold for the measure of depen-
dence when the relative propagation distance ranges from 0.8 m to 3.5 m in set
%1, so that the precision will not decrease significantly when a reflection is taken
into consideration in the model for time delay estimation. According to (3.32), the
variance is doubled when the measure of dependence ¢(7,,) is 0.7.

Finally, we may simply neglect reflections that have a relative propagation dis-
tance from 3.5 m to 15 m in set %/; with the relative gain shown in Fig. 5.7(b), and
expect that the bias in the LoS time delay estimate will remain small. Hence, we
set the threshold Co for the bias to 0.1 m, assuming we can accept a 0.1 m bias in
time-based ranging.

The solution of the optimization problem (5.24) is obtained by the CVX toolbox
[144]. Fig. 5.7(a) shows the relaxed selection vector g , and its binary selection
vector w when ¢; = 0.5. In order to achieve a decimetre level time-based ranging
accuracy and guarantee robustness against multipath according to the threshold
¢. and ¢, only M, =7 out of M = 16 signal bands are needed for positioning.

Based on the sparsely activated signal bands, as shown in Fig. 5.7(a), Fig. 5.7(c)
presents the value of the measure of dependence ¢(7) and of the measure of bias
o(e, 1), cf. (3.33) and (3.42). Using a few sparse signal bands, the measure of
dependence becomes somewhat larger than when using all 16 signal bands, as
shown in Fig. 3.6(a). However, as indicated by the measure of bias, a decime-
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Figure 5.7: (a) Relaxed selection vector g (as red stems) and its binary selection vector w (in blue) to
activate the signal bands for positioning from M = 16 available signal bands. (b) Relative gain of reflec-
tions considered in set %/};. (c) Value of measures of dependence for time delay estimation ¢(7, ;) (blue
solid line, cf. (3.33)), measure of dependence for complex gain estimation |s(7, )| (red dotted line, cf.
(4.12)), measure of bias p(a,,1, 72,1) (yellow dashed line, cf.(3.42)), as function of relative propagation
distance, based on the designed sparse multiband signal.

ter level bias will be introduced in the time delay estimate, if the reflection is not
considered in the simplified model. Using the designed signal, the user can ap-
ply the simplified model for time delay estimation, in which not all reflections are
considered, or no reflection at all.

The carrier phase can also be estimated with the simplified model for precise
positioning. The measure of dependence for complex gain estimation based on
the designed signal is also presented in Fig. 5.7(c) by the red dotted line, which
also links to the phase bias in the simplified model as shown in (4.29).

The performance of parameter estimation using the designed sparse multi-
band signal can also be found in Fig. 3.7 and Fig. 4.4, in which the so-called ‘sparse
multiband signal’ is the one shown in Fig. 5.8(a).

In addition, for comparison, we also consider different relative gain in set %;
when designing the multiband ranging signal. As shown in (3.42), the measure of
bias in time delay estimation depends not only on the relative delay, but also on
the relative gain. Without considering the reflection with alarge gain in the model,
a large bias will be introduced in the resulting estimate. Here, assuming that the
reflections in the multipath channel has smaller gain (see Fig. 5.8(b)) than the
one shown in Fig. 5.7(b), Fig. 5.8 shows the resulting selection vector for ranging,
and the associated measure of dependence for time delay and carrier phase esti-
mation, and measure of time delay bias. As the reflections are assumed to have
smaller gain than the ones shown in Fig. 5.7(b), less bias will be introduced in
the estimate, when these reflections are not considered in the estimation model.
Consequently, as shown in Fig. 5.8(a), less signal bands are needed, in order keep
the measure of bias g(a; 1, 75 1) small.

In Fig. 5.9, assuming that the reflections in the multipath channel are slightly
stronger than in the example shown in Fig. 5.7, consequently more signal bands
will be needed, in order to meet the user-specified requirement on the measure of
bias. As shown in Fig. 5.9(a), at least M, = 8 out of M = 16 are needed to be used
for ranging.
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Figure 5.8: (a) Relaxed selection vector g (in red stem) and its binary selection vectorw (in blue) to acti-
vate the signal bands for positioning from M = 16 available signal bands. (b) Relative gain of reflections
considered in set 7;;, which is smaller than the one in Fig. 5.7. (c) Value of measures of dependence
for time delay estimation ¢(7,) (blue solid line, cf. (3.33)), measure of dependence for complex gain
estimation |s(7,1)| (red dotted line, cf. (4.12)), measure of delay bias o(a; 1, 75,1) (yellow dashed line, cf.
(3.42)), as a function of relative propagation distance.
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Figure 5.9: (a) Relaxed selection vector g and its binary selection vector w to activate the signal bands
for positioning from M = 16 available signal bands. (b) Relative gain of reflections considered in set %};,
which is larger than the one in Fig. 5.7. (c) value of measures of dependence for time delay estimation
¢(12,) (blue solid line, cf. (3.33)), measure of dependence for complex gain estimation |s(7,,)| (red
dotted line, cf. (4.12)), measure of delay bias p(a, 1, 75,1) (yellow dashed line, cf. (3.42)), as function of
relative propagation distance.

In addition, although we aim to design a multiband ranging signal for biased
estimation in this section, one can use only the ranging precision and the measure
of dependence as criteria to design a ranging signal, so that the designed signal
can be applied for unbiased estimation.

Here, the precision of the LoS time delay estimator is set be 0.003 m. Then, we
only consider set 7/; which contains reflections with a relative distance between
0.8 m to 30 m, and set %7; will be empty. The maximum threshold for the measure
of dependence c, is set to be 0.8, which is larger than the one used in the previous
examples. By solving the optimization problem, the resulting sparse multiband
ranging signal and the associated measure of dependence for both time delay and
carrier phase estimation are shown in Fig. 5.10.

One can also reduce the threshold for the measure of dependence c. to 0.6,
which allows for a more accurate time delay estimation, compared to the exam-
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Figure 5.10: Only considering measure of dependence with set %, that contains reflections with rela-
tive distance from 1 m to 30 m, and the user specified threshold c. is set to be 0.8, (a) relaxed selection
vector g and its binary selection vector w to activate the signal bands for positioning from M = 16
available signal bands, (b) value of measures of dependence ¢(71), |s(t,1)| (with relative gain shown
in Fig. 5.7(b)), and measure of bias p(a;1, 721), as a function of relative propagation distance.

pleshown in Fig. 5.10. As presented in section 3.2, a small measure of dependence
will slightly reduce the ranging accuracy, when the corresponding reflection is
considered in the model for time delay estimation. Fig. 5.11 shows the result-
ing sparse multiband signal. In order to reduce the measure of dependence, and
eventually meet the user-specified requirement, more signal bands will be needed
for ranging.
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Figure 5.11: Only considering measure of dependence with set 7 that contains reflections with rela-
tive distance from 1 m to 30 m, and the user specified threshold c. is set to be 0.6, (a) relaxed selection
vector g and its binary selection vector w to activate the signal bands for positioning from M = 16
available signal bands, (b) value of measures of dependence c(751), Is(7,1)| (with relative gain shown
in Fig. 5.7(b)), and measure of bias p(a;1,721), as a function of relative propagation distance.
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5.4. Summary

With the aim of occupying as few spectral resources as possible, and to meet user-
specified ranging performance, the design of a multiband ranging signal is pre-
sented in this chapter.

Under the assumption that the spacing of any two adjacent pilot subcarriers
and the spacing of any two activated signal bands are fixed, and using the same
amount of total signal power, one can derive a closed-form expression for the cor-
relation function of the multiband ranging signal. By placing constrains on the
width (or curvature) of the main-lobe of the correlation function (i.e., precision,
cf. (5.10)), the period of the occurrence of the main-lobe (i.e., unambiguous rang-
ing distance, cf. (5.5)), and the amplitude of the side-lobes (i.e., resistance against
multipath, cf. (5.9)), one can determine the spacing of the pilot subcarriers and
the spacing of the activated signal bands for ranging. This approach of designing
a multiband signal is simple and straightforward, but neither the precision nor
the bias of the time delay estimator are rigorously considered. In addition, the
ranging signal is designed based on the characteristics of the correlation function,
which is the realization of the MF method, and the resulting ranging signal could
become less optimal when reflections are considered in the model for time delay
estimation.

In a multipath channel, one can jointly estimate the time delays for both the
LoS path and the reflections. Assuming each signal band has the same signal
bandwidth and the same pilot-pattern (i.e., a fixed unambiguous ranging distance),
the design of the ranging signal becomes a problem of selecting the signal bands
for ranging. Hence, one can formulate an optimization problem with an objective
of using as few signal bands as possible and yet meeting the constraints of the user
-specified ranging accuracy.

For purpose of unbiased estimation, the ranging signal design can be guided
by the CRLB derived from multiple two-path channels with a fixed LoS path, in
which the unknown parameters contain the time delay and the propagation gain
for both the LoS path and the reflection. The estimator for the LoS path and the
reflections are treated equally, and expected to achieve the same accuracy in the
optimization (5.18). More signal bands are needed, in order to let the accuracy of
the delay estimator for the weakest reflection also meet the user specified require-
ment.

Alternatively, if biased estimation can be accepted by the user, one can esti-
mate the time delay for the LoS path and only a few reflections, or no reflection
at all. Thereby the precision of the LoS delay estimator can be improved, and the
resulting computational complexity can be reduced, compared to using the full
model that considers all reflections. Then, one can design a sparse multiband
ranging signal, by considering the measure of dependence and the measure of
bias as the performance criteria, so that the precision will not deteriorate by con-
sidering some additional reflections in the model, and the bias can remain small
when other reflections are neglected in the model.

The design is guided by the quantitative performance metrics of time delay es-
timation in this chapter. As shown in chapter 4, we propose to compute the car-
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rier phase based on the model reconstructed by the time delay estimates. Most
likely, one will use a simplified model in practice, due to computational complex-
ity considerations and the actual number of paths in a multipath channel being
unknown. If the ranging signal can offer a time delay estimator with less delay
bias, it can also reduce the associated bias in the carrier phase.



Positioning Models

Based on the designed ranging signal presented in Chapter 5, one can obtain time
delay estimates (Chapter 3) and carrier phase estimates (Chapter 4) as range ob-
servables to determine the receiver position solution. In this chapter, the trans-
mitters are assumed to be synchronized in time and frequency via the commonly
distributed reference signals (i.e., 1 PPS and 10 MHz), but the receiver is not syn-
chronized to the transmitters and runs on its own clock. Therefore, the receiver
clock offset should be accommodated, in order to determine the receiver position
coordinates. We presents positioning models based on the time delay estimates,
and the models based on the carrier phase estimates. The time delay estimates
and the carrier phase estimates are used separately for positioning. The clock off-
set, which is introduced by the receiver frequency offset, obtained from a time-
delay-based positioning model can be used for coarse frequency offset estima-
tion, and the one obtained from a carrier-phase-based positioning model can be
used for fine frequency synchronization.

Because of the small wavelength of the central carrier, carrier phase can pro-
vide much more precise range information than time delay, but the carrier phase
cycle ambiguity should be properly resolved. One can estimate the carrier phase
cycle ambiguity together with the receiver position coordinates. Due to different
hardware delays and initial phase offsets among transmitters, the carrier phase
cycle ambiguities will no longer be integer numbers. Without calibration, one can
only obtain the so-called float solution.

Ifall transmitters are frequency synchronized (hence, syntonized), one can ob-
tain a snapshot of carrier phase measurements for all transmitters at a known lo-
cation, and save them as ‘ corrections’. Then by taking the difference between
carrier phase measurements at locations of interest and the previously acquired
corrections, the integer nature of the carrier phase cycle ambiguities can be pre-
served, and this effectively allows for integer estimation of the ambiguities. Con-
sequently, one can obtain the so-called fixed solution, which delivers high preci-
sion position solutions, and requires less receiver displacement to let the position

103
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precision converge to centimeter level as needed with the float solution.

The carrier phase cycle ambiguity problem can be avoided, if one can accu-
rately determine the starting position of the receiver. Then, a relative positioning
model can be applied to determine the receiver position with respect to the known
starting positioning, then the receiver displacementis effectely determined, rather
than the absolute position.

Finally, we present a practical solution to determine the antenna phase center,
which is essential for precise positioning. If all transmitters are equipped with
the same type of antenna, in which the antenna phase center is vertically aligned
with the known antenna reference point (ARP), one only needs to determine the
phase center offset (PCO) in vertical direction. Based on a series of carrier phase
measurements, one can estimate the vertical PCO through the relative positioning
model.

6.1. Positioning based on Time Delay Estimates

Aspresentedin (3.68)and (3.69), the time-based pseudo range (i.e., based on time-
of-arrival (ToA) measurements) is written by

Pl () =cTh(t) + cTh (1) + Y Ti(t) + €l (1)
=di+ p,(H) + V pi(t) + € (t)

where ¢ denotes the speed of light, the superscript i denotes the transmitter (Tx)
index, the subscript r denotes the receiver (Rx), gi(t) denotes the measurement
error introduced by the noise. Depending on the model for time delay estimation,
the variance of gi can be derived from (3.28), or (3.29). In addition, in (6.1), V 7i(t)
contains the hardware delay in both the transmitter and the receiver and the error
introduced by multipath, p,(t) denotes the accumulated clock offset (in the unit
oflength) over the observation period [¢;, t], introduced by the frequency offset n
(cf. (2.5) and (3.67)), and is given by

6.1)

t
polt) = ¢ ft n()Cdz, 6.2)
0

and 4’ denotes the propagation distance between the i-th transmitter and the re-
ceiver. In a terrestrial positioning system, as the atmospheric delays are generally
negligible, the propagation distance equals to the geometric distance. By default,
p,,(to) is assumed to be 0, otherwise, the initial offset can be lumped into the time-
invariant hardware delay.

Assuming that the position of the i-th transmitter (x', y/, z') is known a priori to
the receiver, the propagation distance d: is written by

(1) =, (6) = X2 + (4, (0) ~ 12 + (2, (1) 2, 6.3)

where x,(t), y,(t) and z,(t) are the unknown coordinates of the receiver at time in-
stant ¢.
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6.1.1. Joint Positioning and Coarse Frequency Offset Estima-
tion

If all transmitters are implemented by the same type of hardware, the hardware

delay can be assumed to be the same for all Tx-Rx pairs. However, the error in-

troduced by multipath, which is transmitter-dependent, will not be considered in

the positioning model, and will go into the measurement error gi . By replacing

V7l in (6.1) by 75, the pseudo-range is rewritten by

p' () = di(t) + py(b) + e, +e (D), (6.4)
B ®
€(t

where 7, denotes the sum of the hardware delay in the transmitter and the receiver
and is identical for all Tx-Rx pairs. In addition, as the accumulated clock offset
py(t) and the hardware delay 7, cannot be separated in (6.4), one can only estimate
their combination as €,(f) in the positioning model, which is referred to as the
pseudo-range clock offset in this thesis.

Because the receiver coordinates are non-linearly involved in the Tx-Rx prop-
agation distance d.(t) (6.3), one can determine the receiver position based on the
non-linear least-squares (LS) principle. The propagation distance d.(t) can be lin-
earised by the Taylor expansion with respect to the approximated receiver posi-
tion x(¢)|y, and given by

dy(t) =dy(Dly + Ierd; (Hlo(x() = x(t)lo) 6.5)
=dy(Blo +85()" Ax(t), '

where x contains the unknown N; dimensional coordinates of the receiver (e.g.,

Ny =2 or 3), ()l denotes the initial or updated approximate value in the Gauss-

Newton iteration, g}(f) is the transmitter-receiver geometric unit direction vector.

Considering that the system contains K transmitters, and the nonlinear geom-

etry range is linearised by the Taylor expansion, the ToA-based positioning model
is given by

Apt(t Apt(t

20N 8O 11 axge p,®

CH I | R = A IR X0
ApK(i‘) gf(t)T 1 er(t) ApK(t) s
—r —r

(6.6)
o 4]

E {Aer(t)} —A(Bu(b),
where ' ‘ '
Ap(t) = pi(t) — di(B)lo-

A good initial estimate is necessary. Otherwise, the iterative estimation process
may not converge to the correct value. One can obtain an initial value to start
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the iteration, for example, by the direct method which provides the a closed-form
solution without any iterations [120].
Then, the unknown parameters in u(t) can be determined by

a(h) = (A®TQ; (A®) - ABTQ, (HAp, (1),
Quy = (AT MAD)

where Q, denotes the variance matrix of the ToA-based range measurement, and
is assumed to be a K-by-K diagonal matrix. For example, if the time delay is de-
rived from the simplified model, where only a single path is considered, the vari-
ance matrix is given by

(6.7)

2 2
(] = ——5—, 6.8)
©osn2(al,) f1f
where f denotes the frequency vector that contains the frequencies of the pilot
subcarriers in the activated signal bands (cf. (3.20)), “iu denotes the LoS propa-
gation gain of the link between the i-th transmitter and the receiver.

Though we have assumed that all Tx-Rx pairs have the same hardware delay,
in practice, these hardware delays could be different among the transmitters. As
only a single receiver is used in the system, one should either carefully calibrate
the hardware delay for all transmitters, or simply accept the resulting bias due
to the unmodelled transmitter-dependent hardware delay. In addition, a time-
invariant offset could also be introduced in the distributed reference signals (i.e.,
1 PPS and 10 MHz) among the transmitters due to the different cable length, which
will also be lumped into the hardware delay.

Coarse Frequency Offset

As the change of the pseudo-range clock offset €,(¢) in (6.4) is introduced by the
sampling frequency offset (SFO) originating from the normalized frequency offset
(NFO). One can coarsely determine the NFO based on the pseudo-range clock
offset estimates. Given a Tp = 1 ms update period of the position solution (i.e., the
transmission period of the ranging signal shown in Fig. 2.2), the frequency offset
is assumed to be constant not only within one OFDM symbol, but also during the
transmission period Tp, for the following analysis. Therefore, according to (6.2)
and (6.4), one has

€ (nTp)=€,((n —=1)Tp) = p,(nTp) = p,, (n =1)Tp) = cij[n]Tp, (6.9)

where the check-symbol (i.e.,”) is used to particularly denote the coarse estimate,
n denotes the index of the received ranging packet. The NFO estimate follows as
the first divided difference of the pseudo-range clock offset estimates.

As the variance of the clock offset estimator €,[nTp] is given by

-1
02 [nTp] = (A3 [N TpIQ (N Tp Aol To1)
(6.10)

} -1
A, =Pz A, = (IK - A, (ATQ;'Ay) AirQEl)Azf
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the variance of the coarse NFO estimator can be derived by applying the propa-
gation law of variance,

) 20%
2 — 6.11
% = T (611

As the precision of NFO estimator depends on the precision of the ToA-based
ranging measurement, which is generally far worse than the one of the carrier-
phase-based measurement, the estimate 7j obtained from (6.9) is referred to as
the coarse frequency offset estimate.

As presented in section 4.3.2, one can compensate the carrier frequency offset
(e.g., in Fig. 4.15) based on the coarse NFO estimate,

Af. = feil. (6.12)

The precision of the NFO estimator can be improved by increasing the trans-
mission period Tp. However, in practice, to select the transmission period Tp
when estimating the NFO, one should consider the stability of the clock, so that
the NFO 7 can be assumed to be constant during the transmission period Tp.

6.1.2. Single Differencing between Transmitters
By taking the difference between the measurements taken from the i-th transmit-
ter and a pivot/reference transmitter (the p-th transmitter), with (6.4), one can

obtain the time-difference-of-arrival (TDoA) measurement,
P () =p! (t) - pP(t)
A A , (6.13)
=di () - di(t) + 27 (1),

where ‘
el =elt) - (), (6.14)

and the receiver-dependent parameter will be effectively eliminated.
For example, if one selects the first transmitter as the pivot transmitter (p = 1),
the linearized TDoA-based positioning model becomes
APPO)| [T ApPH(E)
_r. r . _r.
= . Ax(t), E : = Qﬁ’ (6.15)

E :
ApPO| (g o AptP()

where
AP (1) =pi(t) - ph(t) = diBlo + di (B0, % p,
gr =gi()-gl(), i#p,
and the variance matrix is propagated from the Q, in (6.6) by

(6.16)

110 .0
Q,=BQ,B", B=|7 01 - Olerucnx
-1 0 0 .. 1
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Compared with the ToA-based positioning model (6.6), the total number of the
available measurements in the TDoA-based positioning model (6.15) is reduced
by 1, but the unknown pseudo-range clock offset is eliminated. Hence, the redun-
dancy of (6.15) remains the same as of (6.6).

The theoretical positioning performance of using the TDoA-based model is
equivalent to using the ToA-based positioning mode. However, using the TDoA-
based positioning model yields less computational complexity, as less unknown
parameters need to be estimated. It should be noted that if the hardware delays
among the transmitters are not the same, which cannot be effectively eliminated
in TDoA measurement, the solution will consequently become biased.

6.2. Positioning based on Carrier Phase Estimates

The properly unwrapped carrier phase measurement (i.e., phase-of-arrival (PoA)
measurement) @ (cf. (4.33)), obtained from an asynchronous system, is presented
in unit of length as

Py() + 9" -9,

Q' (1) = ADL(t) = dit) + el + /\( - - N;') +el(t), (6.17)

where A denotes the wavelength of the central carrier f., and the hardware delay
7}, can be decomposed as

. A
Ty = AT + ATy, + ;Niw, (6.18)

Att, ATy, and )LNh /c denote the fractional part of the hardware delay in the trans-
mitter and the receiver, and the integer part of the hardware delay, respectively.
%(f) (cf. (4.43)) denotes the residual accumulated carrier phase offset after coarsely
compensating the CFO and is referred to as the residual clock offset in the carrier
phase measurements, ' and 9, denote the initial phase offsets from the i-th trans-
mitter and the receiver, respectively. N’ denotes the integer carrier phase cycle
ambiguity of the propagation distance, and ¢.(t) contains the noise and also in-
cludes the additional error due to multipath, as not all reflections are considered
in the model (4.22).

Generally, there are two approaches to tackle the phase ambiguity problem.
The first approach is the so-called known-point-initialization (KPI) [20] which can
be referred to as relative positioning. The initial position of the receiver should be
accurately determined, and one only measures the displacement of the receiver
with respect to this initial position, so that the carrier phase cycle ambiguity prob-
lem is avoided. Due to the strict requirement on the receiver starting position, the
KPI method is less attractive in practice. The other approach is the so-called on-
the-fly (OTF) approach [146, 147, 148] which can be referred to as absolute posi-
tioning, and one should jointly estimate the position of the receiver and the car-
rier phase cycle ambiguities based on a change of the positioning geometry, when
only using the carrier phase measurements for positioning.
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6.2.1. Absolute Positioning and Ambiguity-float Solution
Similar to section 6.1.2, here we first present a positioning model based on the
differenced carrier phase measurement (i.e., phase-difference-of-arrival (PDoA)
measurement).

By taking the so-called single difference between the measurements from two
transmitters, all receiver-dependent parameters are eliminated (i.e., accumulated
clock offset @n(t), initial receiver phase offset 9,, and the fractional receiver hard-
ware delay A7, ,). However, the transmitter-dependent parameters, such as, the
initial phase offset of the transmitter 9% and the fractional transmitter hardware
delay Arh .» are still present in single differenced observables. One can arbitrarily
select one of the K transmitters as the pivot transmitter (i.e., reference transmit-
ter), and then compute the single difference between the PoA measurement as-
sociated to the pivot transmitter ¢”(t) and the one from the i-th transmitter ¢ ().

-r T
In practice, one can directly compute the PDoA measurement from (4.45), so that
cycle-slips will not be introduced by the receiver frequency offset in the carrier
phase tracking. The PDoA measurement is given by

PO = () - g (1)

(6.19)
—di(t) - d”(t)+/\(sw— ) (),

where i # p and
N =Ni-N{-Nj, +N},

yov, fe (AT, - AT)),

() = ei(t) - e (t).

Jir =

where Ely"” is assumed to be complex white Gaussian distributed with the variance
shown in (4.52). In addition, it should be noted that although the same symbol
" is used to denote the TDoA (cf. (6.14)) and PDoA measurement error, they
are numerically very different, and the variance of the PDoA measurement error
should be much smaller than the one of the TDoA measurement error, if no cycle-
slips occur.

The PDoA measurement from each transmitter-receiver pair carries its own
unknown carrier phase cycle ambiguity in (6.19), and therefore a position solution
cannot be obtained based on a single epoch of just carrier phase measurements,
as too many unknown parameters need to be estimated. This can be overcome by
stacking the carrier phase estimates from multiple time epochs, with a change of
the positioning geometry in the mean time.

The transmitter-receiver range d'(t) can be linearized with respect to the ap-
proximated receiver position, as shown in (6.5). A good initial guess x(t)|, is nec-
essary, otherwise, the solution may not converge to the global minimum, when
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there are multiple minima in the objective function for positioning. One can ob-
tain an initial value based on time-delay-based range estimates, to start the it-
eration. First, one can use a so-called direct method [149, 80] which provides a
closed-form solution without any iteration. Then, based on the position solution
derived from the direct method, one can iteratively compute the position solu-
tion with a better precision based on the linearized time-delay-based positioning
model (cf. (6.6) or (6.15)).

In addition, as shown in [149, 120], convergence of the iteration (e.g., Gauss-
Newton) and also the bias in the position estimator depend on the quality of the
observables (e.g., time delay and carrier phase). Using a large signal bandwidth,
which improves the resolvability of reflections and the precision of the observ-
ables, convergence can be guaranteed and the bias introduced by linearization
will be small enough for the user to accept.

To simplify notations in the positioning model, we first introduce the following
definitions,

AG (1) =31 (1) - (@Bl - dE(E)l)
R -RF, i4p, Ny eR

(6.20)

As the integer carrier phase cycle ambiguity N;¥ cannot be separated from the
time-invariant phase offset 37 (they always occur pairwise), only the float and
real-valued carrier phase cycle ambiguity N;’; can be estimated, where the sub-
script ‘f’ indicates the float nature of the ambiguity.

Assuming that the first transmitter is selected to be the pivot transmitter (p =
1), the linearized positioning model based on the carrier phase estimates obtained
from K transmitters at two epochs t; and t, is given by

]E{ A?r(tl)l} _ |:Gr(t1) 0 ]]:){ A?r(tl)}} _ Q(f)r (6.21)

AP (t2) 0 G,(t) AP (t2)
where A = —AIx_;, Ax(t) denotes the position increment vector (Ax(t) = x(t)—x(t)|o)
and

A
A

Ap () =[AgP" () .. Afpf”’(t)]T
G =[R20 -0 .. KT -]
A | L R
This positioning model is referred to as the PDoA-based positioning model in this

thesis. The carrier phase cycle ambiguity in N;’} is no longer an integer number

as shown in (6.20), therefore, one can only obtain the so-called ambiguity-float
solution based on least-squares estimation (LSE).
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With K transmitters, there are (K — 1) PDoA measurements available at each
epoch. The redundancy of the positioning model (6.21) isr = 2(K-1)-2N;—(K-1).
To avoid rank-deficiency, at least 2N, + 1 transmitters are required to be used, so
that r > 0. For example, in a 2D positioning scenario (i.e., N; = 2), based on the
carrier phase estimates obtained from K = 6 transmitters, the redundancy of the
positioning model (6.21) isr = 1.

The PDoA-based positioning model (6.21) can be rewritten as the following

partitioned model
]E{Aqb} [A1 AZ]H Au, (6.22)

and the formal variance matrix of the estimator can be derived from

Q= (ATQ;,jA)l = [ o Qf‘l‘*Z], (6.23)

Qua,  Qa,
where Qq, denotes the variance matrix of the PDoA measurements (cf. (4.52)).

Partlcularly, the ambiguity-float position solution (with Ax(#;) and Ax(t,) in uy) is
given by

(5T a \ ST _
U = (Al Q51A1) AlQ(%iA(Prr (6.24)
where
Al ZPizAl

-1 (6.25)
- (IK_1 - 4, (470, 40) A’{Q;,l) A
With the projector on the orthogonal complement of 4, (i.e., Pj;z), the variance of
the position solution is given by

Qa, = (AfQ(piAl)_l- (6.26)

As the precision of the position solution depends on the geometry reflected in A;
(A; contains both G,(t;) and G,(t,) in (6.21)), a large displacement of the receiver
between t; and t, is required in order to achieve an acceptable precision. IfG,(t;) =
G,(t,), then the design matrix in (6.21) only has a rank of N, + (K — 1) rather than
2N, + (K - 1), and it becomes infeasible to compute a unique position solution.

As presented in (6.18) and (6.20), the hardware delay among different Tx-Rx
pairs can be different. As long as the hardware delay is time invariant, it can be
lumped into the constant float ambiguity N, Iz

Given the PDoA-based positioning model, any unmodelled error V(f)r (e.g.,
multipath error) in the carrier phase measurement will be propagated into the
ambiguity-float position solution with (6.24), through

. S SN
Vi, = (AlQ(p,,Al) A1Q¢rV(Pr

VP,

(6.27)

Il
I




112 6. Positioning Models

In this thesis, matrix & is defined as the LSE coefficient for the float solution. If
the entries in B are large, it gives a large amplification of noise and unmodelled
€ITorsS.

6.2.2. Absolute Positioning and Ambiguity-fixed Solution
Generally, in a terrestrial system, the carrier phase ambiguity of the transmitter-
receiver link is not an integer number, because of, among others, hardware de-
lays and the carrier phase offsets. Without an accurate calibration, the ambiguity
should be treated as a constant, real-valued, hence float number, and one can only
obtain the so-called float solution. In a terrestrial positioning system, unlike the
continuously moving satellites in GNSS, which automatically leads to a change
of geometry, the geometry based on ground-based transmitters is generally fixed
and static. Therefore, for the OTF approach, a moving receiver is needed to cre-
ate a change of geometry so that the precision of the ambiguity-float solution can
converge to an acceptable level. Given a certain terrestrial positioning geometry,
the receiver may be required to move over a large distance in order to obtain a
reasonable precision of the float solution. To relax the requirement on the change
of the positioning geometry, so that the precision of the receiver position solu-
tion can quickly converge to centimeter-level, we explore the possibilities to treat
the phase cycle ambiguities as integer numbers, and compute the resulting fixed
solution.

To be able to exploit the integer nature of the carrier phase cycle ambiguities,
the transmitter-dependent float offset should be eliminated or calibrated. There-
fore, one may use the idea of PPP-RTK [2, 150], in which some offsets are pro-
vided as corrections to the user receiver. In GNSS, atmospheric errors are time
and position dependent, but such error sources can be neglected in a terrestrial
positioning system. As long as all transmitters are well frequency synchronized
(e.g., based on WR-PTP in our SuperGPS system), and the radio transmitters are
not restarted, the transmitter dependent initial phase offset 9’ and the fractional
transmitter hardware delay A7), are time-invariant.

Corrections can be taken from a single snapshot measurements set of all trans-
mitters, and do not need to be updated in real-time, unless the transmitters are
restarted or the operation condition (e.g., temperature) has changed significantly.
Therefore, over a certain period, the snapshot correction file can be applied to all
measurements taken from the to-be-positioned receiver. The error of the correc-
tion is neglected in this thesis, and is generally treated as a constant minor sys-
tematic effect.

PDoA-based Positioning Model

Here, using the ambiguous PDoA measurement o (t.) (cf. (4.45)), obtained at a
reference point with a known position x, for all transmitters at time instant ¢, a
snapshot correction file for the PDoA absolute positioning model (6.21) can be
created by

A .
%cpé"’(tc) —di(t) +di(t,), i#p. (6.28)



6.2. Positioning based on Carrier Phase Estimates 113

As a different receiver can be used to generate the snapshot correction file, the
subscript ‘c’ is used in (6.28).

Next, by taking the difference between the current carrier phase estimates and
the corrections, the transmitter-dependent parameters in (6.19) are eliminated.
Therefore, the double difference carrier phase with the correction is given by

) : A )
QP (t) =P (1) = | 5= (k) - di(to) + de (1)
—7,c —r 27
=di(t) - d(t) + AP — N/) - AP — NI +27(t) (6.29)
. =~ ip i .
=di(t) —d; (1) = AN, + 27 (1), i#p,
where
=~ i/V ~7 ~7 = i,P
N,. =N/ -N#, N, €z,
Ne” =Ni— NE = Ni . + N
=~ i,P
Now, in (6.29), the carrier phase cycle phase ambiguity N, . remains as an integer
number.
Similar to (6.21), the position solution can be obtained through the model based
on the carrier phase obtained from K transmitters at two different epochs with

a change in geometry. The double differenced positioning model (between the
transmitters, and between the measurements and the corrections) is now given

by
[Gut) 0 | A
]E{ }‘[ OlCr(tz)A]’

where the first transmitter is selected as the pivot transmitter (i.e., p = 1), and

Aﬁzc(ﬁ)
A(Erc(tz)

} =Qp,  (630)

T
AP, () =[Ag2 () .. AG )]

AP =Pro(t) — (@)l — & (Blo)
T
= ~2, =K,
N, = [Nr,f . N ] :

Now, the carrier phase cycle ambiguities in N, . with integer nature can be fixed
(i.e., estimated specifically as integers) using the LAMBDA method [146, 151]. With
carrier phase integer ambiguity resolution, one can obtain high-precision ambiguity-
fixed position solutions.

Similarly, positioning model (6.30) can be rewritten as the following partitioned

model,
E {Agc} -4 | Az]{Z—;}z Au, (6.31)
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where u; contains the unknown receiver positions at t; and f,, and u#, contains
the unknown integer phase cycle ambiguities. If the ambiguities in N, are prop-
erly and reliably fixed into integer numbers i, ', they can be practically set into a
known vectorin (6.31). The position solution is then determined under the condi-
tion of the ambiguities being known, and the conditioned position solution (i.e.,
the fixed solution) is given by [152]

1,y = W~ Qaya, Qg — i), (6.32)

By neglecting the randomness of #,, the variance matrix of the conditioned
position solution is given by

Quyi, = Quy — Quy2,Qz, Qayty - (6.33)

Note that strictly speaking, #, is random and not deterministic, and the condi-
tioned variance, given in (6.33), provides an optimistic description of the perfor-
mance of the ambiguity-fixed solution. For the correct description of the proba-
bility density function (PDF) of the ambiguity-fixed solution, the reader is referred
to [152, 153].

Based on (6.33), any unmodelled error in the carrier phase measurement V(for .
will propagate into the fixed solution through ’

Vi, . =((a'a=4,) ATo7 - 0, . 07 (Aa-4,) ATo-|ve
Uyy=i, = 1pr, 1 1Q(pr Quluz ity 2Q(p, 2 ZQ(py P.

= ‘zfxv¢r o

/!

£ (6.34)

where
A, =P4 A, (6.35)

and the complementary projection matrix has been defined in (6.25). It should be
noted that the error V(pw propagated into i, is assumed here to stay within the
pull-in region of integer least-squares estimate it,, and will not cause an incorrect
integer fixing [150].

The conditioned positioning model with the fixed ambiguities has a redun-
dancy of r = 2(K — 1) — 2Ny, and is larger than the one from the unconditioned
model (6.21) with the float solution (i.e., r = 2(K-1) -2N,; — (K -1)). Consequently,
with the fixed ambiguities, the model becomes stronger.

PoA-based Positioning Model
In this subsection, instead of taking the single difference between the carrier phase
measurements from two transmitters to eliminate the clock offset, one can jointly

INote that the check-symbol ( *) now denotes the estimate with integer nature, which is no longer
used to denote the coarse estimate for the frequency offset as in section 6.1. But the hat-symbol will
again be used to denote the coarse estimate in section 7.4.4, when frequency offset estimation is again
introduced.
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estimate the position coordinates and the clock offset using the PoA measure-
ments. Therefore, the positioning model proposed in this subsection is referred to
as the PoA-based positioning model. Additionally, we apply the corrections to pre-
serve the integer nature of the carrier phase cycle ambiguities, which is generated

by

A . ,
Ecbé(tc)—dé(tc), i=1 .., K, (6.36)

it is the carrier phase observed at time ¢, corrected for the known distance be-
tween the transmitter-i and the receiver-c at that time.

By taking the difference between the PoA measurement (6.17) and the correc-
tions (6.36), one will have

. ) A )
¢ =9t~ (?Dz(tc) + dé(tc))

=d;(t) + A(Pﬂ(t) B ¢q(tc) -9, + 9,
27

=dy(t) + AS,.c(/2 = AN} . + ei(1),

(6.37)

+c(th, = 1) — ANE = Ni) + i (#)

where, with (6.18)

~ - - 2mc
Sr,c(t) :¢n(t) - (pq(tc) -9+ 9.+ T (A'rh,r - ATh,c)
N;',c :N£ - Né + Nli,r - N;z,c’

9. denotes the receiver initial phase offset in the correction file,and the random-
ness of the corrections is neglected. 9. can be different from 9,, as a different type
of receiver can be used to produce the correction file, or the same receiver but
which has been restarted in the meantime.

According to (6.37), every transmitter-receiver link carries its own phase am-
biguity, therefore, the PoA measurements taken from at least two epochs, with a
change in geometry, are required. Moreover, the phase ambiguity Ni . cannot be
separated from §, (), which is a receiver-dependent and time-variant parameter.
The positioning model will be rank-defect, if all ambiguities and the clock offset
are to be estimated at the same time. However, rank-deficiencies can be iden-
tified and removed by defining a singularity-basis (i.e., S-basis) according to the
S-theory [154, 155].

One can select one of the transmitters as the pivot transmitter, and combine
3, ((+) and the phase ambiguity of the pivot transmitter into one unknown param-
eter. Then, the carrier phase ambiguities for the other transmitters are estimated
as the difference with respect to the ambiguity of the pivot transmitter.

Similarly, based on the Taylor expansion, the observable in the following lin-
earized positioning model is given by

AQL () = L () — di(t)lo.-
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The PoA-based positioning model, in which the first transmitter is selected as the
pivot transmitter (i.e., p = 1), is now given by

Ax(ty)
Axl(tz)
5 ()
&7 (ty)

22D e 0 a0
Aﬁfw(tz) 1 0 Git) 0 Mg

(6.38)

b _Aﬁgr C(f1)q

Aﬁgr C(tz) Q.
where K-by-(K - 1) matrix Q is derived from matrix —AIx with its first column re-
moved,

Ap, O =[ApL®) . Agk®)]

T
G/ =[gl®" .. gX®T]
87 (t) =Npe = §,c()/2m, p=1 (6.39)
T
= ~2 ~K
N, = [N, . N, ]
N, =Ni.-Nb, i#p.
Both the accumulated clock offset 9, .(f) (cf. (6.4)) in the PoA measurement and
the pseudo-range clock offset ¢, (t) in the ToA measure are caused by the NFO (cf.
(2.5)). However, §r,c(t) is different from €,(¢), , as part of the frequency offset can
have been compensated in 3, .(t). As one can only compute the residual frequency
offset from &} (t), 5, (¢) is referred to as the residual clock offset in this thesis. To
avoid rank deficiency, a change of geometry is required, so that G,(¢;) and G,(t,)

in (6.38) are different.
The positioning model (6.38) can be rewritten as the following partitioned model

]E{A(Bm} =[A1 | AZ]{Z—;}: Au. (6.40)

Note that A;,A,, u; and u, are different from the ones used in section 6.2.1. Here,
u; contains the unknown receiver position and the residual clock offset at t; and
t,, and u, contains the carrier phase cycle ambiguities with integer nature. Con-
sequently, the float solution can be computed by

-1
i =(ATQ,lA) ATQ,lAp,,, (6.41)
with the formal variance matrix

Qi = (AQ;14) ', (6.42)
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where Q,, denotes the variance matrix of the PoA measurements (cf. (4.20) or
(4.31)).

Using the correction, as shown in (6.37), the integer nature of the carrier phase
ambiguity is preserved, and the LAMBDA method can be used to compute the in-
teger carrier phase ambiguities #,. Then, the fixed position solution can be com-
puted through (6.32).

Similar to (6.33), one can derive an optimistic variance matrix to describe the
precision of the ambiguity fixed solution,

Qu, =Qu; — Qayit; Qo Qutyity

-1 (6.43)
(A1 Q‘Pr c )
Then, the variance of the position solution follows as
Qaiy) = [Qalmz ]1 Ny LN
Qustey =[ Qv ](Nd+1) 2N, (Ng+1)2N,
) B [Q ] (6.44)
Sy K2y 1) on )
2 _
TS [Qu ]<2Nd+2> (@Ng+2)”

where N; denotes the dimension of the receiver solution (i.e., N; = 2 or 3).

In addition, one can use the LSE coefficient E¢ and Eg, which can be found
in a similar way as (6.27) and (6.34), to analyze the sensitivity of the positioning
model to the unmodelled error.

6.2.3. Relative Positioning

Using the carrier phase measurements for positioning, the highest accuracy of
the solution can be achieved when the carrier phase cycle ambiguities are cor-
rectly fixed to integer numbers. By computing the difference between the current
PoA measurement and the PoA measured at a known starting position (i.e., the
KPI method), time-invariant parameters (such as carrier phase cycle ambiguity,
initial phase offset, and hardware delay) can be eliminated. Then, we effectively
measure a change in position and clock offset. Hence, we can only obtain a rela-
tive position solution, with respect to the known starting position.

Compared to the positioning models introduced in the previous subsections,
the phase ambiguity problem is avoided in the relative positioning model, and
less unknown parameters need to be estimated. Consequently, the relative po-
sitioning model has more redundancy. The position error of using the relative
positioning model can be used to verify the quality of the ground truth of the re-
ceiver position as it evolves during the experiment, which will be introduced in
chapter 7.

Based on (6.17), the observable for the PoA-based relative positioning model
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is given by

7.6 =¢' () - ¢/ (t)
7 g (6.45)
) ) £)—,(t ) .
—0) - difrg) + 2 220220 5 o) 4 i) - el
T T -r

where (ﬁq(t) (cf. (4.43)) denotes the residual accumulated carrier phase offset after
coarsely compensating the CFO, and di(t;) denotes the known distance between
the i-th transmitter and the receiver at the starting epoch t,.

Consequently, the relative positioning model for an asynchronous receiver is
now given by

Ay (t)

APM(1)

=[G, AlK][gj‘((tt))], D{A‘E}:Q@' (6.46)

IE{A{b}:

-

where
A@i(t) =Pi(t) + di(to) — di(t)lo

6r(t) — (pr](t) Z—R%(to) )

and 6,(t) represents the change of the residual clock offset from epoch ¢, onward,
expressed in cycles.

Leta = Alg, the variance of the receiver position solution and the residual
clock offset are given by

-1
_T _ _
Qi =(6/Q;G,) . G =PiG,
] (6.47)
_TA—1= _
03 = (a Q@i“) , a=Pga.
6.2.4. Fine Frequency Offset Estimation
Similarly, one can estimate the frequency offset based on the change of the clock

offset. Based on the PoA-based positioning model (6.38), one can keep the mea-
surement A@ (t;) constant in the model, and update the measurement Ap (t,)
e —r,c

o

astime elapses. Then, 6, (t;) in (6.38) contains the clock offset at the starting epoch
2P

t1, while 6, (t,) contains the change of the clock offset from #; onward. Hence,

one can estimate the residual CFO based on a series of Sf (t,) obtained from the
PoA-based positioning model. Alternatively, the residual CFO can be determined
based on a series of residual clock offset estimates ,(t) obtained from the relative
positioning model (cf. (6.46)).

Given a Tp = 1 ms update interval of the position solution, we assume that the
CFO is constant not only within one OFDM symbol, but also during the transmis-
sion period in the following analysis. Therefore, according to (6.38) and (4.43),
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one has

E~3

A 2 1 /2 2
1 1nTo) = 8, 101~ 1Tol = 5 (&, 14Tl - &, [0 - DTol) = AF InTolTp, (648

where ~ 5
Af [nTp] = Af [nTp] - Af [nTp], (6.49)

the check-symbol ( ) is again used to denote the coarse frequency offset esti-
mate, and Af.[nTp] denotes the coarse carrier frequency offset (cf. (6.12)), which
is treated as a deterministic value in compensating the phase rotation due to the
carrier frequency offset (e.g., see Fig. 4.15).

Based on the propagation law of variances, the variance of the fine carrier fre-
quency offset is given by

2 2
Op + O'p
0.2 L = 67’ [nTD] 6;.[(71_1)TD] , (6.50)
A (Tp)

where agp denotes the optimistic variance of the ambiguity-fixed residual offset

obtainedr from the PoA-based positioning model (cf. (6.44)). Noted that if the
residual clock offset is derived based the relative positioning model, its variance
in (6.50) should then be replaced by 0% (cf. (6.47)). As the variance ogp is much

smaller than oé (cf. (6.10)), the resulting A f . is referred to as the fine carrier fre-
quency estimate.

2P
The residual CFO is estimated based on o, (t,) through the carrier-phase-based
positioning model. The frequency range of the residual CFO that can be esti-

mated, is determined by the update rate of the clock offset Sf [nTp] (i.e., £1/2Tp),
which is much finer than the one using the shortened Moose’s symbol (see section
4.3.2) that depends on the subcarrier spacing (i.e., Af).

Finally, combining the coarsely estimated CFO Af., which can be based on the
shortened Moose’s symbol or the ToA-based positioning model, with the fine CFO

estimate A f o the ultimate CFO is given by
AfnTpl = Afe[nTp] + Af [nTp. (6.51)

6.3. Determination of Antenna Phase Center

In order to accurately compute the receiver position solution, the position of the
transmitter antennas should be properly measured. In addition, to determine the
receiver position of interest, the electro-magnetic (EM) phase center of the re-
ceiver antenna should also be measured. However, the actual phase center of the
antenna is generally unknown and should be therefore accurately determined.
In practice, one could only measure a specific physical antenna reference point
(ARP) marked a priori by the user on the antenna, as shown in Fig. 6.1. The ARP
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is marked along the z-direction and central to the horizontal plate of the antenna.
We assume that the actual phase center of the antenna is at the center and along
the z-direction (i.e., the antenna is assumed to be rotationally symmetric). There-
fore, we should determine the phase center offset (PCO) Azp between the ARP and
the actual phase center. Due to the different elevation angles, given the dimension
of the physical product, a sub-centimeter offset may still occurs, which is referred
to as the phase center variation (PCV). As the PCV is generally much smaller than
the unknown phase center offset Az, typically at mm-level [156]), it is neglected
in our system.

Here, the same type antenna [157] is used for both the transmitters and re-
ceiver, so their PCOs can be assumed to be the same. The receiver and the trans-
mitters are fully synchronized in time and frequency. In addition, as shown in Fig.
6.1, the antenna for the transmitter is facing down to the ground, and the antenna
of the receiver is facing up to the ceiling/sky. The ARP position of each transmitter
will be determined through a professional land-surveying total station. Then, an
offset of Az, in the vertical direction should be estimated and calibrated.

antenna reference point

Tx antenna z
X
y

Figure 6.1: Antenna set-up for determination of phase center offset (PCO): the transmitter (Tx) an-
tenna is facing down to the ground, the receiver (Rx) antenna is facing up to the ceiling/sky. The lo-
cations of the antennas are determined through a total station by measuring the antenna reference
point (ARP). Therefore,after accounting for these positions, there is an offset of Azp in the vertical (i.e.,
z) direction.

The position of the ARP on the i-th Tx-antenna (', ¥, z') is known a priori to the
user, and the staring position of the ARP on the Rx antenna (x,(t), y,(to), z,(fo)) is
also known a priori based on measurements from the total station. Additionally,
the Rx antenna height and z, are assumed to be constant throughout an experi-
ment. Then, the propagation distance d.(t) should be written by

di(t) = \/(xr(t) - xi)z + (yr(t) - yi)2 + (zr(t) + Az, — (zi - Azp))z, (6.52)

in which the unknown parameters are the PCO Az, and the 2D receiver position
(i.e., x,(t) and y,(t)).
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As the carrier phase can provide much more precise range information than
the time delay, we use the carrier phase here to estimate both the 2D position of
the receiver (i.e., x and y coordinates) and the antenna PCO Azp in z-direction.
To avoid having to solve for carrier phase cycle ambiguities, a relative position-
ing model is applied for PCO estimation. Hence, we only measure a change of
the receiver position in the relative positioning model, with the a priori measured
starting position of the ARP on the receiver at {,. Hence, the difference between
two carrier phase estimates @' (cf. (6.45)), obtained from the same transmitter at
two different epochs in time with a change in geometry, becomes the observation
for the relative positioning model.

It is assumed that the receiver is synchronized to the transmitters, otherwise,
the clock offset need to be estimated. Now, the relative positioning model based
on K transmitters, in which the PCO Az, is jointly estimated along with the 2D
receiver position, is given by

[ @r(t) + di (ko) = dr (Do

E {A(E(t)} = : = G(tu(t)
[P () + dF (to) - dF (B)lo
[0, dr(Blo 9y, dr (Dl aAzpd}(t”O - ‘9Azpd}(t0)|0 Ax,(t) (6.53)
= Ayr(t)
|02, dX (Do 9y, dF (B)lo aAzpdf(tﬂo - 3Azpd£<(t0)|0 AZ,

D {ap()} =0y,
where
Ax, = x, — x,|g
Ay, =x, —y,lo (6.54)
Az, = Az, — Azylo
and ()| denotes the initial or updated approximate value in Gauss-Newton itera-

tion, Ax,(t), Ay,(t) and AZ, denotes the increment with respect to the approximate

value in the Gauss-Newton iteration; @i denotes the difference of the carrier phase
obtained at two different epochs (f; and t) from the same transmitter (cf. (6.45)).
In order to estimate the PCO Az, a change in geometry is required. Otherwise,
the rank of the design matrix in (6.53) will be 2, as all elements in the last column
are zero.

The variance matrix of the estimators is given by

- TO-1 1
Qu(t) = (GTQF (G() (6.55)
the variance of the phase center offset 2, is derived as follows
Oiip(t) = [Qﬁ(t)]3,3 . (6.56)

As the PCO is a time-invariant parameter, it can be recursively averaged based on
a series of carrier phase estimates taken at different epochs. Without considering
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the co-variance among the PCO estimates, the recursive solution of the ordinary
average is given by

. . 1 .
A& [nTp] = A%, [(n - 1)Tp] + ~ (Az,[nTp] - AZ,[(n - 1)Tp]), (6.57)

where the double-hat-symbol (i.e., *) denotes the recursive estimate.

6.4. Summary

In this chapter, assuming that all transmitters are synchronized in time and fre-
quency, and the receiver runs on its own clock, we present both the time-delay-
based and carrier-phase-based positioning models, as well as an approach to de-
termine the antenna phase center offset.

First, as presented in section 6.1, using the time-of-arrival (ToA) measurement,
one can jointly estimate the receiver position coordinates and the common clock
offset for all Tx-Rx links. With a series of clock offset estimates based on time de-
lay measurements, one can coarsely determine the receiver oscillator frequency
offset. Alternatively, one can use the time-difference-of-arrival (TDoA) measure-
ment for positioning, so that the clock offset gets eliminated. The clock offset is as-
sumed to be a receiver-dependent parameter (i.e., identical for all Tx-Rx links). If
the transmitters are not well synchronized in time (e.g., due to different hardware
delays), which is not considered in the positioning model, the resulting solution
will become biased.

Then, the carrier-phase-based positioning model is presented. As the trans-
mitters are fixed and static in a terrestrial system, to create a diversity of geom-
etry, the receiver needs to move during the observation period when only using
the carrier phase for positioning. Hence, in section 6.2, the positioning models
are developed based on carrier phase measurements obtained from two different
epochs, and a change in geometry occurred in between.

On the one hand, one can use phase-of-arrival (PoA) measurements for po-
sitioning. However, the receiver frequency offset should be coarsely compen-
sated (for example, based on the coarse frequency estimate using the ToA mea-
surement) to avoid cycle-slips, as presented in section 4.3. Due to different phase
biases among the transmitters, the carrier phase ambiguity should be treated as
a real-valued float number, and one can only obtain the so-called float solution,
which could require a large receiver displacement to let the solution converge to
an acceptable precision. Similarly, with a series of clock offset estimates based on
carrier phase measurements and obtained along with the receiver position solu-
tion and the ambiguities, a fine receiver frequency offset estimate can be obtained
with high precision.

On the other hand, if all transmitters are frequency synchronized (i.e., syn-
tonized), one can use phase-difference-of-arrival (PDoA) measurements for po-
sitioning. As the clock offset introduced by the receiver frequency offset is elimi-
nated, a large transmission period Tp can be applied in the system.

In order to exploit the integer nature of the carrier phase cycle ambiguity and
allow for a fast convergence of the position solution, we propose to use a correc-
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tion file, based on snapshot phase measurements for all transmitters taken at a
known position. After accounting for the phase biases in this way, one can re-
trieve the integer nature of the carrier phase ambiguity, and obtain the so-called
fixed solutions, which largely relaxes the requirement on receiver displacement.
Additionally, a relative positioning model with a known starting position is intro-
duced, which is stronger as the phase ambiguity problem is avoided (the ambigu-
ities are absent from the model, as long as no cycle slips occur), and it can be used
to indicate the quality of the ground truth used in the experiment in chapter 7.

Lastly, the determination of the antenna phase center offset (PCO) is presented
in section 6.3. Assuming that both the transmitters and the receiver use the same
type of antenna, and the PCO occurs along the vertical-axis, one can measure the
antenna reference point (ARP) a priori for all transmitters and the receiver at the
starting position. In addition, the height of the receiver is assumed to be constant
during the experiments. Then, using the carrier-phase-based relative position-
ing model, in which the carrier phase cycle ambiguities are eliminated, one can
estimate the PCO based on a series of carrier phase measurements.







Experimental Results

Experimental results are presented in this chapter. First, an indoor laboratory ex-
periment was carried out to determine the antenna phase center offset. Then, the
setup of the SuperGPS prototype system is introduced for outdoor experiments.
Afterwards, based on time delay measurement, the performance of positioning
and of coarse frequency offset estimation are presented. Finally, using carrier
phase measurement, the performance of the ambiguity-float solution, and the
ambiguity-fixed solutions when applying corrections are presented to account for
different initial phase offsets among the transmitters, as wells as the performance
of fine frequency offset estimation.

7.1. Antenna Phase Center

In order to determine the antenna phase center offset (PCO), as discussed in sec-
tion 6.3, an experiment was conducted in the lab. The associated experimental
setup and the experimental results are presented in this section. As shown in Fig.
7.1, the experimental system contained 6 transmitters (Txs), which were placed in
a 5 m-by-5 m area. A receiver was placed on a rail, and operated in a stop-and-
go mode, so that the receiver moved and stopped at each of the reference points
on the rail for a few seconds. The position of the transmitter antenna reference
point (ARP) , the receiver ARP at the starting point, and the position of the refer-
ence points were determined by the total station (see Fig. 7.2(a)). The height of
the receiver is assumed to be constant and is known for this experiment.

In addition, all transmitters and the receiver are synchronized in time and fre-
quency through the common reference signal (i.e., 1 PPS and 10 MHz) from Oc-
toClock [158], which is a clock distribution module from Ettus Research™. Each
transmitter transmits its ranging signal, as shown in Fig. 2.2, in a time-division
scheme on a central carrier of 3500 MHz. As the receiver moved very slowly in
this experiment (a few centimeters per second), the transmission period T was
set to be 250 ms.

125
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Total station

Figure 7.1: Experimental setup for determination of antenna phase center in lab (TU Delft, EEMCS),
which contains six transmitters and one receiver. The receiver was moved on a rail, and was operated
in stop-and-go mode. Positions of transmitter antennas and 5 reference points on the rail were deter-
mined by a total station.
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Figure 7.2: (a) Geometry of experimental setup shown in Fig. 7.1. (b) Unwrapped carrier phase (in unit
oflength) obtained from six transmitters, in which receiver was synchronized to transmitters, and was
operated in stop-and-go mode.

Based on the received ranging signal, a simplified model (cf. (3.35) and (4.22))
is used, in which only a single path is considered for both time delay and carrier
phase estimation. In addition, the time delay estimate in the reconstruction de-
sign matrix (4.21) for carrier phase estimation was updated only every 1 second.
The unwrapped carrier phase measurements (in unit of length) are shown in Fig.
7.2(b). As the receiver operated in stop-and-go mode, the figure of the resulting
unwrapped carrier phase measurements, as a function of time, looks like a series
of steps.

Fig. 7.3 shows the 2D receiver position solutions, based on the relative posi-
tioning model (6.53), in which a change in the positioning geometry is needed,
in order to estimate the PCO. Hence, we only present the position solution based
on the measurements taken from the 4-th second onward, as before the receiver
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Figure 7.3: (a) Horizontal relative position solution based on (6.53). (b) Horizontal position solution
versus measurement time.

stayed at the first reference point (also see Fig. 7.2(b)). According to the results
shown in Fig. 7.3(b) and Table. 7.1, when the receiver stopped at the reference
points, the position solutions are generally aligned with the ground truth, and the
root-mean-square-error (RMSE) of the position solution is less than 2.08 cm.

Table 7.1: Root-mean-square-error (RMSE) of position solutions at reference point 2,3,4 and 5 (see Fig.
7.1, and Fig. 7.3(b)), based on relative positioning model (6.53). The receiver stopped at each of points
for a few second, and the measurement update rate is 4 Hz.

point
RMSE-x (cm)
RMSE-y (cm)

0.03 | 0.59 | 0.60 | 0.94
0.45 | 1.52 | 1.72 | 2.08

Within a single run, all time-differenced carrier phase measurements are com-
puted with reference to the starting epoch t;,. Therefore, the error in the carrier
phase measurement taken at ¢, manifests itself as a minor systematic bias. Then,
Fig. 7.4 shows the PCO estimate. Here, the PCO can be determined by epoch-
by-epoch estimation (cf. (6.53)) and recursive average (cf. (6.57)). In epoch-by-
epoch estimation, the PCO is estimated at each epoch, based on the time differ-
enced carrier phase measurements. In recursive average, under the assumption
that the PCO Az, is a time-invariant parameter, the PCO estimate is updated using
a time series of measurements. There is a variation of 2 cm in the PCO estimate
derived from epoch-by-epoch estimation, which could be introduced by multi-
path, as only the simplified model is applied here for carrier phase estimation,
and could also be introduced by a small change in the receiver antenna height
during the movement (as the height was assumed to be constant and known for
a 2D positioning scenario). By applying recursive estimation, the precision can
be improved. Here, the antenna PCO derived by the estimate resulting at the end
of the recursion, is 8.04 cm, which will be used in other experiments that will be
introduced in the following sections.
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Figure 7.4: Antenna phase center offset (PCO) estimate. In epoch-by-epoch estimation, measure-
ments taken from two epochs are used, and the measurement taken at epoch fy is kept fixed in (6.53),
and will not be updated. Based on epoch-by-epoch estimates, the PCO, assumed to be time invariant,
can also be recursively averaged through (6.57).

7.2. Setup of SuperGPS Prototype System

In this section, the setup of the SuperGPS prototype system is briefly introduced.
For more details, the reader can refer to [159, 160, 161]. In our system, all trans-
mitters and the receiver are implemented based on the Ettus X310 Universal Soft-
ware Radio Peripheral (USRP), which supports a maximum sampling frequency
of 200 MSps with an effective bandwidth of 160 MHz. Time-frequency reference
signals (i.e., 1 PPS and 10 MHz) are generated by a central atomic clock, which
is located at VSL (the Dutch national metrology institute), a few kilometers away
from the test-site, and distributed to the so-called timing nodes over an optical
glass fiber connection via WR-PTP (see Fig. 7.5). By connecting the USRPs to the
timing nodes, which extract the time and frequency reference signals, all radio
transmitters are synchronized at a level of about 100 picoseconds [77].

few - TUDelft few
kilometers pocalenter o Kilometers
i SURFnet p

Dutch
Metrology
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VSL Green
Atomic reference Timing nodes Village
in daisy chain

el T el

Synchronized
at 100 ps level

Figure 7.5: Time-frequency reference signals propagate (bidirectionally over a single fiber) from a cen-
tral atomic clock at VSL, through SURFnet/TU Delft optical infrastructure, to the five timing nodes
installed at The Green Village test-site [159].
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The transmitters and the receiver were all equipped with the same type of an-
tenna [157], and the phase center offset (PCO) 0of 8.04 cm (see section 7.1) was cali-
brated before. The position of the transmitters are determined by aland-surveying
total station. The positioning geometry of the experimental terrestrial positioning
system is shown in Fig. 7.8, and there are K = 6 transmitters installed on lamp-
posts along the road in an area of 20-by-50 meters. Tx-2 and Tx-3 were imple-
mented in one USRP through two different channels, and were synchronized by
the second timing node shown in Fig. 7.5. Tx-1, 4, 5 and 6 were implemented in-
dependently by 4 USRPs, and were synchronized independently by the remaining
4 timing nodes as shown in Fig. 7.5.

Figure 7.6: Outdoor experimental setup with K = 6 transmitters (aerial photo from The Green Village
[162]).

The transmitters were installed on lampposts or attached to the roof of build-
ing, for example, as shown in Fig. 7.7(a). Additionally, Fig. 7.7(b) shows the an-
tenna height of all six transmitters. As the heights of all six transmitters are very
close, within a small area, the elevation angle of the received signal from each
transmitter will be similar and small,by which the up-coordinate is very poorly es-
timable. On the other hand, the area for experiments in The Green Village (see Fig
7.6) is flat, and the receiver moving on this area did not experience a significant
change in height. Hence, in the following section, we only consider a 2 dimen-
sional (2D, N;=2) positioning scenario. The height of the receiver is assumed to
be known and constant throughout of the experiments, and only the horizontal
position coordinates in local East and North directions are estimated.

For experiments and demonstration of the proof-of-concept of the terrestrial
positioning system, a frequency band of 160 MHz with a central carrier f. at 3960
MHz has temporarily been licensed by the Radiocommunications Agency Nether-
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Figure 7.7: (a) Example of installation of transmitter antenna in lamppost. (b) Overview of antenna
height of all six transmitters.

lands (Agentschap Telecom). The burst-like OFDM packet, as shown in Fig. 2.4,
is used as a ranging signal in the current system. By default, M = 16 signal bands,
each with a 10 MHz bandwidth, are used for ranging, and each signal band con-
tains N, = 64 subcarriers. In addition, as shown in Fig. 2.2, each transmitter
periodically transmits its own ranging signal burst every Tp = 1 ms. Therefore,
the update frequency of the time delay and carrier phase measurement, and re-
sulting position solution is 1 kHz. The ranging signals from all six transmitters
are transmitted within an interval of 142.1 us, and the receiver displacement and
the change of the frequency offset within this period can be neglected. Some key
parameters of the experimental system setup are summarized in Table. 7.2.

Table 7.2: Key parameters of SuperGPS prototype system.

parameters value
central frequency 3960 MHz
total bandwidth 160 MHz
duration of ranging packet 142.1 ps
update period of ranging packet 1ms
modulation of ranging signal OFDM
number of transmitters 6
multiplexing TDM
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Figure 7.8: (a) The receiver antenna is mounted on the roof of a vehicle, and two 360° prisms were
mounted sideways. (b) The white receiver antenna is attached to a trolley, and two 360° prisms were
also attached to the trolley at different heights. The two prisms were tracked separately by two total
stations, and these positions are used as ground-truth of the moving receiver (Rx).

The setup of the receiver and the determination of its ground truth is shown in
Fig. 7.8. The receiver antenna was attached to a trolley to realize a (slowly) moving
vehicle, or also directly installed on the roof of a vehicle . Two prisms were also at-
tached to the trolley at different heights, and they were tracked independently by
two robotized professional land-surveying total stations for determination of the
ground truth of the trajectory of the receiver. The total station measures the an-
gles and the distance with an update rate of typically between 1 Hz to 10 Hz. Like
in [135], a piece-wise linear LSE with a moving window over 5 points is used, per
coordinate direction, to reconstruct the ground truth of the receiver positions. By
estimating offset and slope, the positions of the prisms are interpolated at a rate
of 1 kHz (for example, as shown in Fig. 7.9(a)). The two total stations are not syn-
chronized. The time lag between the two total stations is retrieved by shifting one
of the time series trajectories, until the motion patterns of the two trajectories are
best matched (the receiver was operated in a stop-and-go mode). After aligning
the trajectories of the two prisms in time, one can estimate the corresponding po-
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sition of the receiver antenna by trilateration, as the distances between the prisms
and the receiver antenna have been measured a priori.

To justify the quality of the reconstructed ground truth, one can retrieve the
distance between the two prisms based on their interpolated trajectories, and
compare it with the a priori measured distance (by ruler). Fig. 7.9 shows the dif-
ference, from which one can conclude that the error in the reconstructed ground-
truth is at the centimeter level. Additionally, to justify the performance of the es-
timated position solution of the SuperGPS-system, one can compute the position
error with respect to the ground-truth. The time lag between the position solution
and the interpolated ground-truth should also be best-matched, as the receiver
and the total stations are not synchronized.
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Figure 7.9: Example: interpolated trajectories of two prisms and reconstructed ground truth value
for receiver antenna, and update period is the same as transmission period Tp = 1 ms. (a) Receiver
antenna was attached to trolley as shown in Fig. 7.8(b). Trajectories of two prisms are shown in dashed-
line, and reconstructed receiver trajectory is shown in solid-line (in yellow). (b) Difference between
the a priori measured (by ruler) distance between two prisms, and the distance retrieved from the
interpolated trajectories. The RMSE is 1.91 cm.

7.3. Positioning Performance Based on Time Delay

Estimates

In this section, the positioning performance only based on the time delay mea-
surement (i.e., time-of-arrival (ToA) measurement) is presented. We first consider
areceiver, which was synchronized (in time and frequency) to the transmitters by
using an additional timing node. Hence, we can also analyze the performance of
coarse frequency offset estimation, as ideally there should not be any change in
the pseudo-range clock offset. In addition, the results of using an asynchronous
receiver, which runs on its own clock, is also presented. Finally, as introduced in
chapter 5, instead of using all available bandwidth (i.e., 160 MHz), we only oc-
cupy a few signal bands within a large virtual signal bandwidth for ranging, and
accordingly present the resulting positioning performance.
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7.3.1. Synchronized Receiver

Here, a synchronized receiver is considered, of which the antenna was attached to
the trolley as shown in Fig. 7.8(b). The receiver operated in a stop-and-go mode,
thereby stopped at each of a few reference points for a few seconds.

All 160 MHz of bandwidth is used for time delay estimation, and only a single
path is considered in the simplified model (3.27). Fig. 7.10 shows the pseudo-
range measurements (i.e., ToA measurements) for 6 Tx-Rx pairs. Due to the un-
calibrated hardware delay, the pseudo-range distance is much larger than the ac-
tual propagation distance (less than 50 m). In addition, as the receiver was syn-
chronized to the transmitters, the pseudo-range measurement is expected to be
constant when the receiver stopped at those reference points.
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Figure 7.10: Time-delay-based pseudorange measurements for six Tx-Rx pairs, using a synchronized
receiver operated in a stop-and-go mode.

By applying the ToA-based positioning model (6.6), and under the assumption
that all Tx-Rx pairs have the same hardware delay that is lumped into the receiver
pseudo-range clock offset ¢,(t), the receiver position solutions and the ground
truth values determined by the total station are shown in Fig. 7.11(a). By com-
puting the difference between the position solutions and the associated ground
truth values, the empirical cumulative distribution function (CDF) of the position
error is shown in Fig. 7.11(b).

According to the results shown in Fig. 7.11, the position solution is obviously
biased mainly in East-direction. As the bias seems approximately time-invariant,
it could be that there is a time-invariant bias in the time-delay-based pseudo-
range measurement from one or more Tx-Rx pairs. To inspect the potential biases
in the measurements, we directly compute the difference between the pseudo-
range measurement and the ground truth propagation distance. With (6.1), and
assuming that the accumulated clock offset p,(t) equals to 0 when using a syn-
chronized receiver, we have

PO = dit) = di(t) + py(t) + Vi) ~ (D) + ¢

. . (7.1)
=Vp(H)+e,
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Figure 7.11: (a) Positioning geometry, ground truth receiver trajectory (dashed line) and the receiver
position solutions (solid line). (b) Empirical cumulative distribution function (CDF) of position error
in East and North directions. Root-mean-square-error (RMSE) in East and North direction are 39.07
cm and 8.02 cm, respectively.

where V pi(t) contains the hardware delay and the multipath error as no reflection
is considered in the model for time delay estimation, and also the error in the
ground truth values. Fig. 7.12(a) shows error V pi(t) as a function of time, and the
errors presented in Fig. 7.12 are offset by

4
P = 1 Rave(Vpicn), (72
i=1

where avg{-} denotes the average operation over a series of measurements. Ac-
cording to the experimental result shown in Fig. 7.12(a), V p}’2’3’4 issettobe 17.1562
ps (5143.3 m in unit of length).

The residuals in the pairs with Tx1, 2, 3 and 4 are relatively close, but the resid-
ual errors in the pairs with Tx-5 and Tx-6 are consistently larger than the ones in
other pairs, which can be the result of a different hardware delay. One can deter-

mine these offsets by
AV pi = avg |V pi(h)} - Vpr***, i=5,6. (7.3)

As shown in Fig. 7.12, the offset AV p; is 1.4713 ns, and the offset AV p? is 1.8771
ns. It should be noted that the cause of this offset in pairs with Tx-5 and Tx-6 re-
quires further investigation. Likely it is introduced because the 10 MHz reference
signals in the time nodes are not well aligned with 1 PPS reference signal. This
offset causes an apparently constant effect as long as the timing nodes and the
connected USRPs are not restarted. For comparison, Fig. 7.12(b) shows the resid-
ual errors for another run measured at a different time, and the results are similar
to the ones shown in Fig. 7.12(a). The timing offsets in the pairs with Tx5 and Tx6
seem quite consistent.
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Figure 7.12: (a) Difference between the time-of-arrival measurement and the ground-truth propaga-

tion time delay, offset by 17.1562 us (the average residual error V ﬁ}’2’3'4 of Tx-1,2,3 and 4). The residual
errors of the link with Tx-5 (AV p2) and Tx-6 (AV 5¢) are much larger than the others, and averages are
1.4713 ns (44.41 cm) and 1.8771 ns (56.27 cm). (b) Residual errors computed for another run, where
Vo~ is 17.1559 s, AV p° and AV p¢ are 1.3342 ns and 1.8157 ns, respectively.

In the following processing, we calibrate the system by removing the offsets
AV p?=44.41 cm and AV p=56.27 cm in the pseudo-range measurements taken
from Tx-5 and Tx-6, respectively. Fig. 7.13 shows the receiver position solution
after calibration. Compared with the solutions shown in Fig. 7.11(a), the solutions
shown in Fig. 7.13(a) are clearly less biased.
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Figure 7.13: (a) Receiver position solution after removing the offsets AV 52 and AV ¢ from pseudo-
range measurements taken from Tx-5 and Tx-6, respectively. (b) Receiver position solution on 14 static
reference points, and associated ground truth values.

Fig. 7.14 shows the position error of the entire trajectory in the East and North
direction, and the empirical CDE After calibration of the timing offsets for the
measurements taken from Tx-5 and Tx-6, the receiver position solutions become
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less biased, and the RMSE in East and North direction are 9.75 cm and 9.64 cm.
The position error is mainly caused by multipath, as only a single path considered
in the simplified model for time delay estimation.

1 . . . . .
— North| | —North
0.4 0.8 ]
LL
- a
3 Oo06
b ©
2 2
3 ‘204
E €
[}
0.2
06 | | | | 0 | | | |
0 50 100 150 200 60 -40 -20 0 20 40 60
measurement time (second) error (cm)

(a) (b)

Figure 7.14: (a) Position error in East and North direction, after removing the offsets AV 52 and AV ¢
from pseudo-range measurements taken from Tx-5 and Tx-6, respectively. (b) Empirical CDF of the
position error in East and North direction. The update rate of the receiver position solution is 1 kHz.

Additionally, as the receiver operated in stop-and-go mode, one can evaluate
the positioning performance on the static reference points. The receiver position
solutions on the static reference points and the associated ground truth values are
shown in Fig. 7.13(b). The ground truth position of the static points can be directly
determined based on the measurements obtained from the total station without
any interpolation, which is more accurate than the one of the entire trajectory.
Using all measurements collected at each static reference point, one can analyze
both the precision and accuracy of the receiver position solution. The empirical
standard deviation of the position error is shown in Fig. 7.15(a), which is typically
at the centimeter level. Due to multipath and using the simplified model for time
delay estimation, a centimeter to decimeter bias presents in the position solution,
which can be seen at right.

In Fig. 7.16, the precision is visualized by the (biased) 95% ellipse of concen-
tration for the static points 4, 6, 10 and 13 (see Fig. 7.13(b)), which is thereby cen-
tered at the mean of receiver position solution instead of the ground truth posi-
tion. Each time a 20-by-20 cm area is shown. In addition, using all M = 16 bands,
the variance of the measurement error Q, in (6.6) introduced by thermal noise
can be derived through (3.29). The shape of the ellipse depends on the formal
variance matrix Q; given in (6.7), and thereby shows the impact of the position-
ing geometry on the precision of receiver position solutions. For example, in Fig.
7.16(a), the lengths of the semi-major and semi-minor axes of the 95% ellipse are
1.48 cm and 1.70 cm, respectively. There are 1693 out of the 1920 points (88.18%)
lie within the 95% position error ellipse. Hence, the empirical percentages seem
to agree with the formal probabilities.

In addition, although the receiver was synchronized to the transmitters us-
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Figure 7.15: (a) Standard deviation of position error on 14 static reference points,(b) mean of the posi-
tion error. The ground truth of static reference points is computed directly based on the measurements
from total stations, and (c) number of measurements at each of the static reference points.

ing an additional timing node, the pseudo-range clock offset is always estimated
along with the receiver position coordinates. The clock offset estimate €,(t) is
shown in Fig. 7.17(a), of which the mean value is 5143.36 m. This offset is mainly
caused by the hardware delay, which is equivalent to 17.1564 ns and is close the
value of V p}’2’3’4 obtained in (7.2). The deviation of the pseudo-range clock offset
is mainly caused by multipath, as only a single path is considered for time delay
estimation, and the resulting pseudo-range measurements can become slightly
biased. The standard deviation of the clock offset is 4.08 cm, and the histogram
of the clock offset estimates is shown in Fig. 7.17 at right. It has been overlaid
with a normal probability density function (PDF) using the empirical mean and
standard deviation.

7.3.2. Asynchronous Receiver
In this subsection, an asynchronous receiver is considered. The receiver clock
operated independently from the transmitters, and the receiver antenna was in-
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Figure 7.16: 95% ellipse of concentration, scatter of receiver position solution and the associated
ground truth. (a) pnt-4 (see Fig. 7.13(b)), standard deviation in East and North direction is (1.01,
0.77) cm, bias: (-9.15, -12,84) cm. (b) pnt-6, standard deviation: (0.98, 1.3) cm, bias: (12.74,11.06)
cm. (c) pnt-10, standard deviation (1.11, 0.92) cm, bias: (3.72,-5.62) cm. (d) pnt-13, standard devia-
tion: (1.07,0.96) cm, bias: (-4.80,-3.11) cm.

stalled on the roof of the vehicle as shown in Fig. 7.8(a). The ranging signal and the
setup of the transmitters are the same as the one used in the previous subsection.
In addition, as the transmitters were not restarted during the experiments, the
hardware delays in each Tx-Rx link can be assumed to be time-invariant. Hence,
the offset AV p; of 1.4713 ns, and the offset AV p¢ 0f 1.8771 ns as determined before
are removed from the pseudorange measurements.

The pseudo-range measurements obtained by an asynchronous receiver is shown
in Fig. 7.18. Although the receiver (mounted on the vehicle) moved forth and
back, the movement is not visible in the pseudo-range measurements, as the re-
ceiver time-variant clock offset dominates the change of the pseudo-range mea-
surements. By solving the ToA-based positioning model (6.6), the receiver posi-
tion solutions and the corresponding ground truth trajectory are shown in Fig.
7.19.
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Figure 7.17: (a) Pseudo-range clock offset versus measurement time. Empirical mean and empirical
standard deviation are 5143.3596 m, 0.0408 m, respectively. (b) Histogram of pseudo-range clock off-
set, where the vertical axis gives the standardized relative (st. rel.) frequency [163].
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Figure 7.18: Pseudo-range measurement obtained from 6 transmitters by an asynchronous receiver.
The change of pseudo-range measurement is dominated by the time-variant clock offset.

To justify the positioning performance, we compute the difference between
the ground truth value and the estimated receiver position, which is shown in Fig.
7.20. The RMSE:s of the position solutions in the East and North direction are 9.53
cm and 10.72 cm, respectively.

Finally, the pseudo-range clock offset is shown in Fig. 7.21(a), and the be-
haviour is close to that of the pseudo-range measurements shown in Fig. 7.18.
Under the assumption that the frequency offset is constant within the transmis-
sion period Tp (1 ms in this experiment), we can also estimate the receiver fre-
quency offset by (6.9). The resulting coarsely estimated normalized frequency off-
set (NFO) is shown in Fig. 7.21(b) with unit of ppm (part-per-million). According
to the NFO estimates shown in Fig. 7.21(b), it seems that the USRP-based receiver
requires about 15 seconds to produce a relatively stable clock, after turning the
device on.

Based on (6.11), the formal standard deviation of the NFO estimator is shown
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Figure 7.20: (a) Position error versus measurement time, in East and North direction. RMSEs of po-
sition error in East and North direction are 9.53 cm and 10.72 cm, respectively. (b) Empirical CDF of
position error.

in Fig. 7.22, in which the SNRs for all Tx-Rx pairs are assumed to be identical and
set to 10 dB, and all M = 16 signal bands are used for ranging. The change of
the formal standard deviation depends on the change of the geometry introduced
by the receiver motion. At about 40 seconds, the receiver came close to Tx6 as
shown in Fig. 7.19, and then started to move back to its starting position. Based on
(2.5) and the coarse NFO estimates, one can consequently determine the coarse
sampling frequency offset and the coarse carrier frequency offset (CFO).
Particularly, as presented in section 4.3.2, one can compensate this coarse car-
rier frequency estimate A f,.(t) before estimating the carrier phase, so that the cycle-
slips will not be introduced in phase unwrapping (see Fig. 4.15). Depending on
the geometry, the formal standard deviation of the NFO can be smaller than 0.045
ppm. Considering a central frequency of 3960 MHz, the precision of the coarse
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Figure 7.21: Using pseudo-range measurements, (a) pseudo-range clock offset estimated along with
the receiver position coordinates, where receiver was not synchronized to transmitters, and (b)
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Figure 7.22: Formal standard deviation of coarse normalized frequency offset (NFO) estimator, when
SNR of all Tx-Rx pairs are assumed to be 10 dB, and all signal bands M = 16 are used for ranging.

CFO estimator will consequently be about 178.2 Hz. Given a transmission period
Tp = 1 ms, the corresponding phase rotation will be about 0.18 cycle, so that no
cycle-slip will occur in the unwrapped carrier phase measurement, because of the
receiver frequency offset.

For comparison, Fig. 7.23 shows the coarse carrier frequency estimates de-
rived through both the ToA-based positioning model (cf. (6.9)) and the shortened
Moose’s symbol (cf. (4.41)). As the transmission period T (e.g., 1 ms) is much
longer than the duration of the shortened Moose’s symbol (e.g., 6.4 us, see Fig.
2.2), the resulting precision of the CFO estimator based on a series of pseudo-
range clock offset estimates is better than using the single shortened Moose’s sym-
bol independently in each signal packet.
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Figure 7.23: Coarse carrier frequency offset A fc(t), based on a series of pseudo-range clock offset es-
timates derived from ToA-based positioning model (cf. (6.9)), and based on the shortened Moose’s
symbols (cf. (4.41)).

7.3.3. Sparse Multiband Signal

In this section, we aim to demonstrate the potential flexibility of using a sparse
multiband signal for ranging. Here, the sparse multiband signal shown in Fig. 5.7
was used for ranging, which occupies M, = 7 out of M = 16 signal bands. For
comparison, in Fig. 7.24 we present the receiver position solutions based on both
the sparse multiband signal and all signal bands at the static reference point 7 and
10 shown in Fig. 7.13. In addition, to visualize the formal precision by the ellipse
of concentration, the SNRs for all Tx-Rx links are coarsely determined by the ratio
between the received signal power and the received noise power.
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Figure 7.24: 95% ellipse of concentration, scatter of receiver position solution and the associated
ground truth, for (a) static reference point 7, and (b) static reference point 10, as shown in Fig. 7.13.

Asshownin Fig. 7.24(a), for the static reference point 7, the lengths of the semi-
major and semi-minor axes of 95% ellipse are 3.24 cm and 1.53 cm when using
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the sparse multiband signal with M; = 7, and 2.55 cm and 1.20 cm when using
all M = 16 signal bands. There are 3071 out of the 3277 points (95.2 %) lie inside
the 95% ellipse when using the sparse multiband signal. The RMSEs in East and
North direction are 3.81 cm and 1.45 cm, respectively, when using the all signal
bands, and 4.25 cm and 5.32 cm when using the sparse multiband signal.

Similarly, one can also analyze the results for the static reference point 10, as
shown in Fig. 7.24(b), there are 3179 out of the 3277 points (98.5 %) lie inside 95%
position error ellipse. Generally, the empirical percentages are slightly higher than
the theoretical percentage, as the SNR is not accurately computed. The RMSEs in
East and North direction are 6.66 cm and 5.56 cm, respectively, when using all
signal bands, and 6.68 cm and 6.69 cm when using the sparse multiband signal.
Using the sparse multiband signal for ranging, the precision will slightly decrease,
and the overall ranging performance is close to using full signal bandwidth.

7.4. Positioning Performance Based on Carrier Phase

Estimates

In this section, we present the positioning performance only based on the car-
rier phase measurement (i.e., phase-of-arrival (PoA) measurements) or the differ-
enced carrier phase measurement (i.e., phase-difference-of-arrival (PDoA) mea-
surement). Five runs were carried out to evaluate the positioning performance.
The interpolated ground truth receiver trajectory and the starting position for each
run are shown in Fig. 7.25. In order to be able to exploit the integer nature of the
carrier phase cycle ambiguities, the snapshot correction file, for both the PoA-
based positioning model (cf. (6.36)) and for the PDoA-based positioning model
(cf. (6.28)), is created at the reference point shown in Fig. 7.25. The position of the
reference point is also determined using the total station. Note that the position
of the reference point should be carefully selected to avoid severe multipath im-
pact on carrier phase estimation when producing the correction file. Otherwise,
additional different phase biases will be introduced, when applying the correction
file.

In addition, Table. 7.3 shows the configuration of the receiver. In runs 1-3,
the receiver was not synchronized to the transmitters. In runs 4-5, the receiver
was synchronized to the transmitters through the commonly distributed time-
frequency reference by using an additional timing node. Each run lasted for about
1-3 minutes. All runs and the measurements to produce the correction file are
conducted within about 1 hour and 30 minutes. The end time of each measure-
ment is also presented in Table. 7.3, in CEST on September 16, 2020.

To derive the variance of the PoA measurement (cf. (4.31)) and the PDoA mea-
surement (cf. (4.52)), the SNR of each Tx-Rx link is simply computed by the re-
ceived signal power divided by the received noise power.

In addition, a CFO of 403 Hz is compensated a priori when computing the PoA
measurement so that cycle-slips are avoided. This coarse value for the CFO was
determined earlier based on an experiment performed in the lab, and is used in
section 7.4.1, 7.4.2, and 7.4.3. In section 7.4.4, we compensate the CFO by us-
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Figure 7.25: Positioning geometry and receiver trajectory for 5 runs, and the reference point for ac-
quiring carrier phase measurements to produce corrections.

Table 7.3: Synchronization mode of receiver for each run and producing the correction file, and mea-
surement duration and time.

time-frequency
runno. | synchronization | duration (s) | end time (hr:min)
of receiver
1 no 86 15:18
2 no 146 15:54
3 no 186 16:06
4 yes 184 16:38
5 yes 118 16:47
correction no 0.001 15:39

ing the coarse CFO estimates obtained from the shortened Moose’s symbol (cf.
(4.41)), or a series of the pseudo-range clock offsets through the ToA-based posi-
tioning model (cf. (6.9) and (6.12), and also see section 7.3.2), when estimating
the carrier phase. Then, the performance of fine frequency offset estimation is
presented by using the residual clock offset obtained through the PoA-based po-
sitioning model (cf. (6.38) and (6.48)).

7.4.1. Overall Positioning Performance
In this subsection, the overall positioning performance is presented for different
positioning models introduced in section 6.2. Given the system setup (i.e., K = 6),
the carrier phase estimated at two different epochs is used for positioning. Due to
the limited redundancy of the positioning model, only a 2D positioning scenario
(i.e., N; = 2) is considered, and the height of the receiver antenna throughout the
experiment is assumed to be known and constant, and measured once a priori by
the total station. The experiment with different runs was carried out on a paved,
flat road (see Fig. 7.6), and the variation in the height can be expected to be 5 cm
at most.

First, the overall positioning performance is analysed based on the PoA mea-
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surements for the entire trajectory of the receiver. Both, the float solution, fixed
solution, and the solution derived from the relative positioning model, are used
to evaluate the positioning accuracy. During the experiment, the receiver also
stopped at a few positions for a few seconds each time. Then, the positioning
performance is analysed for these static points based on the fixed solution, using
both the PoA-based and PDoA-based positioning model, and the correction files
to be able to exploit the integer nature of the carrier phase cycle ambiguity.

Table. 7.4 shows the root mean-squared error (RMSE) of the position solution
foreach run. Asthe carrier phase ambiguities are absent in the relative positioning
model and assuming a good positioning geometry, the performance of the posi-
tion solution mainly depends on the quality of the carrier phase measurement.
Therefore, the relative position error is jointly determined by the quality of the
ground truth, as well as the carrier phase measurements. Relative positioning re-
quires a known starting position, and the starting point of the receiver antenna is
measured a priori by the total station in each run. The RMSE of relative position-
ing in East and North direction is about 1.5 cm and 3 cm.

Table 7.4: Root mean-squared-error (RMSE) of position solution in East (E) and North (N) direction,
using PoA relative positioning model and PoA-based positioning model, presented in unit of cm, based
on over 100000 position solutions in each run.

\ run no. 1 2 3 4 5 |
relative E 1.5 15| 14 1.9 1.5
positioning N 32| 27| 22| 18| 3.0
E 146 | 122 | 29| 32| 69
PoA float N 181148 | 29 | 42 37
E 17| 18| 13| 1.8 | 24
Bosfixed N 27| 38| 28| 34| 32

w/ correction | oy | 92.4 | 97.7 | 100 | 93.4 | 87.7

E 339|191 | 69 | 126 | 8.8
N 424 1150 | 3.0 7.1 5.1
ng/n (%) | 23.8 | 26.7 | 90 | 16.1 | 51.6

PoA fixed
w/o correction

In addition, Table. 7.4 also presents the performance of using the PoA-based
positioning model (cf. (6.38)). As shown in Fig. 7.26, epoch ¢t; is kept fixed to the
starting epoch of the run, and the carrier phase @,(t;) is the same all the time.
Epoch t, is varied up to the end of the experiment. In this way a change in ge-
ometry can be guaranteed, as long as the receiver does not go back to the start-
ing position. For each solution, only two epochs are used, ¢; and t,. The perfor-
mance of the float solution is determined by both the positioning geometry at #;
and t,. One can notice that the positioning performance of the ambiguity-float
solution in runs 1-2 is much poorer than the other runs, as the start point of runs
1-2 at t; is further away from the center in the given positioning geometry (see Fig.
7.25). Generally, a decimeter to a centimeter level accuracy can be achieved for
the ambiguity-float position solution. Alternatively, one can update the measure-
ments for both #; and ¢, (maintaining a fixed time-offset between #; and t,), and
an example will be provided in section 7.4.3.
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Figure 7.26: Configuration of carrier-phase-based positioning model using two epochs of measure-
ments, of which the first epoch measurement at ¢, is kept the same all the time, and epoch t, is varied
up to the end of experiment, so that the time span between #; and f, is increasing.

Using the corrections taken at the reference point shown in Fig. 7.25, the in-
teger nature of the carrier phase ambiguities can be exploited, and one can use
the LAMBDA toolbox [164] developed at Delft University of Technology to obtain
integer ambiguity estimates and next compute fixed position solutions. Once the
integer phase ambiguities are computed, one can use, for example, a ratio-test to
decide whether the integer solution is sufficiently likely, and hence can be relied
on. The reader can refer to [165] for the details of the ambiguity ratio-test and the
determination of the critical value. Here, the critical value for the ratio-test is set
to 0.7, and the required success rate is set to 99.9%. If the test is not passed, one
will only obtain the ambiguity-float solution.

Once the ambiguities are fixed to integer numbers, when using the provided
correction file, as shown in Table. 7.4, the RMSE of the fixed solution is generally at
the centimeter level and close to the one obtained with relative positioning. Again,
these figures contain the error introduced by the interpolated ground truth (see
also Fig. 7.39(b) later on). In addition, the ratio of the number of fixed solutions
(.e.,n fx) and the total number of solutions (i.e., 1, float and fixed together) is also
presented in Table.7.4. By using the correction file, one can obtain fixed solutions
for most of the epochs, demonstrating the effectiveness of the correction file.

For comparison, without using the correction file, one can still try to fix the am-
biguities, even though the ambiguities are no longer integer numbers. As shown
in Table. 7.4, the fixed solution can only be obtained from a small amount of float
solutions, given the same critical value for the ambiguity ratio-test as before. And
the RMSE of the position solution is still much larger than the one when using the
correction files, likely due to incorrectly fixed ambiguities and an incorrect model.

In addition, in each run, the receiver stopped at about 5-13 locations (i.e., static
points), each time for a few seconds. As no interpolation is needed to determine
the ground truth of the static points, this ground truth will be more precise than
the one of the entire trajectory. The accuracy of the position solution, therefore,
is analysed at these static points. Using the correction files, Table 7.5 shows the
average mean value and the average standard deviation of the fixed position er-
ror at the static points in each run. Both the PoA-based positioning model (cf.
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Table 7.5: Average mean, and average standard deviation of fixed position error at static points (po-
sitioning at 1 kHz rate), when using positioning model based on PoA and PDoA measurements, with
correction file.

run no. unit (cm) | 1 2 3 4 5
average E -0.5 | -0.0 | -0.2 | -0.1 | -1.2
Po“:iﬁﬂ’:"d mean N 25 | 22| -21|-19]-38
correction | 2Verage E 05| 06| 05| 05| 0.6
std. N 02| 02| 0.1 03| 0.3
average E -05(-03| 02| 1.0 -1.2
PD‘;gtflxed mean N 24 | 27| -29|-25]|-39
correction | 2V€ra8e E 05| 14| 06| 18| 0.6
std. N 0.3 1.3 | 04| 08| 04

number of static points 5 12 11 13 7

(6.38)) and the PDoA-based positioning model (cf. (6.30)) are used to compute
ambiguity-fixed position solutions.

Using the PoA and PDoA-based positioning models, the average mean values,
aswell as the average standard deviations, are close (Table 7.5). This indicates that
the residual clock offset can indeed be effectively canceled by taking the difference
of the measurements between two transmitters.

As the RMSE and the empirical standard deviation of the fixed position solu-
tion in both East and North direction is at centimeter level, it also indicates that the
synchronization among the transmitters is at least at the 100 picosecond level (or
better) when using the optically distributed time and frequency reference signals.
This seems to correspond to the assumption that all transmitters are synchronized
in time and frequency, as made in chapter 6.

7.4.2. Synchronized Receiver: Run-4

In this subsection, we evaluate the positioning performance for run-4, in which
the receiver is synchronized to the transmitters using the commonly distributed
time and frequency reference through an additional timing node.

Measurements

Fig. 7.27 shows the carrier phase measurements obtained from all 6 transmitters
(i.e., PoA measurements) as a function of time. As the receiver is assumed to be
synchronized to the transmitters, the change of the carrier phase measurements is
caused by the movement of the receiver. Hence, the carrier phase measurements
look like step-functions, because the receiver was operated in stop-and-go mode,
and stopped at each of the static reference points for a few seconds.

At the starting reference point, as the receiver did not move, ideally the PoA
measurements should be constant. Fig. 7.28 (a) shows an zoom-in on the PoA
measurements of the first second from run-4. The PoA measurements taken from
all Tx-Rx pairs oscillate with similar behavior, which is unanticipated and could
be caused by the receiver clock jitter, and requires further investigation. Then, by
computing the Fourier transform of the PoA measurements of the first 15 seconds
(as the receiver was static), Fig. 7.29(a) shows the spectrum of the PoA measure-
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Figure 7.27: Carrier phase measurement obtained from six transmitters, and the receiver was synchro-
nized to all transmitters.

ments taken from Tx-2, and the oscillation frequency is about 14 Hz. In an ideal
case when only considering the white Gaussian noise, the amplitude of the noise
spectrum will be flat. As the oscillation in the PoA measurements taken from all
transmitters behaves similarly, it can be approximately treated as a receiver de-
pendent clock offset, which will be estimated along with the position solution (cf.
(6.38)).

—Tx-1 —@r(t)
0.04 ——Tx2| _ 004 Z51(1)
™3| £ — (1)
—Tx4| —a
= 002t —Tx5| & 0.02 20
E 6] S
o
[} | .
2} [}
s = )
g 0 S ol M
= / 5 N ’ / “
0 \'/ o s
= @
54 o
©-0.02 $ -0.02
8
©
0.04 | | | | 0.04 | | | |
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
measurement time (s) measurement time (s)

(a) (b)

Figure 7.28: (a) Carrier phase measurements (i.e., PoA) for all transmitters, (b) differenced carrier
phase measurements (i.e., PDoA, and Tx1 is selected as pivot transmitter), for a duration of 1 second.
For better visualization, the measurements of each Tx-Rx pair are offset by the first measurement, so
that they all start from 0.

One the other hand, one can compute the differenced carrier phase measure-
ment (i.e., PDoA measurement) between two transmitters, and evaluate whether
such a oscillation behavior in the PoA measurement is receiver-dependent and
can be effectively removed or not. As shown in Fig. 7.28(b) and Fig. 7.29(b),
where Txl1 is selected as the pivot transmitter, by taking the difference between
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two transmitters, most of the oscillations shown in Fig. 7.28(b) can be removed
in the PDoA measurement. However, due to the slightly different oscillation am-
plitudes among different transmitters, the effect cannot completely be removed
by taking the difference. When computing the ambiguity-fixed solutions, the dif-
ferent initial offsets in different Tx-Rx links (being time-variant) will be taken into
account by using the correction file. However, the different oscillation amplitude
in different links will not be considered in the model, and these unmodelled errors
propagate into the position solution.
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Figure 7.29: (a) Amplitude spectrum of carrier phase measurements (i.e., PoA) of Tx2-Rx pair, (b) am-
plitude spectrum of differenced carrier phase measurements (between Tx2 and Txl, i.e., PDoA), for
duration of 15 seconds with update period of 1 ms.

Finally, the histogram and the empirical probability density function (PDF) of
the PoA (Tx2) and PDoA (between Tx2 and Tx1) measurements, with a duration
of 15 seconds, are shown in Fig. 7.30, when the receiver is static. The empirical
PDF is computed based on a Gaussian distribution, in which the empirical mean
and the empirical standard deviation are derived from the carrier phase measure-
ments. Although oscillations (typicallyless than 1 cm) are still present in the PDoA
measurement, the histogram and the resulting empirical Gaussian PDF seem to
match well.

Ambiguity-float and -fixed solutions

Fig. 7.31 shows the 2D ambiguity-float and ambiguity-fixed position solution, as
well as the ground truth versus measurement time. Both the float and fixed posi-
tion solution are very close to the ground truth, which is also generally in line with
the results presented in Table. 7.4.

Compared to the setup of run-1 and run-2, the geometry of run-4 is better,
as the location of its starting point is closer to the center of the area covered by
the transmitters, shown in Fig. 7.25. One can analyze the LSE coefficients when
using the PoA-based positioning model. As an example, Fig. 7.32 shows the LSE
coefficients [Eg]s (cf. (6.27)) that correspond to the contribution of ?(t,). As the
values are generally about -7 to -3, and much smaller than in run-1 (see Fig. 7.41
in section 7.4.3), the float solution in this case will be less sensitive to noise and
errors in the carrier phase measurements.
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Figure 7.30: Histogram and empirical PDF of (a) carrier phase measurement (empirical standard
derivation: 1.4 cm), and (b) differenced carrier phase measurement (empirical standard deviation:
0.31 cm), when receiver is static, and is assumed to be synchronized to transmitters. Measurement
duration is 15 seconds with update period of 1 ms (i.e., 15000 measurements). Vertical axis gives the
standardized relative (st. rel.) frequency.
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Figure 7.31: Ambiguity-float and ambiguity-fixed position solutions for run-4, ground truth of receiver
trajectory versus time, and 13 static points where the receiver stops for a few seconds each time.

Once the carrier phase ambiguities are fixed to integer numbers, they are as-
sumed to be deterministic when computing the LSE coefficients for the fixed so-
lution Eg (cf. (6.34)). The LSE coefficients to compute the fixed solution for both
run-1 (see section 7.4.3) and run-4 are quite similar, which is also in line with the
positioning performance of the fixed solution presented in Table. 7.4.

Fig. 7.33 presents the ambiguity-float and ambiguity-fixed solution for the
residual clock offset §}(t;) and 5!(t,). Note that the measurement for epoch t; is
always fixed, while the measurement for epoch t, varies till the end of the experi-
ment (see Fig. 7.26). By fixing the carrier phase cycle ambiguities to integer num-
bers, the resulting solution requires less displacement of the receiver, compared
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Figure 7.32: LSE coefficients of PoA-based positioning modelin run-4, for both the float (top) and fixed
(bottom) solution. The integer phase ambiguities are assumed to be deterministic and known when
computing the coefficients for fixed solutions.

to the float solution in order to achieve a cm-level precision. In Fig. 7.33(a), there
are a few solutions with a large offset, because of incorrectly fixed ambiguities.
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Figure 7.33: Ambiguity-float and ambiguity-fixed residual clock offset (a) 51(t;), and (b) 8i(t,), when
the receiver was synchronized to the transmitters through commonly distributed time and frequency

reference signal. (1 cycle corresponds to 7.57 cm)

Although the receiver was synchronized to the transmitters, there is apparently
still a small frequency offset in the receiver, which introduces a change of about
0.5 cycle (i.e., 126.26 ps in time) in the receiver clock offset over a measurement
duration of 184 seconds. This could be introduced by temperature variation, and
the restart operation of the receiver USRP. For each run, the receiver is restarted,
and its PLL requires a certain time to get stably locked, while the transmitters were

continuously operating.

If such an offset is a receiver-dependent parameter, one should observe the
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similar offset in the measurements taken from all transmitters. To justify this as-
sumption, Fig. 7.34 shows the difference between the PoA measurements and the
ground truth propagation distance for all Tx-Rx pairs, which ideally for a synchro-
nized receiver only contains the time-invariant parameter (e.g., carrier phase am-
biguities, hardware delay, initial phase offset) and the error introduced in the de-
termination of the ground truth. Note that the results for different transmitters
shown in Fig. 7.34, are intentionally offset by different values to have a better vi-
sualization. It should also be mentioned that the receiver antenna experienced a
U-turn at about 120-130 seconds (also see Fig. 7.31), and the trajectory certainly
does not represent a straight line, constant velocity motion. Consequently, based
on piece-wise linear LSE, a relatively large error will be introduced in the interpo-
lated ground truth.

The residual errors computed for all transmitters behave similarly in Fig. 7.34,
which confirms that there is a small frequency offset only in the receiver, and the
transmitters can be assumed to be synchronized. In fact, as the positioning per-
formance with the PoA and PDoA-based positioning model is very similar, this in-
dicates that the frequency offset only occurs in the receiver, and can be eliminated
by taking the difference in carrier phase measurement between two transmitters,
or be covered by the receiver clock offset parameter in the PoA-based positioning
model.
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Figure 7.34: Difference between PoA measurement and ground truth propagation distance for differ-
ent transmitters, presented in unit of cycle (1 cycle corresponds to 252.53 ps). Mind that the results for
all Tx-Rx pairs are intentionally offset by different values for a better visualization.

Distribution of Static Position Solution
As shown in Fig. 7.31, the receiver stopped at each of the static reference points
for a few seconds. The ground truth of the static reference points does not require
interpolation, and thereby is more accurate than the ground truth of the entire
receiver trajectory. As an example, Fig. 7.35 shows the position solutions and the
ellipse of concentration of the static reference point 5 (pnt-5), atleft, and the static
reference point 10 (pnt-10), at right.

For static reference point 5, as shown in Fig. 7.35(a), based on the formal vari-
ance (6.42), the lengths of the semi-major and semi-minor axes of the 95% ellipse
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Figure 7.35: 95% ellipse of concentration, scatter of receiver position solution and the associated
ground truth. (a) pnt-5, standard deviation of ambiguity-float solution in East and North direction is
(0.91, 0.48) cm, bias: (-3.27, -5.23) cm; ambiguity-fixed solution, standard deviation in East and North
direction is (0.52, 0.13) cm, bias (-0.17, -3.08) cm. (b) pnt-10, standard deviation in East and North
direction is (0.87, 0.62) cm, bias: (-0.81, -1.02) cm, ambiguity-fixed solution, standard deviation (0.55,
0.33) cm bias (-0.19, -0.70) cm

of the ambiguity-float solution are 1.99 cm and 0.20 cm, respectively. There are
1977 out of the 2108 points (93.79%)that lie within the 95% position error ellipse.
The empirical percentages of the float solutions approximately agree with the for-
mal probabilities. The position solution scatters of the ambiguity-fixed solutions
and the 95% ellipse are also shown in Fig. 7.35(a). Compared with the ambiguity-
float solution, the ambiguity-fixed solution achieves higher accuracy. However,
the ambiguity-fixed solution scatters are not well matched the ellipse of concen-
tration, which could be caused by an unmodelled error, for example, the oscilla-
tions in the carrier phase measurements (see Fig. 7.28 and Fig. 7.29).

For the static reference point 10, as shown Fig. 7.35(b), the lengths of the semi-
major and semi-minor axes of the 95% ellipse of the ambiguity-float solutions are
2.64 cm and 0.17 cm, respectively. There are 3156 out of the 3262 points (96.75%)
that lie within the 95% position error ellipse. The empirical percentage of the float
solution also approximately agrees with the formal probability. The ambiguity-
fixed solution achieves higher accuracy than the float solution, however, likely
again due to an unmodelled error, the 95% ellipse of the fixed solution does not
match the fixed position scatters.

To analyze the distribution of the position solution, one can first examine its
spectrum by Fourier transform. Similar to Fig. 7.29, the spectrum of the ambiguity-
fixed solution for the static reference point 10 in East and North direction is shown
in Fig. 7.36(a) and (b), respectively. One can notice that the error of the fixed
solution particularly in the East direction is not white, and a oscillation behav-
ior can also be observed, which is likely caused by the different oscillation am-
plitudes among different transmitters. On the other hand, the noise level, and
the amplitude of the oscillation frequency (of about 14 Hz) in the spectrum of
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the ambiguity-fixed solution in North direction are smaller than the ones in East
direction. Hence, the fixed solution scatter is larger in East direction than in the
North direction. Due to the unmodelled error, the formal precision of the ambiguity-
fixed solution is not in line with the empirical precision.

East (fixed) North (fixed)
10° 10°
Y L
10° 10°
-500 0 500 -500 0 500
frequency (Hz) frequency (Hz)
(@ (b)

Figure 7.36: Spectrum of position solution at static reference point 10 (i.e., pnt-10 in Fig. 7.31) in East
(a) and North direction (b).

Finally, the histogram of both the float and fixed solutions in East and North
directions at the static reference point 10, as well as the PDF of a Gaussian dis-
tribution, at the empirical mean, one with formal standard deviation and one
with empirical standard deviation, are shown in Fig. 7.37. The formal PDFs of
the float solutions generally seem to agree with the histogram (see Fig. 7.37(a)
and (c)). Hence, the position scatters also matches the 95% ellipse. However,
due to the small and time-variant unmodelled error, the empirical precision of
the ambiguity-fixed solution is larger than the formal precision, particularly in the
East direction (compared Fig. 7.37(b) to Fig. 7.37(d)).

7.4.3. Asynchronous Receiver: Run-1

This subsection will closely evaluate the positioning performance of run-1, in which
the receiver runs on its own clock. First, the configuration of the PoA-based posi-
tioning model (cf. (6.38)) with two epochs of measurements is based on the one
shown in Fig. 7.26. The measurement for epoch #; is kept constant, while the one
for t, is varied from the beginning till the end of the experiment. Then, we also
examine the positioning performance using a different configuration, where both
epoch t; and #, are varied throughout the experiment. To guarantee a sufficient
change in geometry, the time difference between #; and f, is kept constant at 45
seconds.

Varying time span - epoch t; fixed and epoch f, varying
Using the PoA-based positioning model and the correction file, Fig. 7.38 shows the
2D position solution and the ground truth versus the measurement time (f, — £1).
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Figure 7.37: Histogram and formal PDF of ambiguity-float solution in (a) East direction (formal
standard deviation: 0.82 cm) and (c) North direction (formal standard deviation: 0.64 cm), and of
ambiguity-fixed solution in (b) East direction (formal standard deviation: 0.06 cm) and (d) North di-
rection (formal standard deviation: 0.05 cm). The vertical axis gives the standardized relative (st. rel.)
frequency.

Generally, the ambiguity-fixed solutions are very close to the ground truth values.
In addition, Fig. 7.39(a) shows the position error for the ambiguity-fixed solution
and the ambiguity-float solution in both East and North direction. As the receiver
rarely moved for the first 21 seconds, the second epoch for ¢, in (6.38) was taken
from about 21.5 seconds after the start of the run to the end. After these 21.5 sec-
onds, the receiver moved by just 7.1 cm and -15.4 cm in East and North direction
from the starting point, respectively, and due to this very limited change in po-
sitioning geometry, the float position solution has a poor precision and contains
a large error. However, even with such a very small displacement, most of the
integer phase ambiguities can apparently still be correctly estimated, and the re-
sulting fixed solution largely reduces the convergence time required to achieve a
centimeter level accuracy.

As the position error shown in Fig. 7.39(a) can also be introduced by an er-
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Figure 7.38: Ambiguity-float, ambiguity-fixed solution, ground-truth of the receiver trajectory, and 5
static points in run-1.
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Figure 7.39: (a) Position error of ambiguity-float (in blue) and ambiguity-fixed (in red) solutions in
both East direction (top) and North direction (bottom). (b) Residual error of the distance between
two prisms based on the interpolated ground truth trajectory of the prisms, with respect to a priori
measured distance. RMSE of the residual error is 1.92 cm.

ror of the ground-truth, Fig. 7.39(b) shows the difference between the distance
of the two interpolated prism trajectories and the distance measured by the ruler
(similar to Fig. 7.9(b)). A large difference in the distance between two prisms may
indicate a large error in the ground truth of the receiver position, which explains
the occurrence of a few spikes in the fixed position error (in red) for both direc-
tions.

In addition, to analyse the precision of the solution, Fig. 7.40 shows the formal
standard deviation of the ambiguity-float position solution at epoch #, and the
residual clock offset, based on (6.42). The standard deviation (i.e., the precision)
of the solution first comes down a long way with elapsed time, then increases,
and then decreases, which is also in line with the variation of the position error
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shown in Fig. 7.39(a). The variance matrix is determined by (4.31), and here the
SNR is simply determined by the ratio between the received signal power and the
received noise power. However, it may be that due to multipath fading, the re-
ceived signal power and the resulting SNR are determined less accurately, which
explains a large variation in Fig. 7.40, even within a small change in distance.
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Figure 7.40: Formal standard deviation of the ambiguity-float position solution at epoch f, (in meter),
and residual clock offset (in cycle) at both #; and t,, when using PoA measurements for positioning.

Although the receiver moves as time elapses, which creates a change in geome-
try, the positioning model is relatively weak and susceptible to unmodelled errors
(e.g., multipath). Hence, the position solution still contains a relatively large er-
ror, as shown in Fig. 7.39(a). One can analyse the LSE coefficients E (cf. (6.27)) of
using the PoA-based positioning model to compute the float solution, given the
geometry of run-1. As an example, Fig. 7.41 shows [Eg]; g and [E]; 19, which cor-
respond to the contribution of the carrier phase from Tx-2 and Tx-4 at time epoch
t, in (6.38) (i.e., p?(t,) and @#(t,))to the solution in East and North direction at
and 1, fori= 1, 2, 3, 4, respectively. Due to the poor geometry at the starting point
and the limited redundancy of the PoA-based positioning model, the elements in
[Eslis and [Eg]; 10 for the 2D position solution are large, about +10-30, which is
much larger than the one shown in Fig. 7.32, and this will consequently amplify
noise and errors in these measurements.

As a change in height is not considered in a 2D positioning model (i.e., the
height is kept constant to the value determined by the total station at epoch #,),
Fig. 7.42 shows the unmodelled error in the measurements V g, originating from a
constant 5 cm height offset in the receiver position. Generally, a 1-2 cm offset will
thereby be propagated to the measurements. Given the positioning model and the
resulting LSE coefficients in Fig. 7.41(a), such a small offset will be substantially
enlarged in the float position solution. Additionally, an unmodelled error could
also be introduced by multipath.

Once the carrier phase ambiguities are reliably fixed into the integer numbers,
we treat them as deterministic parameters. Consequently, the conditional LSE
coefficients for the fixed solution [Eg];g and [Eg]; 19 are shown in Fig. 7.41 (b).
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Figure 7.41: LSE coefficients of PoA-based positioning model in run-1 for measurements taken at
epoch f, from Tx-2 and Tx-4, for both (a) ambiguity-float and (b) ambiguity-fixed solution. The in-

teger phase ambiguities are assumed to be known and deterministic when computing coefficients for
fixed solution.
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Figure 7.42: Unmodelled error V ¢! in phase measurement originating from an unaccounted constant

5 cm height offset of the receiver (in 2D positioning), given the positioning geometry of run-1 shown
in Fig. 7.25.

Because of a stronger model, the coefficients become much smaller, and therefore
the solution is less sensitive to noise and biases in the measurements. In addition,
ifthe ambiguities are fixed, the carrier phase measurements taken at#, (e.g., p?(t,))
will no longer contribute to the position solution at¢;. This explains why there are
large errors in the float solution shown in Fig. 7.39(a), while the errors in the fixed
solution remain small.

Apart from the position solution, also estimates for the integer phase ambigui-
ties N, and the residual clock offset 5} (t) in (6.38) are shown in Fig. 7.43. The resid-
ual clock offset 5!(t,) in Fig. 7.43(a) as a function of t, changes by about 1250 cycles
in 10 seconds, and therefore the additional phase rotation due to the residual fre-
quency offset, is about 0.125 cycle in the transmission period Tp = 1 ms, which
should not cause a cycle-slip in phase unwrapping. As shown in Fig. 7.43(a),
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Figure 7.43: (a) Integer carrier phase am~biguity estimates, (b) float and fixed residual clock offset 5} (t1),
(c) ﬂoelt and fixed residual clock offset 6}(t2), (d) difference between the float and fixed residual clock
offset 51(t,). Update rate of estimates is 1 kHz.

the carrier phase ambiguities in (6.38) are constant throughout the experiment,
though at the beginning, due to a very limited change in geometry, the integer
carrier phase ambiguities, though accepted by the ratio-test, are incorrectly fixed.

The residual clock offset 5!(t;) is shown in Fig. 7.43(b). As the carrier phase
measurements for the first epoch are kept the same as time elapses (i.e., epoch #;
in (6.38) is kept fixed), the residual clock offset 5}(1&1) should be a constant value.
Due to the large LSE coefficient in Eg and the large formal standard deviation as
shown in Fig. 7.40, there are large errors in the float solution. However, once the
integer phase ambiguities are estimated and accepted, from which the fixed solu-
tion is derived, the fixed residual clock offset is approximately constant.

The receiver runs on it own clock in this run, and the change of the clock off-
set will be reflected in 5}(t,), as epoch t, is varied from 21.5 to 86 seconds, and its
float and fixed solution are shown in Fig. 7.43(c). Like in [135], one can use the
residual clock offset to estimate the frequency offset of the receiver. For a better
visualization, Fig. 7.43(d) shows the difference between the fixed and float resid-
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ual clock offset §}(t,). Using the fixed solution for frequency offset estimation will
consequently improve its accuracy.

As shown in Fig. 7.38, the receiver stopped at each of the reference points (pnt)
for a few seconds. The ground truth of these static reference points can be di-
rectly computed by the measurements from the total stations without any inter-
polation, which will be more accurate than the one of the entire trajectory. As an
example, the ambiguity-float and ambiguity-fixed position solution scatters of the
static point 2 and 5, and their associated ellipse of concentration is shown in Fig.
7.44(a) and (b), respectively, showing each time a 80-by-80 cm area.
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Figure 7.44: 95% ellipse of concentration, receiver position solution and the associated ground truth.
(a) pnt-3, standard deviation of ambiguity-float solution in East and North direction is (2.46, 2.95) cm,
bias: (-16.26, -21.90) cm; ambiguity-fixed solution, standard deviation in East and North direction
is (0.53, 0.11) cm, bias (-0.49, -2.38) cm. (b) pnt-5, standard deviation of ambiguity-float solution in
East and North direction is (7.67, 10.69) cm, bias: (-2.61, 7.19) cm; ambiguity-fixed solution, standard
deviation in East and North direction is (0.56, 0.21) cm, bias (-0.88, -2.98) cm.

For the static reference point 3 (i.e., ‘pnt-3’ shown in Fig. 7.38), the lengths of
the semi-major and semi-minor axes of the 95% ellipse of the ambiguity-float so-
lution are 11.81 cm and 0.43 cm, respectively. 4129 out of the 4141 points (99.71%)
lie within the 95% position error ellipse. Hence, the empirical percentage approx-
imately agrees with the formal probability. However, as shown in Fig. 7.44(a), the
95% ellipse of concentration of the ambiguity-fixed solution does not match the
ambiguity-fixed solution scatters. This could be caused by an unmodelled error,
such as each of the transmitters experiencing slightly different (time-dependent
and transmitter-dependent) clock jitters (e.g., see Fig. 7.28(b)). Due to the un-
modelled error, the empirical standard deviation can become larger than the for-
mal standard deviation. The empirical standard deviation of the ambiguity float
solution is 2.46 cm and 2.95 cm in East and North direction, respectively, and the
0.53 cm and 0.11 cm for the ambiguity fixed solution. Hence, the ambiguity-fixed
solution can ultimately offer higher precision than the ambiguity-float solutions.
Compared with the ground truth position, the empirical bias of the ambiguity-
float position solution in East and North direction is -16.26 cm and -21.90 cm,
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respectively, and -0.49 cm and -2.38 cm for the ambiguity-fixed solutions.

Similarly, in Fig. 7.44(b) for the static reference point 5 (i.e., ‘pnt-5’ shown in
Fig. 7.38) the lengths of the semi-major and semi-minor axes of the 95% ellipse
of the ambiguity-float solution are 23.92 cm and 0.55 cm, respectively. 1983 out
of the 2151 points (92.19%) lie within the 95% position error ellipse. Hence, the
empirical percentage approximately agrees with the formal probability. If the car-
rier phase cycle ambiguity can be properly fixed into integer numbers, the fixed
solution can achieve a higher accuracy than the float solutions.

Fixed time span - both epoch #; and f, varying

Different from the configuration shown in Fig. 7.26, in which the measurements
taken at epoch #; are kept fixed, one can change both the measurements taken
at t; and t,, as shown in Fig. 7.45. As a change in geometry is required, and the
receiver was operated in stop-and-go mode, we set the time difference between ¢;
and t, constant, shown in Fig. 7.45, to 45 seconds, in order to guarantee a sufficient
change in geometry during this period.

o (t)

: 9lt) folt)
() k() < I : :
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Figure 7.45: Configuration of carrier-phase-based positioning model using measurements taken at
two epochs. The measurements taken at #; and ¢, are varied, while the time difference between #; and
t; is kept constant.

As the total measurement time for this run is 91 seconds, and the time differ-
ence between #; and ¢, is set to be 45 seconds, the position solution for x(¢;) in
(6.38) covers the first 46 seconds of the measurement time, and X(¢,) covers the
last 46 seconds of the measurement time. Fig. 7.46 shows the ambiguity-float and
fixed receiver position solutions, and the ground truth values. Compared with
the solutions shown in Fig. 7.38, one can obtain solutions for the starting epochs.
However, the first solution will only be available after 45 seconds from the start of
the experiment.

To evaluate the positioning performance, we compute the error of the receiver
position solution. To reconstruct the position solution for the entire receiver tra-
jectory, we combine the solution x(¢;) for the first 45 seconds, and the solution x(t,)
for the last 46 seconds of the experiment. The position error in East and North
direction are shown in Fig. 7.47(a). The RMSEs of the ambiguity-float solution
in East and North direction are 12.71 cm and 18.24 cm, respectively, which are
close to the performance shown in Table. 7.4 (see ‘PoA float’ for run-1). 90.8% of
the integer carrier phase cycle ambiguities are accepted by the ratio test, which




162 7. Experimental Results

float solution (¢;)
float solution (¢2)
fixed solution(t;)
+ fixed solution(ts)

&—ground truth
50 static points

100

measurement time (second)

5 -10
East (m) -5 North (m)

Figure 7.46: Ambiguity-fixed and float position solution for both at #; and f, (with a fixed time span of
45 seconds between ¢; and t,), and ground truth of the receiver trajectory.

is smaller than the one shown in Table. 7.4, due to a limited change of geometry
between t; and #,. The RMSEs of the resulting ambiguity-fixed solution in East
and North direction are 2.86 cm and 4.69 cm. The RMSEs of the ambiguity-fixed
solution with both #; and ¢, varying are also slightly larger than the one shown in
Table. 7.4, because of wrongly fixed integer carrier phase cycle ambiguities (also
see Fig. 7.46).
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Figure 7.47: (a) Position error of ambiguity-float (in blue) and ambiguity-fixed (in red) solutions in
both East and North direction. (b) Formal standard derivation of the estimators of receiver position
coordinates and the residual clock offset at both #; and f,, and the time difference between ¢; and t, is
kept constant as shown in Fig. 7.45.

In addition, the formal standard deviation is shown in Fig. 7.47(b), when the
time difference between #; and ¢, in the PoA-based positioning model (6.38) is
always kept constant. The formal standard deviations shown in Fig. 7.47(b) are
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similar to the ones shown in Fig. 7.40 after convergence, as the time difference
between epoch #; and epoch #, is fixed to 45 seconds which already guarantees a
sufficient change in geometry.

7.4.4. Fine Frequency Offset Estimation
In this subsection, as a continuation of section 7.3.2, we evaluate the performance

of fine frequency offset estimation based on a series of residual clock offset Sf (t2)
obtained from the PoA-based positioning model (cf. (6.38)). Based on the receiver
setup shown in Fig. 7.8(a), Fig. 7.48 shows the carrier phase measurements (i.e.,
PoA) obtained from an asynchronous receiver. The carrier frequency has been
coarsely compensated during the carrier phase unwrapping (see Fig. 4.15).
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Figure 7.48: Unwrapped carrier phase measurements, in which the carrier frequency offset has been
coarsely compensated based on (a) shortened Moose’s symbol (shown in Fig. 7.49), (b) pseudo-range
clock offset derived from ToA-based positioning model (shown in Fig. 7.23).

Fig. 7.48(a) presents the PoA measurements when the coarse carrier frequency
estimate is derived by the shortened Moose’s symbol (cf. (4.41)). Using the Moose’s
symbol for carrier frequency estimation, as the CFO is estimated independently
for each of the symbols, no phase tracking is required. Here, as shown in Fig. 7.49,
the CFO is estimated for every received Moose’s symbol in the received packets
within 1 second, and its mean value over this 1 second time span is used to com-
pensate the CFO for the received signal packets in the next second. As the coarse
CFO estimate derived from the shortened Moose’s symbol is not so accurate, the
carrier phase measurements shown in Fig. 7.48(a) are still dominated by the resid-
ual clock offset, and the receiver motion pattern cannot be clearly recognized.

On the other hand, the frequency offset can also be coarsely determined by
the pseudo-range clock offset through the ToA-based positioning model (see Fig.
7.23). Because the NFO is estimated from a series of clock offset estimates, carrier
phase tracking without cycle-slips is required. The precision of the frequency off-
set estimator obtained through a series of clock offset estimates is inversely pro-
portional to the transmission period Tp, (e.g., 1 ms, see Fig. 2.2), asshownin (6.11).
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Figure 7.49: Coarse CFO estimates Af, based on the shortened Moose’s symbol and shown on the left
vertical-axis, with an update interval of 1 second. As the transmission period T, of each transmitter is
1 ms as shown in Fig.2.2(a), and there are 6 transmitters in the current prototype system, 6000 packets
are used for coarse CFO estimation. The coarse CFO is determined by averaging over 6000 estimates
per second. In addition, based on (2.5), the equivalent normalized frequency offset 7j is shown on the
right vertical-axis with a unit of ppm.

On the other hand, as shown in (4.41), the precision of the frequency offset esti-
mator derived from a shortened Moose’s symbol is inversely proportional to the
symbol duration (e.g., 6.4 us), which is much smaller than the transmission pe-
riod Tp. Hence, the carrier frequency offset derived from the pseudo-range clock
offset €,(t) (cf. 6.9) through the ToA-based positioning model is more precise than
the one derived from the shortened Moose’s symbol. By correspondingly com-
pensating the phase rotation due to the CFO, Fig. 7.48(b) shows the PoA measure-
ments. As most of the frequency offset has been removed, the change of the carrier
phase measurements is mainly caused by the movement instead of the clock off-
set, hence the receiver motion pattern (forth-and-back) can be well recognized in
the carrier phase measurements.

After coarsely compensating the CFO when estimating the carrier phase, cycle
slips due to the receiver frequency offset can be avoided in the unwrapped car-
rier phase measurement. As long as no cycle slip occurs, the residual CFO can be
estimated from the residual clock offset &/ (t,) through the PoA-based positioning
model (cf. (6.38), and (6.48)), as the fine frequency offset estimate. The carrier
phase measurement for epoch #; in (6.38) is fixed to the measurement taken at
the start of this run, and the measurement for #, changes as time elapses. Con-

sequently, the residual clock offset estimate 3(1‘1) will remain constant, and the

residual clock offset estimate g(tz) shows the change of the clock offset with re-
spect to the one at ¢; (i.e., the start of this run).

When the coarse CFO is estimated and compensated by using the shortened
Moose’s symbol, Fig. 7.50 (a) and (b) shows the ambiguity-float residual clock off-

set Sf (t;) and Sf (t,), respectively. The change of the residual clock offset Sf (tp) is
close the change of the carrier phase measurement shown in Fig. 7.48(a), which
is dominated by the residual clock offset.
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Figure 7.50: (a) Residual clock offset 3}: (t,) of pivot transmitter Tx-1 (p = 1), (b) residual clock offset

2P . . .
O, (t,). Coarse carrier frequency offset has been estimated and compensated by using the shortened
Moose’s symbol (cf. (4.41)), and carrier phase cycle ambiguities are treated as float numbers in (6.38).
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Figure 7.51: (a) Residual clock offset 5}: () of pivot transmitter Tx-1 (p=1), (b) residual clock offset Sf (t).
Coarse carrier frequency offset has been estimated and compensated by using a series of pseudo-range
clock offset estimates €,(t) (cf. 6.9) through ToA-based positioning model (6.38), and carrier phase
cycle ambiguities are treated as float numbers in (6.38).

On the other hand, if the coarse CFO is estimated and compensated by using
the pseudo-range clock offset derived from the ToA-based positioning model, Fig.

2P

7.51 (a) and (b) shows the resulting ambiguity-float residual clock offset o, (1) and
2P

0, (t), respectively. As the most of the clock offset has already been compensated,

2P
the residual clock offset 6, (t,) shown Fig. 7.51 (b) has far less variations than the
one shown in Fig. 7.50(b).

Under the assumption that there is no cycle slips in the carrier phase mea-
surement, and assuming the CFO to be constant within the transmission period

~
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Tp (i.e., update period of the residual clock offset estimate), the fine CFO can be
determined by (6.48). Fig. 7.52 shows the resulting fine CFO estimate, based on

the residual clock offset 5]: (t,) shown in Fig. 7.50(b) and Fig. 7.51 (b). The carrier
frequency offset estimate A f, is updated at the transmission rate Tp, (i.e, 1 ms) dur-
ing the phase unwrapping (see Fig. 4.15), when using the coarse CFO estimates
obtained through the ToA-based positioning model. When using the shortened
Moose’s symbol, the carrier frequency offset estimate is only updated for every 1
second, and the update value is the mean value over this 1 second time span (see
Fig. 7.49). Consequently, the variation of the fine CFO estimate derived through
the ToA-based positioning model (see 7.52(b)) is slightly larger than the one de-
rived through the shortened Moose’s symbol (see Fig. 7.52(a)).
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Figure 7.52: Fine carrier frequency offset estimated based on carrier phase measurements, in which
carrier frequency offset has been coarsely compensated using estimated clock offset based on (a)
shortened Moose’s symbol, (b) ToA-based positioning model.

Finally, one can reconstruct the CFO Af,(t) by combining the coarse CFO es-

timate Af.(t) and the fine CFO estimate A fc(t) (cf. (6.51)). Fig. 7.53 (a) shows the
combination of the coarse and fine CFO estimates (cf. (6.51)). Although differ-
ent approaches can be applied for coarse CFO estimation and compensation, the
combination of the coarse and fine estimate will be approximately the same, and
the ultimate precision of the CFO estimator will be determined by the precision
of the fine CFO estimator. Additionally, the formal standard deviation of the fine
normalized frequency offset (NFO), propagated from the formal standard devia-
tion of the fine CFO estimator (cf. (6.50)), is shown in Fig. 7.53 (b). Compared with
the formal standard deviation of the coarse NFO shown in Fig. 7.22, the fine NFO
estimator, derived from the residual clock offset through the PoA-based position-
ing model, can achieve a higher precision (i.e., smaller formal standard deviation).
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Figure 7.53: (a) Carrier frequency offset A fc (cf. (6.51)), reconstruct by adding coarse CFO estimate

Af. and fine CFO estimate A f .- The coarse CFO estimate is derived by using either shortened Moose’s
symbol (blue-line) or ToA-based positioning model (red-line). (b) Formal standard deviation of fine
normalized frequency offset (NFO) estimator (derived from fine CFO estimator, cf. (2.5)), when SNRs
of all Tx-Rx pairs are assumed to be 10 dB, and all signal bands (M = M, = 16) are used for ranging.

7.5. Summary

In this chapter, several experiments were carried out to evaluate the performance

of positioning and frequency synchronization, using the on-purpose built SuperGPS

prototype system.

First, based on the phase-of-arrival (PoA)-based relative positioning model (cf.
(6.53)), inwhich the carrier phase cycle ambiguities are eliminated, one can jointly
estimate the 2D receiver position coordinates and the antenna phase center offset
(PCO). In the experiment, both the transmitters and the receiver were equipped
with the same type of antenna, and were synchronized through a commonly dis-
tributed time and frequency reference signal. The position of the antenna refer-
ence points (ARP) are determined a priori by a land-surveying total station. The
experimental result shows that the PCO of the antenna [157] used in our experi-
ments, is offset by about 8.04 cm with respect to the user-defined ARP.

Then, outdoor experiments were carried out, in which all transmitters were

synchronized by an optically distributed time and frequency reference signal through

the White-Rabbit Precision Time Protocol (WR-PTP). The ranging signal occupy-
ing a bandwidth of 160 MHz was up-converted to the central carrier frequency
f. of 3960 MHz. By default, all M = 16 signal bands of 10 MHz each are used for
ranging. All transmitters transmitted their ranging signals in a time division mul-
tiplexing (TDM) scheme, with a transmission period of Tp = 1 ms (see Fig. 2.2).
The time delay and carrier phase are estimated based on a simplified model, in
which only a single path is considered (cf. 3.35 and (4.22)).

Positioning based on the time delay measurement (i.e., time-of-arrival (ToA)
measurement)generally delivers a decimeter level accuracy and a centimeter level
precision. To reduce the computational complexity and improve spectrum effi-
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ciency, one can occupy only a few signal bands for ranging (e.g., M, = 7). The
resulting accuracy of the position solution only slightly deteriorates, compared
with using all M = 16 signal bands, and overall a decimeter level accuracy can be
maintained. Based on the ToA-based positioning model, the pseudo-range clock
offset €,(t) estimated along with the receiver position coordinates, can be used
for coarse frequency offset estimation and compensation. Generally, the formal
standard deviation of the coarse normalized frequency offset (NFO) was found to
be smaller than 0.045 ppm (part-per-million) in our experiment, when the SNR is
assumed to be 10 dB.

Based on the carrier phase measurement (i.e., phase-of-arrival (PoA) measure-
ment), or the differenced carrier phase measurement (i.e., phase-difference-of-
arrival (PDoA) measurement), a centimeter to decimeter level accuracyis achieved
for the ambiguity-float position solution. To be able to exploit the integer nature
of the carrier phase cycle ambiguities, a correction file produced by the carrier
phase measurements taken from all transmitters at a known position is used to
account for different initial phase offsets and hardware delays among transmit-
ters. Then a centimeter level accuracy and millimeter level precision is achieved
for the ambiguity-fixed solution. The experimental results also show that fast and
correctinteger ambiguity resolution is possible, which largely reduces the require-
ment for receiver displacement in a terrestrial positioning system. As the carrier
frequency offset has been coarsely compensated prior to phase unwrapping, the
residual clock offset can be estimated along with the receiver position coordi-
nates and the carrier phase ambiguities. Based on a series of residual clock offset
estimates, one can estimate the residual frequency offset. The formal standard
derivation of the fine NFO is generally smaller than 0.02 ppm, when the SNR is
assumed to be 10 dB.



Conclusions and
Recommendations

As a backup or a complement to existing GNSS, and to provide accurate position-
ing navigation and timing (PNT) services, the project ‘SuperGPS: accurate timing
and positioning through an optical-wireless distributed time and frequency ref-
erence’ has been proposed and launched. The project is funded by the Dutch
Research Council (NWO) under Grant 13970. This thesis covers wireless-related
research subjects of this project, including ranging signal design, range estima-
tion, and positioning. The details of these subjects and the experimental valida-
tions have been presented in previous chapters. In this chapter, we conclude the
main findings of the research and present recommendations for further research,
as well as practical implementation.

8.1. Conclusions

The requirements of a terrestrial positioning system have been described in sec-
tion 1.1.4. Here, we conclude our work in relation to these requirements, and
summarize the positioning performance of the developed SuperGPS prototype
system.

8.1.1. Methodologies
In this subsection, we summarize our work presented in this thesis, as solutions
to meet the requirements as presented in section 1.1.4.

* theradio transmitters should be synchronized in time and frequency
For positioning, all transmitters need to be synchronized in time and frequency. In

this work, all transmitters were synchronized in time and frequency, using a 1 PPS
(pulse-per-second) and 10 MHz reference signal, based on white rabbit precision

169
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time protocol (WR-PTP) through an optical Ethernet network, with hundreds of
pico-seconds accuracy.

° to compute the position solution of a radio receiver, the position of
the transmitters should be measured/estimated a priori

In order to accurately compute the receiver position coordinates, the electromag-
netic (EM) antenna phase center for both the transmitters and the receiver need
to be accurately determined. In our system, all transmitters and the receiver are
equipped with the same type of antenna, and it is assumed that the antenna phase
center offset (PCO) between the user-defined antenna reference point (ARP) and
the EM phase center is mainly present along the vertical axis. The antenna phase
center offset can be determined by using the carrier-phase-based relative posi-
tioning model with a known receiver starting position. As the antenna PCO is a
time-invariant parameter, it can be derived from the recursive average of a time
series of estimates.

° to support emerging applications, such as IoT, unmanned driving,
at least a sub-meter positioning accuracy is required

In our work, propagation time delay and carrier phase are used for position-
ing. The precision of the time delay estimator is mainly determined by the ranging
signal bandwidth. In a multipath condition, the received signal contains both the
LoS and reflected components. If the reflections are not considered in a simpli-
fied model for time delay estimation, the resulting estimator will become biased.
The bias can be evaluated by the measure of bias, which depends on the relative
gain and relative delay of the reflection with respect to the LoS path. On the other
hand, one can consider the reflections in a full model, so that the LoS estimator
can be unbiased, but the computational complexity will be larger than the one
of using the simplified model. In addition, the precision of the LoS estimator de-
rived from the full model may be poor, and this can be evaluated by the measure
of dependence, which only depends on the relative delay between the reflection
and the LoS path.

On the other hand, like in GNSS, one can use carrier phase measurement for
precise positioning. Similar to time delay estimation, one can use a simplified
model to obtain a biased complex gain estimator with low computational com-
plexity and good precision, or use a full model that considers all reflections to
improve the overall accuracy but with high computational complexity. From the
estimated complex gain, one can determine the carrier phase. As one can only
compute a fractional carrier phase in the range from -7 to 7, the associated car-
rier phase cycle ambiguity needs to be resolved in order to compute the position
solution. Additionally, to keep the carrier phase cycle ambiguity constant, car-
rier phase tracking is required, so that any change in carrier phase cycle will be
absorbed in the carrier phase measurements for positioning.

The ranging signal from each transmitter is transmitted as burst-like packets
with an update period of Tp. Hence, the carrier phase cannot be continuously
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tracked, and it is computed with an update period of Tp. If the change of the car-
rier phase within the period of Tp, is larger than one cycle (for instance due to a
frequency offset at the receiver, or due to receiver motion), cycle slips will occur
in the resulting series of carrier phase measurements. To avoid such an issue, one
can coarsely compensate the carrier frequency offset when estimating the carrier
phase, based on a series of clock offset estimates obtained through a time-delay-
based positioning model, or based on a shortened Moose’s symbol (see Fig. 2.2).

Alternatively, to avoid cycle slips introduced by the receiver frequency offset,
one can compute differences of carrier phase measurements between transmit-
ters (i.e., phase-difference-of-arrival (PDoA) measurement), as all transmitters are
frequency synchronized, and the clock offset introduced by the receiver frequency
offset can be effectively eliminated. Using the PDoA measurement for positioning
can also enable a large transmission period Tp, though the receiver moving speed
should still be taken into consideration, to avoid the occurrence of cycle slips in
series of carrier phase measurements.

Positioning based on the time delay measurement is straightforward. One can
instantaneously compute the receiver position coordinates and the clock offset
using a single epoch of measurements taken from atleast N;+1 transmitters, where
N, is the positioning dimension. Positioning based on carrier phase measure-
ments requires a change of geometry, and hence a time series of carrier phase
measurements taken from the transmitters is needed. As the transmitters in a ter-
restrial positioning system are static, receiver displacement is required to create
the change of the positioning geometry. Using the carrier phase measurements
taken from two epochs, of at least 2N; + 1 transmitters are needed for carrier-
phase-based positioning.

By default, due to different phase biases among different transmitters, which
are time-invariant and transmitter-dependent, and cannot be separated from the

carrier phase cycle ambiguities that are also time-invariant and transmitter-dependent,

the carrier phase cycle ambiguities are treated as constant float values in the po-
sitioning model. Consequently, one can only obtain the so-called float solution.
As a change of the geometry is required for carrier-phase-based positioning, de-
pending on the geometry, the receiver may need to move for a large distance in
order to let the precision of the position solution converge to centimeter level.
Once the phase biases in the transmitters are accounted for, one can exploit
the integer nature of the carrier phase cycle ambiguities. As all transmitters are
synchronized through the optically distributed time and frequency reference sig-
nal, the phase biases in the transmitters are time invariant, as long as the opera-
tional condition (e.g., temperature) does not change significantly, and the trans-
mitters are not restarted. Then, a snapshot carrier phase measurement taken from
a known transmitter at a known position is used to produce a correction for each
Tx-Rx link. By taking the difference between the snapshot correction and a car-
rier phase measurement, the integer nature of the carrier phase cycle ambiguity
is preserved. Then, using the LAMBDA method, one can fix the carrier phase cy-
cle ambiguities into integer number, and obtain the so-called fixed solution. An
ambiguity-fixed position solution can provide a high precision, and fixing is al-
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ready possible with a little change of geometry.

* Arelatively large (virtual) signal bandwidth is needed to improve
the resolvability of different paths and overcome multipath effects,
which often occur in an urban and indoor environment

The precision of time delay estimation is inversely proportional to the signal band-
width, based on the analysis of the Cramér-Rao lower bound (CRLB). At least a
few MHz signal bandwidth is needed for a decimeter-level ranging precision, and
hundreds of MHz signal bandwidth is required for a centimeter-level ranging pre-
cision. Instead of using a large total signal bandwidth entirely, one can, for ex-
ample, use a multi-band signal occupying only some of the spectral resources of
the total signal bandwidth. The ranging performance can still benefit from a large
virtual signal bandwidth, which is the bandwidth between two signal bands at the
edges of the occupied spectrum.

To sparsely select signal bands for ranging, one needs to consider multipath
which is the major error source in a terrestrial positioning system. Given the sig-
nal spectrum, the CRLB derived from a single path channel indicates the best
precision of time delay estimation. If the ranging signal design is only guided by
the CRLB of time delay estimation derived from a single-path channel, then the
designed signal will be likely very sparse, which indeed offers good ranging pre-
cision, but could lead to a large bias and ultimately poor accuracy in multipath
conditions.

The measure of dependence for time delay estimation, defined in this thesis,
indicates how precision changes, when a reflection in a multipath channel is addi-
tionally considered in the model. The measure of bias shows how large a bias can
be, when a certain reflection is not considered in the model for time delay estima-
tion. We proposed to design a sparse multiband signal based on the CRLB of time
delay estimation derived from a single path channel, the measure of dependence
and the measure of bias, as overall ranging performance metrics. Consequently,
not every reflection needs to be considered in the model for time delay and carrier
phase estimation, such that the ranging precision will not deteriorate by consider-
ing many reflections in the model, and the bias due to neglecting some reflections
in the model will be kept small.

8.1.2. Validation Results

An indoor experiment was carried out to determine the antenna phase center of
the wideband antenna [157]. Using carrier phase measurements, the antenna
phase center offset (PCO) between the actual phase center and the user-defined
antenna reference point (ARP) is about 8.0 cm, which serves as a calibration value
for later experiment.

An outdoor experiment was carried out to evaluate the positioning perfor-
mance of using time delay and carrier phase, with the developed SuperGPS pro-
totype system. All six transmitters were synchronized through the optically dis-
tributed time and frequency reference signal, generated from a central atomic
clock. The transmitters were placed in an area of 20-by-50 m, at heights between
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3.5 m and 5.5 m. Considering a 2D positioning scenario, the receiver antenna
height is assumed to be constant and known during the experiment, and one only
needs to estimate the receiver position coordinates in local East and North direc-
tion.

To estimate the time delay and carrier phase, only a simplified model is used, in
which no reflection is considered. Particularly, for carrier phase tracking, the car-
rier frequency offset needs to be coarsely compensated to avoid cycle slips. The
coarse carrier frequency offset estimates were derived from the shortened Moose’s
symbol or a series of pseudo-range clock offsets through a time-delay-based po-
sitioning model. One can also compute the carrier phase differences between the
transmitters, to effectively remove the receiver clock offset, and avoid the occur-
rence of cycle-slips in carrier phase measurements due to the receiver frequency
offset.

Using time delay measurements, the root-mean-square-error (RMSE) of the
position solution is about 10 cm in both East and North direction. Using carrier
phase measurements obtained at two different epochs, of which the first epoch
is fixed at the starting epoch and the second epoch is changed till the end of the
experiment, the RMSE of the ambiguity-float position solution is generally at a
decimeter to centimeter level, depending on the positioning geometry. Using the
corrections to account for the different phase biases among the transmitters, such
that the integer nature of the carrier phase cycle ambiguities can be exploited, the
ambiguity-fixed solution has a centimeter level accuracy and a millimeter level
precision, with fast convergence (the receiver only needs to move over a decimeter
distance). Additionally, the positioning performance using a sparse multiband
signal is only slightly poorer than using all available signal bandwidth.

The clock offset computed along with the receiver position coordinates through
the positioning model, can be used for frequency synchronization. A time series of
the pseudo-range clock offset estimates obtained from the time-based position-
ing model can be used for coarse receiver frequency synchronization. The syn-
chronization performance (i.e., variance) depends on the length of the transmis-
sion period and the variance of the time delay measurement error. Additionally,
the residual clock offset obtained from a carrier-phase-based positioning model
can be used for fine receiver frequency offset estimation, as the resulting synchro-
nization performance depends on the variance of the carrier phase measurement
error, which is much smaller than the one of the time delay measurement.

8.2. Recommendations

In this thesis, we cover time delay and carrier phase estimation, the design of a
sparse multiband ranging signal, positioning models using time delay or carrier
phase measurement, and experimental validation results based on the developed
SuperGPS terrestrial positioning system. In this section, we provide recommen-
dations for future research, to improve the positioning performance, and to pave
the way for implementation of the system in practice.
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8.2.1. Ranging Signal

As proposed in this thesis, one can use a sparse multiband signal for ranging, of
which the signal bands are sparsely placed in the available spectrum. In order
to improve the range estimation performance by exploiting a large virtual signal
bandwidth, one needs to coherently use the information from all sparsely placed
signal bands. In this work, all signal bands are coherently and simultaneously
transmitted/received through a single RF front-end, in order to keep all signal
bands phase synchronized (i.e., 6,, in (2.21) equals to 0). In future research, this
may be done more efficiently through frequency hopping. The receiver can then
transmit each of the signal bands sequentially on a different central carrier fre-
quency through a single RF front-end. Transmitting and receiving the multiband
signal based on frequency hopping, can largely reduce the sampling rate of the
ADC/DAC, which no longer needs to cover the entire virtual signal bandwidth.
However, different central carriers generated for different signal bands should be
phase synchronized, in order to coherently combine the received signal from dif-
ferent signal bands. To estimate and compensate the phase differences on differ-
ent central carriers, the reader can refer to [57, 166]

Additionally, in this work, it is assumed that all signal bands experience the
same channel. However, in practice, the gain and the phase distortion can be
frequency-dependent, particularly due to the RF front-end (e.g., amplifier, filters)
that covers a large virtual signal bandwidth (e.g., > 500 MHz). An additional cali-
bration for different signal bands is required. For example, the reader can refer to
[167]

Moreover, the ranging signal packet, as shown in Fig. 2.2, can be simplified in
future research. In principle, only one OFDM training symbol is needed to esti-
mate the channel frequency response, from which one can derive the range in-
formation. In addition, as much larger signal bandwidths will become available
(e.g., 80 MHz ~ 160 MHz) in emerging wireless communication networks, such
as WiFi [168] and 5G [44], one can use such signals for opportunistic ranging and
positioning, based on channel sounding measurements [169] obtained through
the training symbols.

8.2.2. Range Observable

In this work, we only focus on using time delay and carrier phase for position-
ing. As shown in Fig. 4.13, one can apply a loop filter in the PLL for carrier phase
tracking, so that part of the error introduced by multipath and the clock jitter (see
Fig. 7.28) can be mitigated, which, however, also changes the noise characteristic
of the carrier phase observable. Similarly, a delay-locked-loop (DLL) with a loop
filter can also be applied for time delay tracking.

In addition, future wireless communication networks tend to apply millimeter-
wave (mmWave) in order enable ultra-low-latency and ultra-wideband services.
As the wavelength of the central carrier is at the mm-level, carrier phase track-
ing is unlikely achievable, as any variation larger than the millimeter wavelength
will cause a cycle slip. Hence, in a mmWave-based system, with more bandwidth
available, it will be more practical to use time delay or angle measurement for po-
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sitioning.

Recently, Angle-of-Arrival (AoA) or Direction-of-Arrival (DoA) becomes more
and more attractive, because of the resulting spatial information obtained from
an antenna array. For example, multiple-input multiple-output (MIMO) has been
adopted in 5G/6G [170, 171] and WiFi (IEEE 802.11n/ac/ax) [168, 172]. Based on
the available angle measurements, such signals can be used as Signal-of-Opportunities
(SOP) for positioning.

8.2.3. Positioning Models

Time delay and carrier phase have been used separately for positioning in this the-
sis. Combining the time delay and carrier phase measurements for positioning is
left for future research. The clock offset in the time delay (pn(t) in (6.4)) and carrier

phase (qB,](t) in (6.17)) measurement can be different, as a part of the clock offset
in the carrier phase measurement can have been compensated. To effectively re-
move the clock offset, one can use the differenced time delay (i.e., time-difference-
of-arrival (TDoA) measurement) and the differenced carrier phase measurement
(i.e., phase-difference-of-arrival (PDoA) measurement) together for positioning.

In addition, a Kalman filter [173] can be applied on a series of range observa-
tion to improve the precision. Non-line-of-sight (NLoS) identification and miti-
gation techniques [27] should be applied in conditions with blockage.

8.2.4. System

To fully support a three dimensional (3D) positioning scenario, one needs to cre-
ate sufficient transmitter height-diversity, so that also the up-direction can be
adequately estimated. Additionally, though each transmitter transmits its own
ranging signal in a time-division multiplexing scheme to avoid interference from
other transmitters, one can also exploit the possibility of using code-division or
frequency-division multiplexing scheme in future research. For example, differ-
ent transmitters can use different sub-carriers/ signal-bands for ranging, but then
the unambiguous ranging distance may become different for different transmit-
ters (see Fig. 5.1).

In order to seamlessly integrate the SuperGPS system with GNSS, the posi-
tion solution obtained from the SuperGPS system presented in a local ENU (East,
North, Up) reference system should be transformed into, for example, the Euro-
pean Terrestrial Reference System ETRS89. Alternatively, one can directly survey
the SuperGPS transmitter positions with high precision RTK-GNSS, which deliv-
eries coordinates in ETRS89 in Europe. Consequently, the position solutions ob-
tained from the SuperGPS system will be in ETRS89, and can be integrated with
the ones obtained from the GNSS.
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Appendices

A.1. CFO and Received OFDM Signal
The passband OFDM signal is derived by [109]

sp(t) =R {s,(t) exp(j2nf. 1)}
=R {s,()} cosQnf.t) — I {s,()} sin(27f.1).

Considering the carrier frequency offset (CFO), the received signal passing through
the channel, is obtained by

ro(8) =277 {(5,(8) (D)) cos (2mfL(b)t + 8) = (5,(8) + (D)) sin (27 f2(t)t + 8)} (A1)

where h(f) denotes the channel impulse response, f; denotes the central frequency
generated by the receiver, and 9 denotes the initial carrier phase offset between
the receiver and the transmitter. As only a single path is considered, one has

sp(t) * h(t) = as,(t — T(t)) exp (27 f.(t - T(£))

=R {asb(t —1(t)) exp (j2nfct) exp (—] (2nfc’c(t0) -27 jj fcwdc))} .
’ (A.2)
Let
rh(t) = asy(t — () exp (—f (2rfcT(te) + Pp())) (A.3)

where ¢ denotes the accumulated Doppler phase

ép(t) = ‘an Afp(©dc, Afp(t) _fcw

and Afp denotes the Doppler frequency.
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Combined with (A.2), the received baseband signal (A.1) can be rewritten by

ry(t) =2.7 {ER {r{,(t)} cos (27‘[fct) cos (27zf§(t) + 9)}
-27{3{r} (0]} sin@nf.t) cos (2nfi(t) + 8))
- 27 [ {ry(t)| cos (2nf t) sin (2mfi(t) + 9)]
+ 2.7 {3 {ry(®)} sin@nf 1) sin (2rfu(t) + 9)}.

(A.4)

where .7, denotes the low-pass filter operator.
After some simplification, one has

r(8) =R {ri(B)} cos (¢, (t) + 9) = 3 {r} ()} sin (¢, (1) + 9)
- iR )} sin (¢, + 9) = j3 ()] cos (¢, () + 9) (A.5)
=r;(t) exp (—j (¢s(t) +9)),

where ¢, (t) denotes the accumulated phase offset introduced by Af(t), due to the
asynchronous receiver clock,

t
() = 27 ft AFDAT, Af, = n(Bf.. (A.6)
0
Finally, the received baseband signal is written by

ry(t) = asy(t — () exp (—f (2rfcT(te) + Pp(t) + Py (1) + 9)). A7)
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A.2, CRLB of Time Delay Estimation
A.2.1. Single Path Channel

The probability density function (PDF) of a vector r, which contains N, received
ranging samples, is given by

folrlr) = exp (~(r - HO)Q7 ! (r - (1)), (A.8)

1
nNsdet(Qy)

As shown in (3.5), the variance matrix Q, is assumed to be 02 Iy,
Then, by taking the logarithm for the PDE one has

Inf,(rlt) = - Nyln (r0?) - (r - F(0) Q7 (r — (7)), (A.9)
and its first derivative is written by

dInf,(r|t) (9r (T)
at

By the definition of the Fisher information matrix, and considering a single
unknown variable, one has

&r(’c)

Q! (r —7(0)) + (r - 7(0))"Q; ! (A.10)

nf,(r|t)
FIM(7) = —]E{T}
~ r(q:) ) I (t) ., IF(1) (A11)
=-S5 QE{e-F)f+ — Q" -
i‘H( ) ar(T) r(T)
+ =20 ==+ E{e - ) o o
As only white Gaussian noise is considered, with

E{r-#1)}=0, (A.12)

(A.11) can be rewritten by

(A.13)

FIM(2) 22((97H(1)Q;1M) > (3SE(T)QY 85;,(1))
JT ks

where s;,(7) contains the samples of baseband ranging signal in (3.3).
Then, the Cramer-Rao lower bound of the time delay estimation based on the
ranging signal s,(t) can be given as

’ 1 a?
oz > = , (A.14)

TT FIM(t _ _\2
(7) 242 Ely:[iol (9517[7;? T])

which only depends on the waveform of the ranging signal s, (), as well as the
propagation gain a.




196 A. Appendices

Additionally, the signal-to-noise ratio (SNR) is defined by

1

1 N,-1
Tombs 20 E" Isylnl? N
SNR = = = , 15
N()B 0'2 ( )

where N, denotes the noise spectral density, B denotes the signal bandwidth, and
E, denotes the signal energy written by

Ts

ym
E, = f Isy() Pt
0

Note that if the symbol rate is equal to the sample rate, then the SNR is E,/(N/2)
[62].
In order to link the CRLB with the SNR, (A.14) can be rewritten by

1
02 > paw—E (A.16)
NLS 2o Ispln]2 26\1571( T )
o 2 20" slnlP
According to Parseval’s theorem, one has
-1, s N,/2 Y .
NV P AP TN, (IAF) ISP
ND) o N.2 — =4n°p (A.17)
0 |Sb[n]| dt Zi:—NS/Z |Sb(1)|

where S,[i] denotes the spectrum of the ranging signal s,[n], Af denotes the fre-
quency resolution (e.g., subcarrier spacing when using OFDM signal) and 2 is a
measure of the signal bandwidth [62].

Finally, the CRLB of time delay estimation is given as

1
2> —— . A.18
e = 412 SNRN,? (A.18)

A.2.2. Two-Path Channel

In this appendix, we derive the elements of the FIM considering a multiband sig-
nal in a two-path channel. For the ease of derivation, the modulation on each
subcarrier is assumed to be BPSK (i.e., |c;[> = 1).

The first derivatives of mean #,,(#) with respect to the unknown parameters are
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given by
(97’:}[—:1’1‘] = - j2nay :S/z::/lz ¢ exXp (]271 ) (fm + fi) exp (‘]27" (fm + fl)Tl)
arr(n?[_:z"] - 2, ;_Vg/lzcz exp (]2“ )(fm + fiyexp (<2n(fu + fi)r2)
% ) /Z/ e (fzﬁ ) exp (<2 + f)72)

where f,, is the central frequency of the m-th signal band.

Considering a single band OFDM signal in a two-path channel, the elements
of the FIM can be derived as follows.

9rm(u) (77‘m(u) 222 Nzl A )

Ton o z——ZNS/z(fl + )
(W) P _ RS ) )

9T1 (9’[2 == Z__Zs/z(fi + fm) €xp (_] T((fi + fm)(Tl - TZ))
I () oF,,(u) Ng/2-1

0”’[1 8&1 _] 1277 liZs/z(fi + fm)
() It(u) _ Ny/2=1 .

o da, 7T Z_ZNS,Z(fi + Fur) €XP(-27(fi + fu)(T1 = T2))
P, (1) 87‘m(u) 22472 Nyl ' )

19’[2 3’[2 4 l__zs/z(fz + fm)
I () oF Ng/2-1
T T foon 33 (fi+ fd exploi2nlfi + fuls ~ 1)

2 ! i="Ny/2

P (1) (77‘m(u) Nyl

8’[2 &az ]227Z Z (fl+fm)

i=—Ngy/2
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(W) IF,u(U) _ 0T (W) OF,, () _

(90[1 &0[1 8&2 &012

St 7 Ny/2-1
T (W) OF (1) _ 3 exp(i2n(fi + fu)(T1 — 72)

i=—N,/2

N

0_)6\11 0_)a2

The FIM based on a single band OFDM signal is written by

2 [A, B,
Pm(u)=;[cm Dm] o
.19
2 [dutm) dum)
[Fm(u)]z‘j=;m[ ‘L;ui guj ]

In addition, to simplify the notations, we define

fi=-Ny2
Fo= [N s Fo=F 00,
fi=Nj2-1
[ cosn(fy + fi=—Nny2)7T) ]
Gn(7) = cos(2m(f ffi:—Ns/2+1)T) )
| cos(2m(f, + fi=Ng2-1)7) |
[ sin@27(f,, + fi=——n,2)7) |
Po(0) = sin2n(f,, +.fi:—Ns/2+1)7——) ’
| SIn@n(fy + finp-1)0) |

where © denotes the dot product.
In addition, letting the relative delay as 7,; = 7, — 79, the FIM in (A.19) can be
given by

~T ~ )
A = 24 fmfm %q;(Tz,l)fm
m = at4n a3 2 25T
a—lqm(Tz,l)fm pvi S
0 pin(t21)f
B, =a;2 % cem = Ch
m=& n[—z—jpﬁ(rzrl)fm 0 "

D :[ N lglqm(TZ,l)].
" 1N (T21) N
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A.3. Flop Count

The computational complexity is evaluated by the number of required flops. First,
we compute the required flops for time delay estimation, which is based on (3.27).
Given M, signal bands with N, subcarriers in each of the bands, and considering
an L-path propagation channel in the estimation model, the design matrix A(t)
becomes an M,N,-by-L matrix.

It should be noted that instead of computing the number of the flops sepa-
rately for the imaginary part and the real part, the complex value component is
treated as a single term when we compute the number of flops. In addition, for
notation simplicity, the variable 7 is removed in the following derivations.

One can first analyse the computational complexity of the following term

-1
B = (A"Q{A) AMQ{H, (A.20)
which is part of the cost function (3.27), and can be rewritten by

HO-1 _ AHN-1
(A"QH'A) B =AMQiH )
CCHB =r.

Given an M,N,-by-M,N; variance matrix Qg, the inverse of such a matrix re-
quires 2(M,N;)%/3 flops [174]. However, it is only computed once, and will be ap-
plied for both time delay and carrier phase estimation. Therefore, the number of
required flops for Q' is not taken into consideration in the following derivations.

By applying the triangular decomposition (e.g., Cholesky decomposition), AHQ A
= CCH requires L%/3 flops [174], when L is larger than 1.

Let z = CHB, one can have

Cz=r, CHB=z.

As shown in [121], to obtain an L-by-1 vector z requires L? flops. Afterwards, an-
other L? flops are needed to obtain B from z.

In addition, L(M,N,)(2M,N,-1) flops are required to obtain A"Qf}, and L2(2M,N,—
1) flops for AHQy! - A, (2M, N, —1)L flops for AHQ! -H. Then, M,N,(2L-1) flops are
needed to compute AB, and (M,N,)? flops for AB-H" to compute the cost function
in (3.27). Finally, the trace requires (M,N; — 1) flops.

Therefore, to compute the cost function (3.27) for each grid point, the number
of required flops is derived by

flops,,, =(1 +4L)(M,N;)? + 2(L? + L)(M,N,) + L33+ [~ L-1, L>1. (A.22)

If there is only a single path considered in the simplified model for time delay
estimation, the number of flops is given by

flops, . = 5(M,N,)? +4M,N, -1, L=1. (A.23)
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Then the number of flops required for the complex gain estimation (3.24), from
which the carrier phase of the LoS path is derived, is identical to the one in B as
shown in (A.20), which is given by

flops = AL(M,N,)® + 2L2(M,N,) + L2~ L +13/3, L>1. (A.24)

cge
Similarly, if there is only path considered for carrier phase estimation, the number
of flops is derived as

flops__ = 4(M,N,)*> +2(M,N,), L=1. (A.25)

cge
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A.4. Correlation Function of OFDM Signal
A.4.1. Single Band Signal

Based on the received signal and the locally generated reference signal (5.1) with
BPSK modulation, the correlation function is written by

Ny—1 i . N,-1
cap(T) = I\lls nE:;) %\/ﬁpﬂfﬂ ;22(:) exp (jZniPAf(nTs - T)) exp (—jZanPAf(nTs —T))
L Nil (—-j2mkPAf (nT, - 7)) 2 NpPAS (nT, - 7)
C— exp (-j2n nTs - 7)) exp |j2m nTy—7
VN, & ( 2 )
) N,=1N,-1
:%Iz\lnfﬁ) (]ZnN f("C T)) E Z exp( —j2m(it - kT)PAf)
st\p i=0 k=0

N;-1
. Z exp('

n=0

)

where P stands for the pilot spacing (if all subcarriers are used as pilots, then P =
1), Np denotes the number of pilots out of N, subcarriers in the OFDM signal, and
T, denotes the sample interval, Af denotes the subcarrier spacing, 7 stands for

the propagation time delay, and 7 denotes the variable of the correction function.
Since

(A.26)

Nil ik Sil’l(ZTZ%) —kN.-1
exp (j2n n) = exp (]2n : ),
n=0 N; sin (Znﬁ) Ny 2
and
. i-k
sin (2717) ~ {Ns/ i=k
sin (271%) 0, i#k’
(A.26) can be rewritten by
N,-1
) P
csp(T) :%nfﬂ) exp (jﬂNpPAf(T - T)) exp (—j27'ciPAf(T - ’f))
p i=0
) N,-1
:%pnfﬂ) exp (janPAf(T - T)) exp (—jZnPAf CR— ’f)) (A.27)

sin (2n % paf(r - T))

sin (2R%PAf(T - T)) '
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A.4.2. Multiband Signal

Assuming each band has the same modulation given by (5.1), and the spacing be-
tween two adjacent activated signal bands is SAf, so the received signal from the
m-th activated band is written by

Np/2-1

iP
Tmln; 7] _dm E exp (j2nl—n) exp (—j2n(iPAf +(mS - M/2)Afg + fc)T)
Ny, ;.. /2 N,
Rl N,PAf (A.28)
a . . .
:ﬁ’: ; exp (j2miPAf(nT, - 7)) exp (—]2n p2 (nT. - T))
exp (—j2n((mS ~ M2)Afg + f)t),m =1, .. M,,
where M, denotes the total number of activated signal bands for ranging,
M-1
M, =1 5 ] +1. (A.29)

If all signal bands shown in Fig. 2.4 are used for ranging, then M, = M and S = 1.

In addition, if the multiband signal only appears in a certain range of the spec-
trum (e.g., about hundreds of MHz), the attenuation «,, is approximately assumed
to be the same. Hence, for simplicity, «,, is set to 1 for all M, activated signal bands.
Combining the correlation function based on a single band OFDM signal (A.27),
the correlation function of the multiband signal can be rewritten by

1 M, (Ns-1
Cnp (T) = > [ D, rulm; tlspln; ﬂ]
am=1\n

=0

M,-1

:csb(”f)AT E exp (—jZRmSAfG(T - T)) exp (—j27'( (M/2-S)Afg(t - ”c’))
a m=0

=cy(%) exp (—j2m(M/2 - S)Af (T - 7)) exp (—janA fo(t-7) M. - 1)

| sin (ZnSA Folt - f)n%)

M sin (ZRSAfG(T - ’f)Ts%) ‘
(A.30)
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A.5. Minimum Eigenvalue
Considering the following random n dimensional vector x

x~ W (2 € RN, Q,, € RN (A.31)

we can have the following inequality (i.e., Chebyshev’s inequality)

t
Pl -z > 2) < M), (A.32)
Te
and .
P(l-xB<r?)>1- w (A.33)
Te

Now, the estimator is assumed to be constrained in an origin-centered circle
of radius r,, with a probability larger than P, (i.e., P (||J_C -x| < rg) > P,). One can
have the following sufficient condition

p, <1 - FaceQu) (A.34)
2
and
trace(Qyy) < (1 — P,)r2. (A.35)

Here, as the variance matrix Q,, is presented by the CRLB, one can have the fol-
lowing inequality

trace(Qyy) < <1 -P)r, (A.36)

u
Amin{FIM}
where A i, {FIM} denotes the minimum eigenvalue of the FIM. Now, we can derive
the lower bound for the minimum eigenvalue of the FIM, which is given by

Amin{FIM} > (A.37)

(1-P)rE






Notation

E{} expectation

D{-} variance

R” n-dimensional space of real variables

cr n-dimensional space of complex variables
z" n-dimensional space of integer variables
Iy identity matrix of size N

1y N-by-1 vector of 1

)T transposition

O conjugate

()" Hermitian operation

)y summation

f integral

) random variable

) estimate

j imaginary unit

R{-} real part of a complex value

3{-} imaginary part of a complex value

F Fourier transform

T low-pass filter

tr{-} trace of a matrix

diag() diagonal matrix formed by its vector argument
det(-) determinant of a matrix

avg {-} average of a vector

arg{-} argument of a complex value

[]; element in the i-th row and the j-th column of a matrix

[1; the i-th element in a column vector
(1, Q) Gaussian distribution with mean g and variance matrix Q
& ./ (4,Q) complex Gaussian distribution with mean p and variance matrix Q

x2(n, A) noncentral Chi-square distribution with n degrees of freedom and noncen-
trality parameter A

[Ix]12 Euclidean norm (||x||? = xTx)

llelly Iy norm (|lxlly = |xy| + ... + lxnl, x € RY)

H vector of channel frequency response

A generic symbol for a design matrix

u generic symbol for a vector of unknowns

uppercase boldface letters (e.g., F, except H) are generally used for matrices, and
lowercase boldface letters (e.g., r) are used for column vectors.
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ACF
AoA
ARP
BOC
BPSK
CDF
CDMA
CFO
CIR
CcP
CPE
CRLB
ESPRIT
FIM
FSPL
GB
GNSS
ICI
(DFFT
ISI
LAMBDA
LoS
LS(E)
MF
MIMO
ML(E)
MUSIC
NCO
NFO
NLoS
OFDM
PCO
PCV
PDF
PDoA
PLL
PoA

List of Acronyms

autocorrelation function
angle-of-arrival

antenna reference point

binary offset carrier

binary phase shift keying
cumulative distribution function
code division multiple access
carrier frequency offset

channel impulse response

cyclic prefix

carrier phase estimation
Cramér-Rao lower bound
Estimation of Signal Parameters via Rotational Invariance Technique
Fisher information matrix
free-space path loss

Gabor bandwidth

global navigation satellite systems
inter-channel interference

(inverse) fast Fourier transform
inter-symbol interference
Least-squares AMBiguity Decorrelation Adjustment
line-of-sight

least-squares (estimation)

matched filter

multiple-input and multiple-output
maximum likelihood (estimation)
MUltiple SIgnal Classification
numerically controlled oscillator
normalized frequency offset
non-line-of-sight

orthogonal frequency division multiplexing
phase center offset

phase center variation

probability density function
phase-difference-of-arrival

phase locked loop

phase-of-arrival
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List of Acronyms

PPM
PPS
PPP
PRN
PSD
(RYMSE
RSS
RTK
Rx

SC
SFO
SNR
SOP
TDoA
TDM
TDE
ToA
Tx
USRP
UWB
WR-PTP

part-per-million
pulse-per-second

precise point positioning
pseudo-random noise
power spectral density
(root) mean-square-error
received signal strength
real-time kinematic
receiver

subcarrier

sampling frequency offset
signal-to-noise ratio
signal-of-opportunity
time-difference-of-arrival
time division multiplexing
time delay estimation
time-of-arrival
transmitter

Universal Software Radio Peripheral
ultra wideband
White-Rabbit precision time protocol
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