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Workflow analysis is a young research field that has been
gaining traction in recent ycars. Work in this field aims to im-
prove the efficiency and safety in operating rooms by analysing
surgical processes and providing feedback or support, where
observations are made and evaluated by algorithms rather than
human experts. For our study, we mount five cameras from
different angles in a Catheterization Laboratory (CathLab) to
observe and analyse Cardiac Angiogram procedures. To auto-
mate the classification of workflow and personnel activities, we
propose a pipeline that first automates the camera calibration
of the 5-camera network then detect locations of medical
equipment and track personnel activities.

One of the most common ways to calibrate camera networks
is to use coded targets or markers [1]. However, cameras
might accidentally move after the calibration, causing all 3D
data calculated wrongly, therefore, the cameras need to be
re-calibrated. The re-calibration can be time-consuming. An
alternative is to use techniques based on Structure from Mo-
tion (SfM) which exploit the image correspondences between
different views. But these are often difficult to establish when
there is limited overlap between different views. To address the
above limitations, we propose an automatic camera calibration
framework in the CathLab, which relies on Scaled-YOLOv4
[2] to detect fixed objects and uses automatic model based
on artificial neural networks to extract selected key-point
features from each image frame. Then point-correspondences
between the image frame and the 3D coordinates are used to
compute one calibration set. A RANSAC-based filtering and
aggregation algorithm is used to generate a robust estimate
of the extrinsic parameters of each camera. The calibration
framework is shown in Fig.1.(b).

For object detection, we apply the state-of-the-art method
Scaled-YOLOV4 [2], as it has extremely fast processing speed
and decent precision. However, we find Scaled-YOLOvV4 still
has difficulties detecting transparent objects such as lead
shields In order to detect such objects, we propose an object
detection algorithm based on Scaled-YOLOv4 with an auxil-
iary Dice Loss. The Dice Loss [3] establishes the right balance
between objects and backgrounds automatically, making the
boundary of objects attract more attention and contribute
to more discriminative features. The proposed algorithm is
consequently more powerful in detecting transparent objects.
Moreover, Scaled-YOLOvV4 is tailored for datasets of single
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view without taking advantage of the information contained in
multiple views. In this work, we also design a filter following
the object detection algorithm to refine the bounding boxes
of objects by considering detection results from different
cameras. The full pipeline of our object detection algorithm is
shown in Fig.1.(a).

Multi-person tracking hinges on the accurate estimation
of 3D human poses from multiple views. Most previous 3D
pose estimation methods train their models directly on a 3D
pose dataset, however, such data is unavailable for the task at
hand. To solve this problem, we decompose 3D human pose
estimation task into two stages (see Fig.1.(c)), avoiding the
need to large amounts of 3D pose data: we fine-tune Scaled-
YOLOv4 and HRNet for 2D pose estimation in the first stage,
and use a matching algorithm [4] to match corresponding 2D
poses from multiple views and then reconstruct 3D poses in
the second stage. The proposed 3D human pose estimation
algorithm is orthogonal to the traditional multi-view tracking
algorithm, and hence can be integrated with them flexibly.
Once trained, our method can be easily generalized to different
Cathlabs.
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Fig. 1: Diagram of the proposed pipeline: (a) Object detection
algorithm; (b) Automatic Extrinsic Calibration Framework; (c)
Multi-person tracking algorithm.
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