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H I G H L I G H T S G R A P H I C A L  A B S T R A C T

• This paper provides a framework for 
software independent DEM simulations.

• The simulations covered free-flowing to 
cohesive materials.

• Particle level results matched between 
EDEM and PFC.

• Bulk level results differed with a satis
factory level of agreement.

• Software independent use of calibrated 
material models should be done with 
caution.
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A B S T R A C T

Although DEM (Discrete Element Method) was introduced >40 years ago, there are still various challenges in 
applying it with a certain level of confidence. To develop a realistic material model, calibration, validation, 
particle shape representation and scaling are well-known challenges that have been studied by various re
searchers over the past two decades. In addition, once a realistic DEM material model is developed and published 
in line with open science principles, it is unknown to what extent the calibrated values can be used across 
software packages. Although a benchmark between 8 open source codes was recently published, it did not cover 
cohesive materials, rolling friction models, realistic calibrated material behaviour, and commercial software that 
is widely used in industries.

The aim of this study is to investigate the portability of input parameters between different codes and to 
identify if software independent calibration is possible. We propose a framework to assist DEM users in industry 
and academia to reach a software independent DEM simulation when required.

To compare the results between software packages, the framework considers the following aspects: 1) identical 
implementation of contact models, 2) single contact modelling, 3) bulk level simulation, and 4) identical post- 
processing. This framework is demonstrated for two contact models (Hertz-Mindlin and Edinburgh Elasto 
Plastic Adhesive) with rolling friction model and two commercial software packages (EDEM and PFC) but is 
applicable for any other (open-source) software. Moreover, two realistic calibrated material models are included 
to cover a range of material characteristics, from free-flowing incompressible materials to cohesive compressible 
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materials. This study shows that individual particle level simulations give identical results, bulk level simulations 
show differences for both contact models. In general, users should use parameter values from other software 
packages with caution, especially where critical or sensitive applications are modelled. This paper also highlights 
the use of novel computation techniques, such as the GPU engine, to achieve practical computation times when 
modelling industrial applications.

1. Introduction

The Discrete Element Method (DEM) is a numerical approach used 
for the modelling of granular materials. In DEM, individual particles are 
modelled as discrete elements and contact models are used to resolve the 
forces and moments acting at particle-particle and particle-wall con
tacts. DEM can accurately model the characteristics of granular mate
rials under static and dynamic conditions. Once an industrial application 
is accurately simulated using DEM, simulation-based optimization 
methods, such as meta-heuristic and surrogate modelling can be applied 
to enhance a product or process [1,2,6].

DEM is typically used in the food, pharmaceutical, agricultural and 
mining industries. Here the interest is in bulk materials handling during 
storage, transportation and processing. Examples include the transport 
of material on conveyor belts and through transfer chutes [3–5], the 
interaction with equipment such as excavators and grabs [1,6,7], par
ticle mixing and blending [8,9], and particle breaking or crushing [10].

In these industries and applications, the focus is on accurately 
modelling and predicting the bulk behaviour of the material, and not 
necessarily the behaviour of individual particles. This approach allows 
for a number of simplifications and assumptions to be made to speed up 
the computation time, especially when large scale industrial applica
tions with billions of particles are analysed. For example, the particle 
shape can be simplified [11–14], the particle size can be increased 
(upscaled or coarse graining, [15]) and the contact stiffness can be 
reduced (to increase the stable timestep, [16]).

The DEM input parameters are defined at the particle and contact 
level (meso-scale), which determines how the bulk behaviour (macro- 
scale) is modelled. The input parameters include, for example, the 
particle-particle coefficient of sliding friction. This parameter is difficult 
to measure experimentally, especially if the particles are small and 
irregular in shape and size. Thus, it has become standard practice to 
calibrate the input parameters [17]. During the calibration process, a 
laboratory experiment is conducted in which the material bulk behav
iour is observed and measured, such as the angle of repose for example. 
The experiment is then repeated in DEM, and the input parameters 
adjusted until the bulk behaviour matches that of the experiment. 
Depending on the number of parameters that need to be calibrated, more 
than one calibration experiment is usually needed to identify a unique 
set of parameter values [18].

The calibration of DEM models has been investigated by several re
searchers and applied in many applications, as reviewed by Coetzee 
[19]. However, when different software packages are used, it is not 
guaranteed that the input parameter values calibrated with one package, 
would provide identical results in another package. Researchers and 
DEM practitioners often assume parameter values from literature and 
make use of it without first investigating possible differences in how the 
parameters are used or implemented in the different software packages.

The contact models can be complex with seemingly small differences 
in implementation, even when the basic theoretical formulations are 
identical. However, these small differences in implementation can lead 
to large differences at the bulk level. Contact detection is a major 
component of any DEM code and up to 90% of the computation time can 
be attributed to contact detection and force resolution [20,21]. The 
software packages make use of different algorithms and implementa
tions to efficiently detect contact and to perform the overlap distance, 
area or volume calculations. There can also be differences in the time 
integration schemes employed by different packages, which, even if 

identical timesteps are used, can result in different results.
For other numerical methods, such as the Finite Element Method 

(FEM), numerous studies compared different software packages and 
developed benchmark problems (see for example, [22–27]). However, 
comparisons between different DEM packages, including open-source, 
in-house, and commercial codes, are very limited. Since the introduc
tion of DEM in the late 1970's, less than a handful of studies have been 
published where DEM packages were directly or indirectly compared or 
benchmarked against analytical results.

The variance and sensitivity of results provided by different analysts 
and/or simulation packages for the same problem, can be determined 
through a so-called blind round robin test. These tests are not a direct 
comparison between software packages since the analysts can freely 
choose the specific model details which they think would be the most 
accurate. Several such studies have been published for FEM as discussed 
by Saomoto et al. [28]. However, the authors are aware of only two 
round robin studies involving DEM simulations. Holst et al. [29] asked 
analysts to model the filling of two silos (a model scale and a full-scale) 
with a well-defined granular material and to report the material free- 
surface profile, the stress state in the material and the forces on the 
silo wall. A total of 16 groups of researchers responded using either 
PFC2D, derivatives of the TRUBAL code, or in-house academic codes 
developed at universities. It was concluded that “the discrepancy in the 
results submitted is much greater than first anticipated”. For example, 
the difference in the wall pressure predictions by the various analysts 
varied by one order of magnitude. At the time, the variation in results 
could be partly attributed to the maximum number of particles limited 
to 10,000 for computational reasons, resulting in a relatively low reso
lution for wall pressure predictions for example. However, they also 
concluded that “apparently small changes” in the way that the analysts 
formulated the problem and created the model, could lead to large 
variation in the results.

A second DEM round robin test has only been recently published by 
Saomoto et al. [28]. Note that Saomoto et al. [28] might not have been 
aware of the study by Holst et al. [29], and referred to their own study as 
“the first ever round robin test on DEM”. However, in this study, 
simulated angle of repose results were collected from 16 different groups 
around the world. Although seven different commercial, open-source 
and in-house DEM codes were used, this was not a direct comparison. 
An angle of repose test was conducted by the organizing committee, and 
the details of the experimental setup and materials used were published. 
Participants then had to calibrate their own models and predict the 
angle of repose. Thus, participants ended up using different particle 
shapes, contact models and input parameter values, even in cases where 
the same software package was used. Both the modelled angle of repose 
and the calibrated input parameters were then compared. The predicted 
angle of repose varied significantly, ranging from 29◦ to 44◦ with an 
average of 36◦.

Ramirez-Aragin et al. [30] compared the linear cohesion contact 
model available in the commercial package EDEM, to the simplified 
Johnson-Kendall-Roberts (SJKR) and modified SJKR (SJKR2) models 
available in the open-source code LIGGGHTS. The focus was on powder 
compaction, and a direct comparison between the two DEM codes was 
not made, but the objective was rather to find similarities between the 
options available in both codes.

The first direct comparison between open-source DEM frameworks, 
that the authors are aware of, was recently published by Dosta et al. 
[31]. A total of 8 open-source frameworks were compared using 
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identical input, including initial particle positions, a single contact 
model (Hertz-Mindlin) and (arbitrary) parameter values. The tests 
included a single contact analysis of the impact between two particles 
and a particle against a wall. Further comparisons were based on three 
case studies of typical DEM applications, namely silo discharge, a 
rotating drum, and a single particle impacting on a bed of particles. The 
predicted silo mass flow rate varied by approximately 5%, and the re
sults from the other tests mostly showed levels of variance that one 
would expect from such models. However, in some cases one or two of 
the codes predicted results out of line with the majority. In some cases, 
the discrepancies were due to specific differences in implementation 
(mostly the treatment of tangential contact forces), and in other cases it 
could not be explained at all. Although the benchmark is comprehen
sive, its limitations are that it did not cover rolling friction model, 
cohesive material model, realistic calibrated material behaviour, and 
commercial software that is widely used in industries and academia.

The authors are aware of only two published studies where a direct 
comparison between two commercial DEM software packages was 
conducted. Chung and Ooi [32] developed benchmark tests to verify 
DEM codes at the contact for spherical particles. The DEM results were 
compared to analytical solutions obtained from elasticity theory, FEM 
results and experimental measurements, and included elastic normal 
impact and oblique collisions. Although the focus of this study was to 
develop the benchmark tests, two commercial DEM codes, namely 
PFC3D (Version 3.0) and EDEM (Beta Version) were used. Where the 
results from these two packages were directly compared the difference 
was reported to be in the order of 0.1%.

Rahman et al. [33] directly compared the angle of repose modelled 
with two commercial software packages, EDEM (Version 2.3) and PFC 
(Version 4.0.187). They did not compare the two packages at particle or 
contact level, only at bulk level by modelling and comparing the static 
angle of repose using the Hertz-Mindlin (no-slip) contact model. It was 
shown that when using the built-in models, which are seemingly iden
tical, totally different results can be obtained (angle of repose of 44◦

versus 30◦) due to differences in the actual implementation. These dif
ferences were, however, not analysed at the contact (particle) level.

Chung and Ooi [32] noted that it was unclear whether the numerous 
DEM codes had been verified against fundamental benchmark problems 
and that no standard benchmark tests existed for DEM verification. 
About 13 years later, Salomon et al. [34] observed that despite intensive 
development of new open-source and commercial DEM codes, theoret
ical verification at both the particle and bulk levels is rarely performed 
or documented. Besides the two round robin tests, only three published 
studies in the past 13 years have benchmarked DEM codes against 
analytical results or another DEM code. One recent study compared 
open-source codes [31], and two studies from 13 years ago compared 
commercial codes, with Chung and Ooi [32] focusing on single contact 
modelling and Rahman et al. [33] on bulk level modelling.

It is clear that DEM code verification and benchmarking is important, 
however, such studies are either not conducted or not published. One 
reason for this could be a lack of clear guidelines or a framework for 
comparing different software packages. Fig. 1 shows the scope of this 
paper, which is establishing a framework for comparing DEM software 
packages, using seemingly identical contact models and input parameter 
values. The aim is to investigate the portability of input parameters 
between different codes and to identify if software independent cali
bration is possible. The two packages used are EDEM Version 2021.1 by 
Altair and PFC Version 7 by Itasca Consulting Group.

Two contact models were used, namely the non-cohesive Hertz- 
Mindlin (no-slip) model, and the Edinburgh-Elasto-Plastic-Adhesion 
(EEPA) model. Both of these two models are available in EDEM and 
PFC as built-in models. However, the Hertz-Mindlin model in PFC does 
not include rolling resistance. Thus, for the purpose of this study, rolling 
resistance was added as a user-defined model. Section 2 provides the 
theoretical background of the two contact models and highlights the 
differences in implementation, and how parameter values can be scaled 

to obtain identical results.
The bulk behaviour of the material is a result of thousands of parti

cles making contact, and identical bulk level predictions cannot be made 
if the behaviour at particle or contact level is different. Thus, different to 
existing studies, here the codes are compared at both contact level and 
bulk level. In Section 2.2.1 a single contact is analysed where two par
ticles make contact in the normal and shear directions respectively. The 
contact between a single particle rolling down an inclined wall is also 
analysed. Then, in Section 2.2.2 the predictions in material bulk 
behaviour are compared by modelling a draw down test and comparing 
various measures. Lastly, the computation time to model a draw down 
test with varying number of particles is compared, using identical con
ditions and input parameter values in the two codes while using the 
same workstation to avoid hardware influences.

This study covers domains that can be controlled by a commercial 
software user, while not necessarily including the black box or ‘under 
the hood’ domain that is controlled by software developers, as shown in 
Fig. 2. These ‘under the hood’ differences are considered uncontrollable 
and given.

The novelty of this study is that next to benchmarks for free-flowing 
material by the widely used Hertz-Mindlin contact model, we also 
include rolling friction, and include a benchmark for the Edinburgh 
Elasto Plastic Adhesive (EEPA) contact model to represent cohesive 
materials. In addition, to the authors knowledge it is the first to compare 
commercial software on benchmarks. The framework provided is soft
ware agnostic and can provide a basis as well as benchmarks for future 
comparisons at contact and bulk levels.

2. Materials and method

2.1. Contact models

Two contact models were used in this study, namely the Hertz- 

Fig. 1. Proposed framework for software independent DEM simulations.
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Mindlin (no-slip) model and the Edinburgh-Elasto-Plastic-Adhesion 
(EEPA) model. Although the models are well described in literature, 
the basic framework is presented here and some of the implementation 
differences in PFC and EDEM highlighted. A rolling resistance model 
was also used in conjunction with the Hertz-Mindlin and EEPA models.

2.1.1. The Hertz-Mindlin contact model
The contact force in the normal direction is given by an elastic 

(Hertz) component FH
n and a damping component Fd

n , 

Fn = FH
n + Fd

n (1) 

The normal force acts in the direction defined normal to the contact 
plane which is easily updated from timestep to timestep based on the 
contact kinematics. The contact force in the shear direction acts in a 
direction perpendicular to the normal and should be updated incre
mentally. As such, it is best presented in vector format and similar to the 
normal force, has an elastic and damping component, 

Fs = FH
s +Fd

s (2) 

The formulation of the normal and shear forces is further presented 
below.

2.1.1.1. Elasticity in the normal direction. In the Hertz model, the force 
in the normal direction FH

n between two contacting pieces is given by, 

FH
n =

4E*

3Re
a3 (3) 

where 

Re =

(
1
R1

+
1
R2

)− 1

=
R1R2

R1 + R2
(4) 

is the effective radius at the point of contact and Ri (i = 1,2) is the radius 
of the two contacting bodies. With contact between a particle and a wall, 
the radius of the wall is taken as infinite (zero curvature), and the 
effective radius is equal to that of the particle. E* is the effective Young's 
modulus given by, 

E* =

(
1 − ν2

1
E1

+
1 − ν2

2
E2

)− 1

(5) 

where Ei and νi are the Young's modulus and Poisson's ratio of the two 
contacting pieces (i = 1,2). Hertz's theory further shows that the rela
tion between the radius a of the contact patch (assuming spherical 
particles and a circular contact patch) and the contact overlap δn in the 
normal direction (total deformation of the two particles at the point of 
contact) is given by, 

a =
̅̅̅̅̅̅̅̅̅
Reδn

√
(6) 

Substituting this relation into Eq. (3), results in the well-known form 
of the Hertz contact force in the normal direction, 

FH
n = knδn =

(
4
3
E*

̅̅̅̅̅̅̅̅̅
Reδn

√
)

δn =
4
3
E*

̅̅̅̅̅
Re

√
δ

3
2
n (7) 

where the secant stiffness kn = 4
3E

* ̅̅̅̅̅̅̅̅̅̅
Reδn

√
is non-linear and a function of 

the normal overlap δn. The tangent normal stiffness kt
n, used to calculate 

the damping force, is given by, 

kt
n =

∂FH
n

∂δn
= 2E*

̅̅̅̅̅̅̅̅̅
Reδn

√
= 2E*a (8) 

2.1.1.2. Elasticity in the shear direction. The contact force vector in the 
shear direction FH

s is incrementally updated, 

FH*

s = FH,dt− 1
s + kt

sΔδs (9) 

where Δδs is the shear displacement increment and the tangent shear 
stiffness kt

s is a function of the normal overlap δn, 

kt
s = 8G*

̅̅̅̅̅̅̅̅̅
Reδn

√
= 8G*a (10) 

where G* is the effective shear modulus, 

G* =

(
2 − ν1

G1
+

2 − ν2

G2

)− 1

(11) 

During a given time step, the normal overlap δn might change, and 
the value at the start of the current time step is used in Eq. (10). 
Furthermore, the shear force is limited by the Coulomb friction 
condition, 

FH
s =

⎧
⎪⎪⎨

⎪⎪⎩

FH*

s if
⃒
⃒FH*

s

⃒
⃒ ≤ μsFH

n

μsFH
n

FH*

s
⃒
⃒FH*

s

⃒
⃒

otherwise
(12) 

where FH
n is the Hertz normal force at the end of the current time step 

(Eq. (7)), and μs is the interface coefficient of sliding friction.

2.1.1.3. Damping in the normal direction. The viscous (dashpot) damp
ing force in the normal direction is given by, 

Fd
n =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− 2βn

̅̅̅̅̅̅̅̅̅̅

mckt
n

√

δ̇n PFC

− 2
̅̅̅
5
6

√

βn

̅̅̅̅̅̅̅̅̅̅

mckt
n

√

δ̇n EDEM
(13) 

where mc =
m1m2

m1+m2 
is the effective contact mass with mi (i = 1,2) the mass 

of the two particles (for particle-wall contact, the effective mass is equal 
to that of the particle), kt

n is the tangent normal stiffness given by Eq. (8), 

Fig. 2. Different domains influence the software dependency of DEM simulations.
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δ̇n is the relative normal translational velocity, and βn is the critical 
damping ratio in the normal direction. This ratio takes a value βn = 0 
when there is no damping, and βn = 1 when the system is critically 
damped.

Note the different implementation in PFC and EDEM where an 

additional constant 
̅̅
5
6

√

≈ 0.9129 is introduced in the latter. For com
parison purposes, the values of the critical damping ratio βn used in the 
PFC models were scaled by this constant to ensure the same imple
mentation as in the EDEM models. Furthermore, the relation between 
the coefficient of restitution (CoR) and the critical damping ratio is given 
by, 

β =
− ln(CoR)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ln2(CoR) + π2

√ (14) 

For example, when CoR = 0.1 is reported in this text, a value β =

0.591 (Eq. (14)) was effectively used in EDEM (second condition in Eq. 

(13)), while a value of β = 0.591
̅̅
5
6

√
= 0.539 was used as PFC input (first 

condition in Eq. (13)) to ensure the same damping force.

2.1.1.4. Damping in the shear direction. The viscous damping force in 
the shear direction is given by the vector, 

Fd
s =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− 2βs

̅̅̅̅̅̅̅̅̅̅

mckt
s

√

δ̇s PFC

− 2
̅̅̅
5
6

√

βs

̅̅̅̅̅̅̅̅̅̅

mckt
s

√

δ̇s EDEM
(15) 

where δ̇s is the relative shear translational velocity vector, βs is the 
critical damping ratio in the shear direction, and kt

s is the tangential 
shear stiffness given by Eq. (10). Here too, the value of βs used in PFC 
was adjusted for the difference in implementation.

2.1.2. The EEPA contact model
This model is an extension of the linear hysteretic model by Walton 

and Braun [35] and was developed and first implemented by Morrissey 
[36] into the EDEM software package. At the time of this study, the 
EEPA model was not available in PFC as a build-in option. Therefore, a 
user-defined model was developed and implemented based on the 

description provided in Morrissey [36] of which some of the details were 
confirmed in a personal communication [37].

The contact force in the normal direction is given by the EEPA 
component FEEPA

n and a viscous damping component Fd
n , 

Fn = FEEPA
n + Fd

n (16) 

Similarly, the contact force in the shear direction is given by (in 
vector notation), 

Fs = FEEPA
s + Fd

s (17) 

The formulation of each component is further presented below.

2.1.2.1. The EEPA force in the normal direction. The model allows ten
sile forces to develop and also for non-linear force-displacement (over
lap) behaviour as shown in Fig. 3. The load-displacement curve is 
defined by the constant pull-off force F0, the loading branch stiffness k1, 
the loading-unloading branch stiffness k2, the minimum force Fmin, the 
adhesion branch stiffness ka, and the plastic overlap (deformation) δp. 
The force in the normal direction is given by, 

FEEPA
n =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

F0 + k1δm
n if k2

(
δm

n − δm
p

)
≥ k1δm

n

F0 + k2

(
δm

n − δm
p

)
if k1δm

n > k2

(
δm

n − δm
p

)
> −

F0 − kaδχ
n if − kaδχ

n ≥ k2

(
δm

n − δm
p

)
kaδχ

n (18) 

Contact is activated at a normal overlap δn = 0, where the force 
jumps to a value F0 (which should take a negative value). Virgin loading 
follows the k1-branch defined by the stiffness k1 and the overlap δn raised 
to the power m (first condition in Eq. (18)). The maximum overlap δmax is 
a history dependent parameter and is updated and stored with the 
contact.

Unloading follows the k2-branch defined by the stiffness k2 and the 
plastic overlap δp (second condition in Eq. (18)). This branch uses the 
same exponent m as the k1-branch, and the stiffness k2 is defined in 
terms of the plasticity ratio λp,

k2 =
k1

1 − λp
or λp = 1 −

k1

k2
(19) 

When λp = 0, k2 = k1 and there is no plastic behaviour, and when 

Fig. 3. EEPA model force-displacement relation in the normal direction.
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λp→1, k2→∞ and the behaviour is perfectly plastic. The stiffness k1 is 
defined in terms of the effective Young's modulus E* (Eq. (5)), in a 
format similar to that of the classic Hertz model [36], 

k1 =
4
3
E*

̅̅̅̅̅
Re

√
(20) 

The plastic overlap δp is defined as the overlap where the force on the 
k2-branch is equal to the pull-off force F0 (and not where the force is 
equal to zero as indicated in the original text by [36]), and is given in 
terms of the maximum overlap and the plasticity ratio, 

δp = λ
1
m
p δmax (21) 

Unloading along the k2-branch results in a tensile (adhesive) force, 
and at the plastic overlap δp, the force is equal to the pull-off force F0. 
Further unloading follows the same branch, until the magnitude of the 
adhesion force is equal to the minimum force Fmin (at δn = δmin), which is 
given by, 

Fmin = F0 −
3
2

πγ*a (22) 

where γ* is the contact effective surface adhesion energy which is based 
on the Johnson-Kendall-Roberts (JKR) model for adhesive forces taking 
van der Waals effects into account [38]. The contact patch radius 
(assuming a circular contact area) a is given in terms of the plastic 
overlap δp, 

a =
̅̅̅̅̅̅̅̅̅̅̅̅
2δpRe

√
(23) 

If the surface energy (γ*) is set to zero, the adhesion branch is a 
horizontal line and Fmin = F0. Once the force is equal to Fmin (at δn = δmin) 
during unloading on the k2-branch, further unloading switches to the ka 

or adhesion branch (third condition in Eq. (18)). The overlap exponent 
(χ) and the adhesion stiffness ka is calculated as follows, to ensure that 
upon further unloading on the adhesion branch, the force is equal to F0 

when δn = 0, 

ka =
F0 − Fmin

δχ
min

(24) 

where the overlap corresponding to the minimum force is given by, 

δmin =

(

δm
p +

F0 − Fmin

k2

)1
m

(25) 

Note that the adhesion stiffness ka is not constant, and indirectly 
dependent on the load history (dependent on Fmin, which depends on the 
plastic overlap δp, which again depends on the maximum overlap δmax).

If the contact is unloading along the k2-branch, and then starts to 
reload, the same k2-branch is followed until the k1-branch is reached. 
Further virgin loading follows the k1-branch and will result in an 
increased and updated δmax (and δp). If the contact is unloading along the 
ka-branch, and then starts to reload, a k2-branch is followed as shown in 
Fig. 1. In this case, the value of δp is updated to where this k2-branch is 
equal to the pull-off force F0.

On the k2-branch, the force has a minimum limit if unloading is 
allowed to continue until zero overlap δn = 0 (Fig. 1) and under some 
circumstances, it is possible for the unloading branch not to reach the 
minimum force Fmin. The minimum force limit that can be achieved 
when unloading on the k2-branch, is given by, 

Flimit
min = F0 − k2δm

p (26) 

If the minimum force given by Eq. (22) is less than this limit (larger in 
magnitude) Fmin ≤ Flimit

min , the adhesion branch would never be reached 
and the solution for the minimum overlap δmin in Eq. (25) would have no 
real solution. This might occur when, for example, a relatively high 
surface energy is specified, and a specific contact has a relatively small 

maximum overlap. To avoid such a situation, the minimum force Fmin is 
modified and set to the average of the pull-off force F0 and limit force 
Flimit

min , 

Fmin =

⎧
⎪⎪⎨

⎪⎪⎩

F0 −
3
2

πγ*a if Fmin > Flimit
min

1
2
(
F0 + Flimit

min
)

otherwise
(27) 

2.1.2.2. The EEPA force in the shear direction. Similar to the Hertz- 
Mindlin model, the shear force vector is incrementally updated, 

FEEPA*

s = FEEPA,dt− 1
s + kt

sΔδs (28) 

with the tangent shear modulus given as a function of the normal 
overlap [36], 

kt
s = ksf 8G*

̅̅̅̅̅̅̅̅̅
Reδn

√
(29) 

where G* is given by Eq. (11) and ksf is a scaling factor for the tangential 
stiffness.

To account for cohesive effects in the tangential direction, the 
Coulomb friction limit is usually modified. This is a relatively simple 
approach which is easy to implement and is based on the work by 
Thornton [39] and Thornton and Yin [40] who showed that with 
adhesion present, the contact area decreases with an increase in the 
tangential force. The tangential force reaches a critical value, which 
defines the transition from a “peeling” action to a “sliding” action. 
Assuming the JKR theory [38], it is shown that at this critical point, the 
contact area corresponds to a Hertzian-like normal stress distribution 
under a load of 

(
FH

n + 2Fpo
)
, where FH

n is the elastic force according to 
Hertz's theory and Fpo is the pull-off (maximum tensile/adhesive) force 
[41–43].

A similar approach is used in the EEPA model (and other cohesion/ 
adhesion models), and the updated force from Eq. (28) is limited by the 
following criteria, 

FEEPA
s =

⎧
⎪⎪⎨

⎪⎪⎩

FEEPA*

s if
⃒
⃒FEEPA*

s

⃒
⃒ ≤ μs

(
FEEPA

n − Fmin
)

μs
(
FEEPA

n − Fmin
) FEEPA*

s
⃒
⃒FEEPA*

s

⃒
⃒

otherwise
(30) 

where the normal force FEEPA
n is given by Eq. (18) and the minimum force 

Fmin by Eq. (27). Note that the input value of Fmin should be specified as 
negative, thus the reference force 

(
FEEPA

n − Fmin
)

in Eq. (30) is always 
larger or equal to zero.

2.1.2.3. The damping force in the normal and shear directions. The 
viscous (dashpot) damping force in the normal and shear directions is 
given by Eq. (13) and Eq. (15) respectively. However, the tangent 
normal stiffness kt

n is dependent on the active contact branch, 

kt
n =

⎧
⎪⎪⎨

⎪⎪⎩

mk1δm− 1
n if on the k1 − branch

mk2δm− 1
n if on the k2 − branch

χkaδχ− 1
n if on the ka − branch

(31) 

and the tangent shear stiffness kt
s is given by Eq. (29).

2.1.3. The rolling resistance contact model
Various rolling resistance models exist, as reviewed by Ai et al. [44]. 

The so-called Type C model is implemented here as also presented and 
promoted by Wensrich and Katterfeld [45]. The rolling resistance 
moment Mr is incrementally updated, 

M*
r = Mdt− 1

r + kt
rΔθb (32) 

where kt
r is the tangent rolling resistance stiffness and Δθb is the incre
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ment in bend-rotation and based on the contact kinematics (see PFC [46] 
for definition). The rolling stiffness is given by, 

kt
r = kt

sR
2
e (33) 

where kt
s is the tangent shear stiffness given by Eq. (10) and Eq. (29) for 

the Hertz-Mindlin and EEPA models respectively. Re is the effective 
contact radius (Eq. (4)). The up- dated moment is then checked against 
the friction limit, 

Mr =

⎧
⎪⎪⎨

⎪⎪⎩

M*
r if

⃒
⃒M*

r

⃒
⃒ ≤ μrRe

(
FEEPA

n − Fmin
)

μrRe
(
FEEPA

n − Fmin
)
(

M*
r⃒

⃒M*
r

⃒
⃒

)

otherwise
(34) 

where the same arguments, as used for the shear force, are used to in
crease the limiting moment by the effects of the cohesive force Fmin. The 
normal force FEEPA

n is taken at the end of the timestep and μr is the co
efficient of rolling friction. With the rolling stiffness kt

r proportional to 
the shear stiffness (Eq. (33)), it can be shown that damping is not needed 
in the rolling direction [45].

2.2. Simulation strategies

To compare the results of the two different software packages for the 
same input parameters, a series of simulation tests was developed at 
different levels, namely particle (or contact) level and bulk level.

2.2.1. Particle level simulations
First, simulations were undertaken at particle or contact level, which 

included the following:

1. The normal contact between two colliding particles
2. The shear impact between two particles
3. The rolling of a single particle on an inclined plane (wall)

The setup of each of the simulation models is described in more detail 
below and in each of the tests, the following key performance indicators 
(KPI) were recorded and used in the comparison:

1. The contact force as a function of time
2. The contact velocity as a function of time
3. The contact overlap as a function of time

while varying the following parameters:

1. The contact model (Hertz-Mindlin or EEPA)
2. The shear modulus
3. The adhesive force

2.2.1.1. Simulation A: normal contact between two colliding particles.
Two equally sized spherical particles moved toward each other with an 
identical initial velocity vp = 1 m/s, but in opposite directions as shown 
in Fig. 4. The gravitational acceleration was not activated, thus the 
particles moved with a constant velocity until contact was made. Table 1

provides the DEM input parameters which were kept constant, and 
Table 2 provides the levels of the parameters that were changed.

It is known that the rebound velocity of particles depends on the 
coefficient of restitution. For that reason, the influence of this coefficient 
on the simulation KPIs was investigated for both contact models. Also, 
the shear modulus was varied to compare the behaviour of the contact 
models for two different levels of the contact stiffness.

2.2.1.2. Simulation B: shear contact between two colliding particles. Two 
spherical particles collided in the shear direction, as shown in Fig. 5. The 
simulation setup was similar to that of Simulation A in terms of input 
parameters that are listed in Table 1; with three differences. Firstly, in 
Simulation B, to create a shear contact, the centre-to-centre distance of 
the two particles was Dp− p = 0.99m

(
= 2Rp

)
where Rp is the particle 

radius. That ensured that a shear contact formed between the two par
ticles when moving toward each other with the identical initial velocity 
of vp = 1 m/s. Secondly, in Simulation B the shear modulus was set to a 
fixed value of 5 MPa, and was not varied as in Simulation A. And lastly, 
the Hertz-Mindlin model with the restricted rotation option was used 
and the coefficient of static friction was varied with three levels of 0.1, 
0.3, and 0.5 to create various degrees of tangential contact force.

2.2.1.3. Simulation C: rolling of a single particle on a plane. To compare 
the implementation of the rolling resistance model in PFC and EDEM, a 
spherical particle rolling down a rigid inclined plane under the action of 
gravity was modelled. A particle with a radius of 5 mm was generated 
with its centre a distance of 17.5 mm above a horizontal plane. Testing a 
particle size different from those in Simulations A and B ensures that the 
comparative particle level analysis is not scale-variant. The component 
of the gravitational acceleration in the direction normal to the plane was 
set to gn = g⋅cos(θ) where θ is the desired angle of inclination and g the 
magnitude of the gravitational acceleration. While keeping the compo
nent of the gravitational acceleration tangent to the plane zero, the 
particle dropped to the plane and through contact damping, the energy 
was dissipated, allowing the particle to come to rest on the plane (zero 
velocity). The inclination was then modelled by keeping the component 
of the gravitational acceleration normal to the plane unchanged, but 
adding a component tangent to the plane, gt = g⋅sin(θ), using g = 9.81 
m/s2 and θ = 10◦ in this case.

Table 3 shows the constant input parameters, while the coefficient of 
rolling friction was varied using three levels respectively: 0, 0.1 and 0.2. 
The angular velocity over time was analysed as the primary KPI.

Fig. 4. Simulation A: Two spherical particles collide in normal direction with a 
relative velocity of 2 m/s (vp = 1 m/s).

Table 1 
Constant DEM input parameters in Simulation A: Normal contact between two 
colliding particles.

Parameter Unit Value

Poisson's ratio (υ) – 0.3
Particle density (ρp) kg/m3 1000
Coefficient of sliding friction (μs) – 0.1
Coefficient of rolling friction (μr) – Rotation restricted
Particle radius (Rp) m 0.5
Time-step (Δt) s 5e-5

Table 2 
Variable DEM input parameters in Simulation A: Normal contact between two 
colliding particles. Note: the value of βs used in PFC was adjusted for the dif
ference in implementation between EDEM and PFC ref. Eq. (13) and Eq. (15)).

Variable Unit Levels

Coefficient of restitution (CoR) – 0.01, 0.10, 1.00
Contact model – EEPA, Hertz-Mindlin
Particle shear modulus (G) MPa 0.5, 5
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2.2.2. Simulation D: bulk level
Simulations were also performed to compare the bulk behaviour as 

predicted by the two software packages. For this purpose, a draw down 
test (DDT) was used since it provides a number of bulk variables to 
measure, such as the angle of repose in the top and bottom compart
ments, the material mass in either compartment, and the material void 
ratio. The DDT is often used in calibration of DEM input parameters as 
shown by Roeplal et al. [53].

The simulation setup of the DDT is schematically shown in Fig. 6. The 
entire container was 1 m high, 0.5 m wide, and 0.2 m deep (out of 
plane). To create identical initial conditions in EDEM and PFC, particles 
were loosely generated in the upper compartment, first in EDEM, and 
before it was allowed to settle, the coordinates of each particle were 
exported to a text file which was imported into PFC, where the particles 
were then duplicated. Thereafter, the particles were allowed to settle 
over a period of 2.0 s, with Fig. 6a showing the static condition just prior 
to opening of the slides. Opening of the slides happened over a period of 
0.5 s, after which the simulation was continued for a further 5.5 s to 
reach a static state. Fig. 6b shows the final condition, where a pile with 
an angle of repose of θbot was created in the bottom compartment. Also, 
an angle of repose of θtop was created in the top compartment. The 
simulation was repeated at least 5 times, while following the workflow 
above to keep identical conditions in EDEM and PFC.

To measure the angle of repose we applied a measurement method 
based on that described in Mohajeri et al. [54]. Fig. 7a shows the particle 
configuration (position) at the end of the simulation. A grid bin is then 
defined as shown in Fig. 7b (not to scale) with the domain dimensions 
and number of bins given in Table 4 for the various measurements. All 

the bins containing a particle are then flagged, resulting in a binary 
image as shown in Fig. 7c. The area of the top angle and the bottom half 
of the lower angle are then isolated (Fig. 7d and e respectively). The 
width and height of the particle heaps are measured, and a window of 
interest defined using the ratios shown in Fig. 7d and e. This eliminates 
the rounded edges of the heap and ensures that the angle is measured 
where the slope is more linear. Within this window, the edge of the heap 
is found (using Matlab image processing and contour tools) as shown in 
Fig. 7d and e. Using linear regression, a straight line is fitted to the edge 
(contour within the window of interest) of which the slope is defined as 
the angle of repose (Fig. 7f and g). Although Fig. 7 shows only the 
measurement of the angles on the right-hand side, both the left-hand and 
right-hand angles were measured and then averaged. This procedure 
was applied to all the simulation results, ensuring consistent measure
ments without manual input and human influence.

In addition, the kinetic energy prior to opening the slides and the 
voidage in the top compartment was measured. The voidage (ε) was 
determined by: 

ε =
ρp − ρb

ρp
(35) 

where ρb and ρp are bulk and particle density, respectively. To determine 
the kinetic energy density and bulk density, a grid bin is defined in the 
top compartment. Table 4 shows details of this grid bin. The grid bin is 
placed within the bulk material, which ensures that boundary surface is 
excluded from the density calculation.

Two distinct types of materials were modelled, including a free- 
flowing (non-cohesive) material and a cohesive material. The free- 
flowing (or non-cohesive material) material was based on iron ore pel
lets, as calibrated in Lommen et al. [55] using the Hertz-Mindlin contact 
model. Table 5 provides the main DEM input parameters of the iron ore 
pellets. The cohesive materials were based on moist iron ore, as cali
brated in Mohajeri et al. [54] using the EEPA contact model. Table 6
provides the main input parameters of the moist iron ore. Both the free- 
flowing and the cohesive materials were modelled without a particle size 
distribution (mono-sized).

2.3. Deterministic modelling

When calculations are performed in parallel using multiple central 
processing units (CPUs or cores) or threads, different results can be 
obtained when running the same model multiple times using the same 
input. The reason for this is that the order of the computations (order of 

Fig. 5. Simulation B: Two spherical particles collide in the shear direction with 
a relative velocity of 2 m/s (vp = 1 m/s). Dp− p defines the centre-to-centre 
distance of the two particles and equals 0.99 m here.

Table 3 
Constant DEM input parameters in Simulation C: rolling of a single particle on an 
inclined plane.

Parameter Unit Value

Contact model – Hertz-Mindlin with rolling 
model C

Particle radius (Rp) mm 5
Shear modulus (G) MPa 100
Poisson's ratio (υ) – 0.25
Particle density (ρp) kg/ 

m3
3900

Sliding friction (μs) – 0.2
Coefficient of restitution (CoR) and (critical 

damping ratio β)
– 0.1 (0.54)

Fig. 6. Schematic view of simulation setup of draw down test; a) prior to 
opening slides, and b) the final condition with measurable angle of repose in 
both top and bottom compartments.
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the threads or thread interleave) will differ each time that the model is 
executed, resulting in roundoff errors accumulating differently. The 
results from such a model are non-deterministic and can complicate 
software development and debugging. Providing customer support is 
also more difficult if the error cannot be duplicated by the code 
developer.

In a DEM model the computation difference, due to multi-threading, 
accumulates every timestep and can result in a different final answer 
with particles ending up in a slightly different position for example. All 
of these results are valid, and the difference per calculation is in the 
order of finite precision floating point error (PFC).

However, using programming methods specifically developed for 
this purpose, multi-threaded computations can produce identical results 
using a deterministic thread schedule [58]. This, however, comes at the 
cost of computation time. In PFC the user can select between deter
ministic and non-deterministic modelling, and it is estimated that the 
difference in computation time is approximately 15% (PFC). In EDEM, 
computations are deterministic, and there is not an option for users to 

Fig. 7. Steps to measure the angles of repose: (a) particle configuration at the end of the simulation, (b) grid fitted to the model (not to scale), (c) grid-based material 
configuration, (d-e) the window of interest applied to the top and bottom angles respectively and finding the material edge, (f-g) fitting a straight line to the edge and 
measuring the top and bottom angles of repose respectively.

Table 4 
Details of grid bin for measuring kinetic energy and bulk density in the top 
compartment of the Draw Down Test. Width and height are shown in Fig. 6.

Measure Direction Depth Width Height

Kinetic energy and bulk density Dimension 
(m)

0.2 0.5 0.15

Number of bins Number of 
bins

1 10 4

Top angle of repose (symmetric 
half)

Dimension 
(m)

0.05 0.25 0.2

Number of 
bins

1 50 40

Bottom angle of repose (symmetric 
half)

Dimension 
(m)

0.05 0.25 0.3

Number of 
bins

1 50 60
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select non-deterministic modelling.

3. Results

3.1. Particle level simulations

3.1.1. Results of Simulation A: normal contact between two colliding 
particles

3.1.1.1. Hertz-Mindlin contact model. The outcome of Simulation A in 
EDEM and PFC matched perfectly. Note that the markers are purely used 
to indicate the different curves and do not present a data point. Fig. 8
shows the normal contact force when the Hertz-Mindlin contact model 
was used. Fig. 8a shows the elastic (spring) force component over time, 
and Fig. 8b shows the total force (elastic component plus the damping 
component) over the dimensionless contact overlap (δn/Rp). Varying 
the coefficient of restitution, affected the contact forces, with a higher 
coefficient of restitution resulting in a higher spring force component 
(Fig. 8), due to an increase in the normal overlap (Fig. 8b and Fig. 9). 
Also, a coefficient of restitution of 1.00 resulted in a perfectly elastic 
contact where no damping force component was recorded for both 
EDEM and PFC.

Fig. 9 shows the Hertz-Mindlin dimensionless contact overlap over 
time. The contact overlap was the highest at CoR = 1.0, as no damping 
force prevented the development of contact overlap. Fig 10 shows a 
particle's normal velocity over the dimensionless contact overlap. With a 
CoR = 1.00, a purely elastic contact was created where all the kinetic 
energy was transferred between the particles, therefore the magnitude 

of particle velocity was the same prior and after the contact, namely 1 
m/s. In contrast, a CoR = 0.01 resulted in an almost perfectly plastic 
contact where the kinetic energy of the particle was damped; for that 
reason, the particle velocity dropped to almost 0 m/s.

Both EDEM and PFC were able to capture the effects of varying the 
coefficient of restitution on the normal contact between two spherical 
particles, tested with three different levels of CoR. Note that, due to the 
difference in implementation, the damping ratio in PFC was scaled in the 
results presented here as discussed in Section 2.1.1.3 (Eq. (13)). If this 
was not done, the results would have differed from that of EDEM and 
users should be aware of such seemingly small differences that can result 
in larger differences at the bulk level.

Next, the effects of varying particle shear modules on the normal 
contact between two colliding particles was tested. The results presented 
in Fig. 11a show the normalised overlap as a function of time, and 
Fig. 11b shows the elastic force component as a function of the overlap. 
In this model, a CoR = 0.01 was used to prevent a large overlap (i.e. 
larger than 1% of the particle diameter) between the two particles. A 
higher shear modulus (G = 5 MPa) resulted in a stiffer contact spring 
with a small overlap between particles, while a G = 0.5 MPa resulted in a 
longer contact duration and a larger overlap. Based on these results, it 
can be concluded that the implementation of the Herz-Mindlin model is 
identical in EDEM and PFC in terms of normal contact (if the damping is 
scaled as discussed above).

3.1.1.2. EEPA contact model. Furthermore, Simulation A was used to 
compare EDEM and PFC's implementation of the EEPA contact model. 
Fig. 12 shows that the EEPA normal contact spring force over the 
dimensionless contact overlap, matched between EDEM and PFC when 
the constant pull-off force (F0) was set to zero. Also, the peak contact 
force was comparable to the simulation with the Hertz-Mindlin contact 
model.

Next, the constant pull-off force was set to F0 = − 1250 N, to 
investigate if both software packages could accurately model the 
attractive force. As a result, as shown in Fig. 13, a constant attractive 
force of -1250 N was measured, which confirms the identical imple
mentation of the EEPA contact model in EDEM and PFC.

In summary, the outcome of Simulation A is that EDEM and PFC 
produced identical results when a small difference in the implementa
tion (damping ratio scale) was accounted for. This was verified for two 
different contact models, the Hertz-Mindlin and the EEPA model, with 
various levels of the coefficient of restitution, the particle shear modulus 
and the attractive force. Therefore, a variety of materials, ranging from 
free-flowing to cohesive can be simulated with EDEM and PFC using 
identical input parameter values and the results can be expected to be 
identical at contact level, i.e., software agnostic or software independent 
modelling.

3.1.2. Result of Simulation B: collision of two particles in the shear 
direction

EDEM and PFC produced identical results for the tangential force 
(elastic component) during shear contact for three different levels of the 
coefficient of static friction (Fig. 14). When the coefficient of static 
friction was 0.1, it took 0.034 s to reach the maximum tangential force of 
202.4 N, then the tangential force dropped to zero until contact was 
broken. With higher levels of static friction, the contact duration was the 
same, while the peak force increased in magnitude for both EDEM and 
PFC in an identical manner. Therefore, it could be concluded that the 
implementation of the tangential force (and the Coulomb condition for 
frictional slip) is identical in EDEM and PFC.

3.1.3. Results of Simulation C: rolling of a single particle on a plane
The results from EDEM and PFC for simulation C also matched 

perfectly, and this shows that the implementation of the rolling resis
tance model (type C) is identical in both software packages. It is 

Table 5 
Main DEM input parameters of free-flowing (dry) iron ore pellets in Simulation 
D, the draw down test. For a complete set of input parameters is referred to 
Lommen et al. [55].

Parameter Unit Value

Contact model – Hertz-Mindlin with rolling 
model C

Particle radius (Rp) mm 5.5
Shear modulus (G) MPa 100
Poisson's ratio (υ) – 0.25
Particle density (ρp) kg/ 

m3
3700

Coefficient of restitution (CoR), particle- 
particle

– 0.10

Sliding friction (μs), particle-particle – 0.21
Rolling friction (μr), particle-particle – 0.10
Coefficient of restitution (CoR), particle- 

geometry
– 0.10

Sliding friction (μs), particle-geometry – 0.41
Rolling friction (μr), particle-geometry – 0.10

Table 6 
Main DEM input parameters of cohesive iron ore in Simulation D, the draw down 
test. For a complete set of input parameters is referred to Mohajeri et al. [54].

Parameter Unit Value

Contact model – EEPA
Particle radius (Rp) mm 5.5
Shear modulus (G) MPa 7.5
Poisson's ratio (υ) – 0.25
Particle density (ρp) kg/m3 4500
Sliding friction (μs), particle-particle – 0.31
Sliding friction (μs), particle-geometry – 0.37
Coefficient of restitution (CoR) – 0.01
Constant pull-off force (F0) N − 0.0025
Surface energy (γ*) J/m2 8.00
Contact plasticity ratio 

(
λp) – 0.20

Loading-unloading exponential (m) – 1.50
Adhesion exponential (χ) – 1.50
Tangential stiffness scaling factor (ksf) – 0.40
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important to compare this implementation since the definition of the 
kinematics of contact rolling between two particles can vary [44]. If the 
increment in rolling angle or the rolling radius are defined differently, 
the resistance torque will differ even if the angle-torque relation and slip 
condition are identically implemented.

Fig. 15 shows the angular velocity of the spherical particle with three 
different levels of rolling friction. When the coefficient of rolling friction 
was set to μr = 0, the angular velocity increased linearly from 0 to 7000 

deg./s over a period of 0.5 s in both EDEM and PFC. By increasing the 
coefficient of rolling friction to μr = 0.1, the rate of change decreases by 
50%, and the angular velocity at the end of simulation was equal to 
3500 deg./s. Using μr = 0.2, due to a higher rolling resistance, the 
spherical particle did not rotate in either EDEM or PFC. This was further 
analysed, and Fig. 16 shows the rolling torque at the point of contact 
between the particle and the geometry (wall) for the same levels of 
rolling friction. In both EDEM and PFC, a coefficient of rolling friction of 

Fig. 8. Hertz-Mindlin contact force in Simulation A (normal contact between two colliding particles) with three levels of coefficient of restitution: a) contact spring 
force in the normal direction over time, and b) total contact force in the normal direction over the dimensionless contact overlap (δn/Rp).

Fig. 9. Dimensionless overlap in the Hertz-Mindlin normal contact with three levels of coefficient of restitution.
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μr = 0.2 resulted in a torque of 1.74e-5 Nm once the value converged to a 
steady state. Note that the torque showed some small initial oscillations, 
corresponding to similar oscillations in the contact normal direction 
caused by particle settling which is damped out within the first 0.025 s. 
Furthermore, although the particle's rotational speed increased over 
time, the torque remained constant since it has no viscous (damping) 
component and is only dependent on the constant rotation stiffness and 
the effective contact radius.

3.2. Bulk level simulation

Fig. 17 illustrates the resulting piles at the end of the simulation with 
static piles formed in the lower compartment of the draw down model 
simulating cohesive behaviour using the EEPA model (top figure), and 
free-flowing behaviour using the Hertz-Mindlin model (bottom figure). 
Using the EEPA model, both EDEM and PFC were able to capture the 
general cohesive behaviour of the material. The profiles are not identical 
with some visible differences at the bottom and top of the pile for in the 
bottom compartment where EDEM locally shows steeper angles. Using 
the Hertz-Mindlin model, the general free-flowing behaviour is captured 

Fig. 10. Particle velocity vp in the Hertz-Mindlin normal contact with three levels of coefficient of restitution.

Fig. 11. Effect of varying particle shear modules in Simulation A (normal contact between two colliding particles) with the Hertz-Mindlin contact model a) 
dimensionless contact overlap in the normal direction over time, and b) elastic force component in the normal direction over the dimensionless contact overlap 
(δn/Rp).
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by both EDEM and PFC, with a higher mass in the bottom compartment 
with a milder angle compared to the cohesive material as expected. The 
angle of repose looks slightly steeper in the EDEM simulation, for both 
EEPA and Hertz-Mindlin models.

The results of the draw down simulations were further analysed with 
a summary presented in Table 7 and Table 8 for the EEPA and Hertz- 
Mindlin contact models respectively. Multiple results were compared, 
including the mass in the bottom compartment, the angle of repose in 

the upper compartment θtop and lower compartment θbot, as well as the 
mean voidage and mean kinetic energy prior to opening the slides. For 
this comparison, deterministic modelling was used (as a check, each 
model was run five times, and the results were identical for each soft
ware package respectively).

When the EEPA model was used for the cohesive material, the mass 
in the bottom compartment was 0.54 kg higher in EDEM compared to 
PFC, which is only 1.2% of the total mass in the simulation. The angles of 
repose, θtop and θbot were up to 3.91◦ different, with steeper angles 
predicted by EDEM compared to that by PFC. PFC reached a lower level 
of the mean kinetic energy over the same duration (2.0 s), which might 
be due to differences in the time integration scheme. This also resulted in 
a slightly higher voidage in the EDEM model. With identical results at 
the particle level, the bulk level simulation results showed similar but 
not identical results. This is expected due to the stochastic nature of 
granular systems and DEM modelling. Even the exact same model run 
twice on the same software can produce slightly different results due to 
multi-thread non-determinism for example [31]. However, the small 
differences between EDEM and PFC when using the EEPA model can all 
be considered small and acceptable.

When Hertz-Mindlin model was used (to simulate free flowing or 
non-cohesive material), the mass in the bottom compartment was 0.26 
kg higher in PFC compared to EDEM, which was only 0.7% of the total 
mass. The mean voidage was similar between PFC and EDEM, while the 
angles of repose were up to 3.63◦ different.

In general, EDEM produced larger angles than PFC for both contact 
models. The top angle of repose differed by 0.5◦ to 1◦ and the bottom 
angle by up to almost 4◦. The material that remains at the top undergoes 
little motion and the slope is formed by the removal of material that 
shears and flows away. The bottom angle of repose, however, is defined 
by the material forming a new heap and the particles undergo large 
displacement, rotation and re-positioning. Thus, it is expected that any 
differences in the two software packages would be more emphasised by 
comparing the bottom angles and not the top angles.

To answer the question on whether a difference of 4◦ in the angle of 
repose is acceptable, a number of aspects should be considered. Roessler 
and Katterfeld [47] reported that when repeating a simulation using the 
exact same parameter values and model settings, but using a newly 
generated sample of particles from the same PSD, the angle of repose can 
on average vary by ±1◦ (in this study it was <0.4◦). Also, when physi
cally measuring the angle, an acceptable error is <5% [48], which 
equates to 1◦ to 2◦ if the angle of repose is in the range of 20◦ to 40◦.

Thus, an error in the modelled angle of repose of 2◦ is acceptable and 
considered to be accurate for bulk handling applications [17,18,49–52].

Furthermore, the results reported above were obtained by running 
EDEM and PFC in a deterministic mode. However, PFC was also run in 
non-deterministic mode, using identical input and initial particle 

Fig. 12. EEPA contact spring force in Simulation A (normal contact between 
two colliding particles) without cohesive force applied.

Fig. 13. EEPA contact spring force in Simulation A (normal contact between 
two colliding particles) without surface energy (γ*) and with cohesive force 
(F0) applied.

Fig. 14. Tangential force in Simulation B with three levels of static friction.
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Fig. 15. Angular velocity in Simulation C with three different levels of rolling friction.

Fig. 16. Torque in Simulation C with three different levels of rolling friction

Fig. 17. Comparison of the bottom compartment of draw down simulation.

Table 7 
Result of draw down deterministic simulation for EEPA contact model (5 repe
titions with identical initial particle positions) for Δt = 2.0e-5 s.

EEPA 
Contact 
Model

mass in bottom 
compartment

mean 
voidage 
before 
opening 
(ε)

mean 
kinetic 
energy 
density

θtop θbot

[kg] [− ] [J/m3] [◦] [◦]

PFC 19.00 45.69 1.344E-14 51.73 38.24
EDEM 19.54 46.32 2.70E-07 52.24 42.15
Difference 0.54 0.63 2.70E-07 0.51 3.91

Table 8 
Results of draw down deterministic simulation for Hertz-Mindlin contact model 
(5 repetitions with identical initial particle positions) for Δt = 2.0e-5 s.

Hertz- 
Mindlin 
Contact 
Model

mass in bottom 
compartment

mean 
voidage 
before 
opening 
(ε)

mean 
kinetic 
energy 
density

θtop θbot

[kg] [− ] [J/m3] [◦] [◦]

PFC 27.27 42.27 5.62E-16 25.05 25.79
EDEM 27.01 42.43 3.60E-08 26.16 29.42
Difference 0.26 0.16 3.60E-08 1.11 3.63
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positions and repeated 10 times. Using the EEPA model, the average top 
and bottom angles of repose was 51.62◦ and 37.23◦ respectively, with 
standard deviations of 1.25◦ and 0.89◦. These results are within 1◦ of the 
PFC results in deterministic mode (Table 6). However, from the ten non- 
deterministic runs, the difference between the maximum and minimum 
top and bottom angles was 4.17◦ and 3.03◦ respectively. Similarly, using 
the Hertz-Mindlin model, the ten simulation runs resulted in an average 
top and bottom angle of 23.11◦ and 26.58◦ respectively with standard 
deviations of 1.67◦ and 1.46◦. The difference between the maximum and 
minimum angles was 5.24◦ and 4.92◦ respectively. Thus, using identical 
input and purely due to multi-thread non-determinism, the angle of 
repose can differ by as much as 4◦ to 5◦. This also indicates that, even if 
all aspects of the DEM computation cycle are identically implemented, 
and the two software packages both make use of deterministic calcula
tions, but follow different multi-thread scheduling, the angle of repose 
can differ by up to 5◦. Therefore, the difference between the two soft
ware packages of almost 4◦ found in this study, should be considered 
acceptable.

On the other hand, although multi-thread non-determinism can ac
count for the difference in results from the two packages, other differ
ences and effects cannot be excluded. Directions for further analysis 
should include aspects related to solvers, as indicated in Fig. 2, but also 
choice of postprocessing approach. Additionally, careful representation 
of particle interactions at the bulk level should be considered. This can 
be achieved through particle interactions that account for similar ve
locities and cover all degrees of freedom, including torsional and shear 
directions.

In conclusion, with Simulation D, it could be said that with matching 
particle level simulations between EDEM and PFC, the bulk behaviour 
for both the EEPA and Hertz-MIndlin models show a certain level of 
similarity. Thus, if a material model is calibrated with either the Hertz- 
Mindlin (representing free flowing material) or EEPA models (repre
senting cohesive material), the bulk behaviour can be considered soft
ware independent between EDEM and PFC without significant 
differences.

4. Discussion on the computation speed

Three particle level and one bulk level simulations were used in the 
previous section to compare EDEM and PFC, mainly in terms of accu
racy. Additionally, the computation speed of DEM simulations is often a 
primary concern when simulating industrial applications with large 
volumes of bulk material, such as silo flow, transfer chutes, and grabs, 
where the number of simulated particles is often >107 [56]. In this 
section, the computation speed of EDEM and PFC was compared by 
scaling the draw down simulation.

The original scale (S = 1) of the draw down simulation, Simulation D, 
was used as the benchmark, with approximately 36 kg of material and 
14,000 spherical particles. To scale the domain, both the top and bottom 
compartments were scaled in the length direction only (the original 0.5 
m dimension), using scaling factors of S = 2, 4, 8, 16 and 32 with 27,000, 
54,000, 108,000, 215,000 and 430,000 particles, respectively.

The total simulation time was kept constant, and the computation 
time was compared by analysing the minutes that it took to perform a 
second of simulation, as shown in Fig. 18. The computation times of 
EDEM and PFC3D followed a similar trend when the CPU engine was 
used. It took 3.6 min for PFC to simulate a second of simulation time at 
the original scale, while it took 4 min with EDEM (CPU). At a scale S =
32, it took 172 min to perform a second of simulation with PFC, while it 
took 28 min longer with EDEM (CPU). However, for the GPU engine 
used with EDEM, it took only 15.4 min to simulate a second of simula
tion with the domain scale of S = 32. Also, it took between 0.25 and 
0.46 min to simulate a second of simulation per 1000 spherical particles 
in both EDEM and PFC3D when the CPU engine was used, as shown in 
Fig. 19.

5. Conclusions

A proper framework was established to demonstrate that calibrated 
bulk material models can be accurately simulated using different soft
ware packages with the same input parameters. Software independent 
DEM simulations allow users in industry and academia to have confi
dence in the results, once the material model is calibrated and the input 
parameter values adjusted for known small differences in the specific 
software implementation (such as the viscous damping for example).

In this paper, software agnostic results have been demonstrated at 
both particle and bulk level with EDEM and PFC. By including both 
elastic and elasto-plastic adhesive contact models, the findings cover the 
entire range of bulk materials being handled in industry, ranging from 
free-flowing incompressible materials to cohesive compressible 
materials.

To compare the results, everything within the user's control to keep 
identical was ensured, this included initial and boundary conditions, 
contact model implementations, postprocessing and hardware.

With a similar implementation of contact models, particle level 
simulations matched between EDEM and PFC3D, in terms of head-on 
(normal) collision, shear collision and rolling resistance behaviour. 
After achieving identical results in simulations at the particle level, a 
calibration example using the draw down test was conducted to compare 
the bulk behaviour of free-flowing (non-cohesive) and cohesive mate
rials, as simulated by EDEM and PFC respectively. The results of bulk 
level simulations differ but compared adequately well in terms of dis
charged mass into the bottom compartment, the voidage, and the angles 

Fig. 18. Comparing the computation time of EDEM (CPU and GPU) and PFC3D 
(CPU) per second of simulation in various domain scales.

Fig. 19. Comparing the computation time of EDEM (CPU and GPU) and PFC3D 
(CPU) per second of simulation per 1000 spherical particles in various 
domain scales.
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of repose.
Although the angles of repose from the two software packages 

differed by up to 4◦, it was shown that multi-thread non-determinism 
alone can account for this. Users must understand the effects of this, and 
when using software that runs in a non-deterministic mode, it is advised 
to do multiple runs and perform a statistical analysis of the results (at 
least a mean and standard deviation). In general, users should use 
parameter values from other software packages with caution, especially 
where critical or sensitive applications are modelled.

The computation time between EDEM and PFC3D were similar if the 
simulation was done using the CPU engine. Using the GPU engine, bulk 
level simulations were significantly quicker; the difference between the 
computation time with CPU and GPU engines became larger with an 
increase in the number of particles. For instance, the simulation with 
430,000 spherical particles was 93% faster when the GPU engine of 
EDEM was used, while the simulation with 14,000 spherical particles 
was around 50% faster than the CPU engine.

By ensuring that the DEM simulations are software independent, the 
calibrated material models can be used software independently, which 
facilitates using DEM for industrial applications and research purposes. 
Using novel computation techniques, such as the GPU engine, helps 
further to model industrial application with a practical computation 
time.

Next steps should include building up a benchmark framework for 
robust and generalized DEM material models, where both open source 
and commercial codes should be included to leverage the work of all 
(future) DEM users both in engineering practice and academia.
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Conceptualization. Corné Coetzee: Writing – review & editing, Writing 
– original draft, Software, Methodology, Investigation, Formal analysis, 
Conceptualization. Dingena L. Schott: Writing – review & editing, 
Supervision, Resources, Project administration, Methodology, Formal 
analysis, Conceptualization.

Declaration of competing interest

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper.

Data availability

Data will be made available on request.

References

[1] M.J. Mohajeri, A.J. van den Bergh, J. Jovanova, D.L. Schott, Systematic design 
optimization of grabs considering bulk cargo variability, Adv. Powder Technol. 32 
(5) (2021) 1723–1734.

[2] M.P. Fransen, M. Langelaar, D.L. Schott, Application of DEM-based metamodels in 
bulk handling equipment design: methodology and DEM case study, Powder 
Technol. 393 (2021) 205–218.

[3] J. Rossow, C.J. Coetzee, Discrete element modelling of a chevron patterned 
conveyor belt and a transfer chute, Powder Technol. 391 (2021) 77–96, https:// 
doi.org/10.1016/j.powtec.2021.06.012. Elsevier B.V.

[4] A. Katterfeld, T. Donohue, D. Ilic, Application of the discrete element method in 
mechanical conveying of bulk materials, in: 07th International Conference for 
Conveying and Handling of Particulate Solids. Friedrichshafen, Germany, 2012.

[5] D. Ilic, A. Roberts, C. Wheeler, Modelling bulk solid interactions in transfer chutes: 
accelerated flow, Chem. Eng. Sci. 209 (2019) 115197, https://doi.org/10.1016/j. 
ces.2019.115197. Elsevier Ltd.

[6] M.J. Mohajeri, W. de Kluijver, R.L.J. Helmons, C. van Rhee, D.L. Schott, 
A validated co-simulation of grab and moist iron ore cargo: replicating the cohesive 
and stress-history dependent behaviour of bulk solids, Adv. Powder Technol. 32 (4) 
(2021) 1157–1169, https://doi.org/10.1016/j.apt.2021.02.017.

[7] D. Schott, J. Mohajeri, J. Jovanova, S. Lommen, W. de Kluijver, Design framework 
for DEM-supported prototyping of grabs including full-scale validation, 
J. Terrramech. 96 (2021) 29–43.

[8] E. Yazdani, S.H. Hashemabadi, The influence of cohesiveness on particulate bed 
segregation and mixing in rotating drum using DEM, Physica A 525 (2019) 
788–797, https://doi.org/10.1016/j.physa.2019.03.127.

[9] G. Basinskas, M. Sakai, Numerical study of the mixing efficiency of a batch mixer 
using the discrete element method, Powder Technol. 301 (2016) 815–829, https:// 
doi.org/10.1016/j.powtec.2016.07.017.

[10] G.W. Delaney, R.D. Morrison, M.D. Sinnott, S. Cummins, P.W. Cleary, DEM 
modelling of non-spherical particle breakage and flow in an industrial scale cone 
crusher, Miner. Eng. 74 (2015) 112–122, https://doi.org/10.1016/j. 
mineng.2015.01.013.

[11] C. Coetzee, O.C. Scheffler, Comparing particle shape representations and contact 
models for DEM simulation of bulk cohesive behaviour, Comput. Geotech. 159 
(2023) 105449.

[12] U.T. Hoang, N.H.T. Nguyen, Particle shape effects on granular column collapse 
using superquadric DEM, Powder Technol. 424 (2023) 118559, https://doi.org/ 
10.1016/j.powtec.2023.118559.

[13] Y.T. Feng, Thirty years of developments in contact modelling of non-spherical 
particles in DEM : a selective review, Acta Mech. Sinica 39 (2023) 722343.

[14] U.T. Hoang, N.H.T. Nguyen, Particle shape effects on granular column collapse 
using superquadric DEM, Powder Technol. 424 (2023) 118559, https://doi.org/ 
10.1016/j.powtec.2023.118559.

[15] A.P. Herman, Z. Zhou, J. Gan, Y. Aibing, Scaling up studies for mixing of granular 
materials in rotating drums, Powder Technol. 403 (2022) 117408, https://doi.org/ 
10.1016/j.powtec.2022.117408.

[16] S. Lommen, D. Schott, G. Lodewijks, DEM speedup: stiffness effects on behavior of 
bulk material, Particuol. Chin. Soc. Particuol. 12 (1) (2014) 107–112, https://doi. 
org/10.1016/j.partic.2013.03.006.

[17] T. Roessler, C. Richter, A. Katterfeld, F. Will, Development of a standard calibration 
procedure for the DEM parameters of cohesionless bulk materials – part I: solving 
the problem of ambiguous parameter combinations, Powder Technol. 343 (2019) 
803–812, https://doi.org/10.1016/j.powtec.2018.11.034.
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