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1

EXECUTIVE OVERVIEW
In an effort to reduce the time, costs, and health hazards involved with the inspection of aircraft fuel tanks,
Lockheed Martin has commissioned the design of an autonomous inspection drone for fuel tanks to DSE
Group 05 at the Aerospace Engineering faculty, Delft University of Technology. This report entails the con-
ceptual design process of the autonomous robotic tank inspection system - or ARTIS - that has been designed
in this endeavor. The mission need statement, or MNS, which outlines the reason for developing ARTIS is
therefore as follows:

Mission Need Statement Aircraft Maintenance Drone (MNS-AMD): DSE Group 05 will reduce the time and
cost required for the inspection of aircraft fuel tanks.

First of all, the trade-off summary chapter presents a concise summary of the trade-off that was performed
during the midterm stage, in which a final concept was chosen from three preliminary concepts. The follow-
ing three concepts were proposed:

• The Air Travel Drone: this concept optimizes flight time and minimized complexity. Its only way of
travel is flying, while it still has the option to statically land.

• The Hybrid Drone: this concept optimizes the use of power. This concept can not only fly, but also ride
or crawl, thereby decreasing the power usage while inspecting.

• The Power Cord Drone: This drone is connected to an outside power source via a cable. It can thus fly
for unlimited time and does not have the added weight of a battery. On the other hand, additional risks
and complexity are introduced. This concept optimizes data transfer and power capacity.

The three concepts are evaluated based on cost, sustainability, performance, risk and complexity. These
trade-off criteria are weighted based on a requirement classification that quantifies the importance of several
trade-off aspects and the subsequent correlation between the requirement classification and the criteria.
Each concept is then scored for each of the weighted criteria, after which the final trade-off scores presented
in table 1.1 are attained.

Table 1.1: Trade-off execution table

Cost Sustainability Performance Risk Complexity Final Score (0-10)
Weight 11 % 3 % 28 % 40 % 17 % -

Concept 1 9 6.8 7.5 8 6.6 7.62
Concept 2 9 6.4 5.5 5.5 4.6 5.70
Concept 3 8 6.4 8.75 7 4.8 7.14

From table 1.1 it becomes clear that concept 1, the air travel drone, wins the trade-off, and is therefore the
concept that is to be developed in-depth for the final design phase.

The market analysis is presented in the next chapter and reveals that long term profitability could origi-
nate from more markets than merely the aircraft maintenance industry, such as the oil and railroad industry
[9, 10]. The main source of revenue for ARTIS , however, is still projected to originate from the MRO aircraft
industry, for which the entire industry is set to be valuated at $115 B before the end of the next decade com-
pared to $77 B in 2015 [11]. Nevertheless, regulatory and administrative practises could hinder the predicted
growth by stricter safety management requirements and high market entry barriers. Lockheed Martin itself
currently maintains three aircraft projects that are viable for tank inspection with ARTIS, and has a global
infrastructure in place for the phased implementation of ARTIS in existing maintenance procedures [12]. As
such, successful market penetration will aim at the military aerospace section and the commercial aviation
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sector, for which the total fuel tank inspection costs incur $42.9 M and $500 M, respectively, on a yearly basis
[13–16].

Existing competition in the aircraft MRO sector is scarce, with only a handful companies offering inspection
services by virtue of autonomous drones. Moreover, these companies mainly focus on surface inspection
instead of aircraft fuel tank inspection. Long-term efforts will additionally strive to capture market shares
outside the aircraft MRO sector, in which the marine segment and off-shore solutions are of prime impor-
tance in the projected revenue streams.

After that, the requirements analysis chapter presents a complete overview of the subsystem requirements as
well as the user requirements and constraints, which provide insight in the design process and how the drone
should be operated and maintained. The most important requirements are determined to concern the risk
of spark generation that can ignite the fumes inside the tank and potentially cause irreparable damage to the
aircraft, and these are labelled as category 1 driving requirements. The remaining requirements are split into
category 2 driving requirements (unsuccessful mission execution without further harm or injury when not
met), key requirements (mission can still be executed but performance is diminished when not met), and
others (no harm to mission execution when not met but beneficial to mission performance when met). The
majority of category 1 and 2 driving requirements is in regard to performance and risk.

The technical risks that are characterized by a probability of occurrence and severity higher than medium are
presented in the technical risk analysis chapter, where the risks that are unlikely to occur and result in super-
ficial damage can be found in [6] and [17]. The risks that are identified primarily involve system integration
errors and damage to the tank, either from system malfunctioning or sparks, collision damage, communi-
cation errors, operational risks (e.g. getting stuck inside the tank, data corruption, or inaccurate damage
detection), payload and electronics risks, and structural and manufacturing risks. A risk reporting map is
constructed, which reveals that several risks had an unacceptable combination of likelihood and severity as
they are placed in the red top-right corner of the matrix. These risks specifically are sought to be mitigated
during the detailed design phase, after which a post-mitigation risk map can be set up.

Numerous technical resources, namely the masses of the designed subsystems, hardware cost, and flight
time, are derived from the driving and key requirements, after which a design specification values for each of
the technical resources and a corresponding contingency plan are devised. The contingency plan consists of
a Technical Performance Measurement (TPM) method to track the contingencies of the designated technical
resources for several levels of design maturity. The levels of design maturity that are used start at the begin-
ning of the detailed design phase and end at the actual flight hardware test, at which the TPM values should
converge to 1 [18].

The next logical step is commence with the actual design of ARTIS. The propellers are sized to have a diame-
ter as large as possible within the given size constraints with the purpose of minimizing power usage, which
resulted in a propeller diameter of 12.4 cm. In order to accommodate for the surrounding ducts and a layer
of protective foam, the disk area was effectively reduced to 10 cm. Several tested and appropriately sized
propellers were selected from the UIUC database on propeller performance and geometry data, after which
it was determined that none of the examined propellers demonstrated optimal static (hover) performance,
expressed by the Figure of Merit (FOM) [19]. It is proposed that better static performance can be achieved
by altering the GWS DD 4025 propeller to include a more optimal airfoil and an improved blade pitch an-
gle. Three airfoils were selected that possessed beneficial aerodynamic properties at the operating Reynolds
numbers, after which the AH-7-476 airfoil was finally chosen because of its high Cl −Cd ratio and Clmax , com-
bined with a low average Cd [20]. Analyzing the performance of the redesigned GWS DD 4025 using JBLADE
showed an average increase in the FOM of 24 % compared to the regular GWS DD 4025.

The aerodynamic interactions between the propeller and the structural components were subsequently in-
vestigated by performing a simplified CFD simulation, in which only one arm of the drone was analyzed for
simplicity’s sake. At hover condition (T = W), the total drag (pressure and friction drag) generated by the arm
structure is found to be 0.13 N, which implies that the propellers will need to spin around 9.4 % faster com-
pared to a free rotating propeller. Most of this drag can be alleviated with a curved duct inlet, which has low
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pressure on the top side due to the incoming flow velocity of the propeller, and high pressure on bottom side
due to flow stagnation.

Aerodynamic disturbances can also be caused by interactions with the wall (the wall effect). Using a 2D CFD
simulation, a relation between the distance to the wall and lateral force generated by pressure differences
was quantified.

The corresponding motor was selected from the eCalc database based on the motor’s mass as well as power
usage and associated battery mass for a given gravimetric energy density and flight time, and a minimal
thrust-to-weight ratio requirement of 2. This resulting motor that was picked is the RotoX RX1404, which has
a mass of 8.5 g including cabling from the ESC to the motor [21]. Moreover, this motor is able to sustain a
thrust at least twice the drone weight, and is brushless and as such does not create sparks during operation,
thereby mitigating risks A3, which concerns induced sparks during operation, and P1, which deals with the
power required exceeding the available power, respectively.

Structural design starts by determining the loads the structure needs to withstand, for which it was deter-
mined that the most critical loads occurred during an impact with the tank floor when the drone falls from
the tank ceiling at 1 m height, taking into account a 4/3 safety factor. As the toughness of the material alone
cannot be considered enough to absorb the impact energy, energy absorbing polymeric foam is added to
possible impact areas on the drone. As the amount of foam that can be applied to the sides of the duct is
limited by the fact the drone has to fit through 8x12 inch inspection holes, a small layer of medium density
(MD) foam is applied to the sides of the duct, whereas a larger layer of lower density (LD) foam can be applied
to the top and bottom duct surfaces due to more available space [22]. Furthermore, as the maximum forces
exerted on structure are high and can be applied from a multitude of positions, CFR Nylon with 30 % carbon
power is used, which is still isotropic when 3D printed [23].

Table 1.2: Materials quantities used in the final
design

Component Material Weight
Propeller CFR 50 % 7 g
Frame CFR 30 % 74 g
Dense foam Polyurethane 12 g
Light foam Polyurethane 11 g
Static dissi-
pation foil

Aluminum 3.63 g

For static electricity dissipation, the structural components di-
rectly exposed to the airflow from the propeller are covered
in aluminum foil, which makes these components conductive
and as such makes the drone easier to ground. Since cover-
ing the propellers with aluminum foil might lead to damage
to the foil as a result of the high aerodynamic forces, the car-
bon content of the propellers is increased in an effort to make
the propellers more conductive [24]. The carbon content in the
propellers is increased to 50 %, which makes injection mould-
ing the desired manufacturing option for the propellers [25].
Table 1.2 summarizes the materials used and the quantities
required for the final design. The resulting structural design
meets the impact requirement and as a result mitigates risks A6 (damage to fuel tank structure due to colli-
sions) and S1 (undetected manufacturing flaws).

With the materials known, the frame design was performed by approximating the frame structure by straight
beam elements and then applying the matrix displacement method to estimate the loads in all the members
and the total mass of the structure, while adhering to the structural mass budget that was set. The element
thicknesses were adapted iteratively until the calculated stresses in the members did not exceed the failure
stress of the material and the estimated structural mass stayed within the set mass budget. The structural
propeller design was performed by analyzing the imposed aerodynamic loading and conducting a subse-
quent stress analysis. This resulted in structural propeller design for which the estimated mass amounts to
0.178 g.

To ensure proper knowledge of the operational environment, the design contains 4 cameras, an IMU, and 6
time of flight sensors, one on each face of the drone. Two of these cameras are used to provide stereovision,
while the other two serve to provide a full 180° view of the tank for inspection purposes. The camera used
is the CAM1320, it can take 13.2 MP images, and 1080 p video. The pictures and one video feed are stored
on microSD cards which can be inserted into the drone’s motherboard. This motherboard also contains the
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aforementioned IMU, which can operate at up to 1000 Hz all computational capabilities needed, including a
CPU and VPU, Central - and Visual Processing Unit. The VPU is specifically optimized for processing images
and is used to run the guidance algorithms.

The aforementioned electronics need to be powered, this is done with a four celled lithium-polymer battery.
The total capacity of this battery is 15.2 Wh, with a C-rating of 10. This means the battery can deliver an
amperage at which it is empty after 1/10 hours, which is sufficient for ARTIS’s power needs. This power is
delivered to power distribution board, which converts the voltage down and then provides the LEDs, ESCs,
and motherboard with power. The ESCs serve to deliver the right amount amps and voltage to the motors,
depending on signals provided by the motherboard.

One of the most important requirements states that ARTIS should not generate any sparks at all. One such
source is the trioboelectric effect[26], which is what makes friction generate static charge. This effect leads
to the drone gaining a potential difference with respect to the tank. The proposed solution to this effect is to
make the drone conductive in areas which are prone to the triboelectric effect. This is to dissipate the static
charge before it can build up. This solution can however only be verified through testing which is still to be
done. If this solution is not considered to be effective enough it can be combined with another solution like
an anti-static agent.
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Figure 1.1: GNC interfaces framework flow diagram

In the realization of autonomous
flight, it is first and foremost impor-
tant to identify the interfaces be-
tween the principles of guidance,
navigation, and control, for which
the framework that is used in the
GN&C design is shown in figure 1.1.

The localization problem for navi-
gation is tackled by means of sen-
sor data from the cameras, IMU,
and time of flight sensors. Indirect
visual odometry (VO) was deemed
most appropriate for ARTIS given
the nature of the operating environ-
ment and on-board capacity [27,
28]. The sensor features introduced
in turn lead to stereo visual inertial odometry with time of flight sensors as the navigation algorithm that will
be run. The computer vision algorithms are run fully on the on-board VPU. Lines and circles were selected
as descriptors for the environment as they are able to represent the majority of the items in the fuel tank.
The pre-processing of the images for the detection methods then requires RGB conversion to gray scale and
blurring, after which an edge detector can be applied. By applying existing algorithms to the sensor input,
the camera’s position and motion can be estimated. Given this estimation, together with the data from the
IMU and Flight distance sensors, a final estimated is obtained by using a Kalman filter. A test for different
lighting scenarios subsequently revealed that the lighting scenario implemented in ARTIS is advantageous
for increasing the number and accuracy of detected features. Having detected obstacles, the generation of a

collision-free path is required, with an accurate environment representation storing information about oc-
cupancy being needed. Such task is tackled via a voxel grid map, in which the fuel tank domain is divided
into a grid of smaller sub-elements (voxels) [29]. The A∗ algorithm is then chosen as path-planning solution,
employing best-first search in order to find the least-cost path from a starting grid point to the target loca-
tion. Proper flight control and stability are ensured by virtue of a cascaded controller that consists of six PID

controllers, where the three attitude and the altitude controllers are nested in the inner loop and the position
controllers are placed in outer loop. The output command is then run through the motor mixing algorithm
(MMA), which outputs the motor outputs [4]. The choice for PID controllers instead of nonlinear controllers
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was made based on the ease of implementation of PID controllers and the sufficient performance of PID
controllers in analogous quadcopters [4, 30, 31]. The performance of the proposed control scheme evidently
has to be verified and validated in order to confirm that PID controllers yield sufficient performance in the
design for ARTIS as well.
The control scheme was then built in Simulink using MATLAB’s aerospace blockset quadcopter package as a
basis, after which the controllers were individually tuned using the Ziegler-Nichols tuning method [4, 32].

Figure 1.2: Top view render of the final ARTIS layout

The final design is presented in figure 1.2. It shows two colors
of foam, gray and red, being medium density and low density,
respectively.

ARTIS has a total mass of 285 g, with a total power usage of 85 W
for hover. A total distribution of mass and power usage can
be found in figure 1.3. This power usage, combined with the
aforementioned 15.2 Wh battery, leads to a total flight time of
10 minutes and 40 seconds.

Continuing on the subject of time, a fuel tank compartment
consisting of 4 sections can be inspected in 4 minutes and
33 seconds. Extrapolating this to the full wing gives a flight time
for the inspection of about 28 minutes. This is done through
key points, at which the drone stops moving and rotates 360°
in steps of 36°, while the camera field of view is 45°. This al-
lows for a contingency in images if the positional accuracy is
off by a few degrees. The images taken at these points are then
processed after ARTIS has left the tank.

Figure 1.3: Mass and power distribution of ARTIS

Since the design still has some uncertainties a sensitivity analysis is performed, this looks at how a change in
the design would affect it. The first thing looked at is the possible benefits of the ducts, these would decrease
the power required by the engine to hover. This can increase the flight time of ARTIS to up to 20 minutes.

Another possibility is including a solution for grounding, this is estimated to increase the mass by about 6 g
this would then reduce the total flight time by 20 s. This means the mass and flight time requirements can
still be met with a grounding solution.

For general sensitivity, a total of 12 g or 5.7 W can still be added before the 10 minutes requirement is no
longer met. This means there is still some room for changes in the design.
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Contingencies were also tracked per subsystem in the design, the overall contingency ended up exactly at the
point that was predicted, being 25 g. For the subsystems cabling mass was largely underestimated (330 %)
and structural mass was also underestimated (28 %). Payload mass, propulsion mass and hardware costs
were all overestimated by about 50 %. Finally the battery mass was underestimated slightly by 20 % and flight
time was very close at a mere 1.6 % underestimation.

The verification process for control and stability comprises two notions, namely verification of the linear
model itself by confirming that it works as intended and verification of the performance of the linear model
compared to the nonlinear model. For the former, several unit and system tests demonstrates that the lin-
ear model indeed functions as intended. For the latter, the step response characteristics between the linear
model and nonlinear model are compared, which showed that differences between the linear model and
nonlinear model do exist. However, these differences were either deemed beneficial in terms of the actual
response in the nonlinear model, or not detrimental enough for the performance of ARTIS with regard to
control and safety requirements. The Simulink model that was used to tune the PID controllers is therefore
considered verified.

The MATLAB programs for guidance purposes were checked for internal consistency via extensive debug-
ging and by writing unit testing functions. Having assessed no programming errors were present, the sub-
sequent activities aimed at establishing the programs were computing the correct outputs. False obstacles
were added, up to 2 % of the total occupancy map, leading to a rougher path. The algorithm performed as
expected, giving results in a reasonable range of values. To further confirm the MATLAB programs fulfill their
intended purpose, voxels were randomly shuffled, leading to a maximum value of 1 % false or missed obstacle
detection before collision. All of the written functions, besides being free of errors, performed as expected,
yielding results in reasonable ranges, thus hinting at being correctly formulated.

The navigation algorithm is mostly composed of functions from the open source library OpenCV, and as such
the functions have been verified and validated thoroughly already. The verification for navigation therefore
consists of verifying the implementation of the open source functions. The feature detection implementation
by testing different input images, adding shaking or blur, and altering the lighting conditions. It was found
that the performance was sufficient, especially since IMU data can mitigate the problems caused by possible
failure of line detection. Moreover, a second test was carried out that confirmed the possibility of feature
matching and tracking on the fuel tank structure, using a Lucas-Kanade optical flow method [33].

The control and navigation were further validated by writing simulation software that runs both the control
algorithm and an open source navigation algorithm. By doing this it was possible to validate that the control
algorithm works in the typical operating conditions it will encounter in the fuel tank. The possibility to use
VIO algorithms was also validated while showing why using corners as features is sub-optimal in the fuel tank
and why line feature are better in this case. The simulation itself was verified by comparing several test cases
against hand calculation (free fall, constant angular acceleration, etc).

Given the limited time scope, it was impossible to properly validate the guidance algorithms. Instead, pos-
sible validation tests are proposed, starting with implementing the guidance algorithms in the simulation
or in a real-life drone. Subsequently, random obstacles could be introduced in the predetermined path to
confirm whether the guidance algorithms function as such that the drone will avoid these obstacles. Also, a
deliberately erroneous path could be provided to the algorithms in that it directs the drone to fly through a
solid rib section instead of a hole, and then to examine if the drone is able to autonomously correct for this
error by passing through the actual hole, after which it should return to its assigned path.

For structures, the code verification has been performed by checking that the results for all cases satisfy
equilibrium of forces and of moments. Furthermore, for symmetric loading cases, the results were checked
to satisfy symmetry. The MATLAB tool that was used was verified using a finite element simulation in ANSYS,
which reveals that the MATLAB tool provides an accurate estimation for symmetrical load cases, but not for
asymmetrical loading. The results from the FEM analysis were considered and this was then adapted in the
tool, after which the results from the tool and FEM did correspond. The structural design is thus successfully
verified with Ansys. Similarly, A FEM analysis was used in an effort to verify the propeller design, which



7

revealed that the maximum stresses in the propeller are below the tensile strength of the material, which
also verifies the propeller design. The validation for the structure is deemed to be out of the scope of this
projected, as it would require actual testing of the structure.

Verification of the propeller’s increased efficiency (expressed by the Figure of Merit) is verified with CFD
simulation. The propeller geometry was imported in ANSYS Fluent, and using a Multiple Moving Reference
Frame the propeller was spun at a radial velocity of 11000 RPM (the estimated velocity needed for hover).
This simulation resulted in a FOM value of 0.698, slightly lower than predicted by JBLADE, but still a 21.8 %
improvement over the best reference propeller. Further testing will have to be performed to validate this
result.

For grounding, payload and electronics, no numerical or analytic models are used, which implies that verifi-
cation cannot be performed for these subsystems and that focus is solely put on validation. The illumination
requirement was validated by means of using an LED source in the form of a smartphone flashlight to illumi-
nate an area of 1 m2 inside a wing-box. This test was nevertheless considered quite inaccurate, which means
that a safety factor of 2 is applied to the illumination requirement and that LEDs are selected accordingly.
The Simulink color detection algorithm was validated by testing the detection capabilities on a white sheet
of paper with marks. The test demonstrated that the color detection algorithm was able to detect the green
marks, which thus validated the detection algorithm. Due to the fact that the test conditions differ from the
actual conditions in the tank, it is advisable to increase the HSV thresholds to increase the chances of detect-
ing of an anomaly and thereby mitigating risk C6 (inaccurate detection of fuel tank damage/corrosion), even
if that might increase the chance of a false detection.

For the grounding or explosion proofing, it is proposed that it should first be tested whether only some ma-
terial for dissipation of charge would perform sufficiently in general static charge tests. If this is not the case,
the addition of an anti static agent should be tested, after which other solutions can possibly be explored
as well if this combination proves to perform insufficiently. As sparking should be prevented at all times
in the operating environment, an electrostatic charge test was carried to measure the charge build-up on a
hovering drone, which in the end proved to be inconclusive due to the interaction of the present human bod-
ies with the electric field. Improved testing conditions for evaluating the electrostatic charge build-up and
distribution, as well as for the general tests regarding the proposed solution, are therefore proposed.

A reliability, availability, maintainability and safety analysis of ARTIS reveals and determined several impor-
tant characteristic of the product. A failure rate of 1/90min has been estimated at this preliminary stage. This
failure rate is driven by the autonomous flight system as hardware reliability was determined to be high on a
relative level. Maintenance inspections were laid out, with an outline of frequent visual inspections and both
planned and unplanned thorough inspections of ARTIS. Spare parts are to be included with ARTIS and re-
ordered after a certain threshold is reached in order to ensure the availability of ARTIS. Safety is also required
in order to ensure hazard free operations and pubic acceptance.

The operational environment and breakdown establish the actions to be taken throughout ARTIS’ life cycle
from ordering up to discarding. ARTIS will operate within C-130 fuel tanks, each C-130 wing contains 3
separate fuel bays. The fuel bays contain different types of rib structures, some resembling a truss structure
and others resembling flat plates with circular or oval cut outs. Figure 1.4 shows a accurate representation
of the fuel tank environment. Furthermore fueling pipes may also be found along the compartments. The
design of ARTIS takes into account all these environment features and more. Once ARTIS is proved to operate
efficiently such an environment, it may start to be applied in different aircraft such as to expand its presence
in the MRO market.
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Figure 1.4: Side view of the ribs in a C-130 wing

The operational breakdown consists of a high level of initialization, deployment, inspection and retrieval.
The operational breakdown also deals with possible issues that can arise during operations and how they
can be managed. The total operation time is estimated to be approximately 236 minutes for one inspection.

A financial analysis is presented with the purpose of gaining insight in the financial benefits ARTIS could pro-
vide Lockheed Martin during the first year of sales (anno. 2020). To come up with an efficient estimate a Cost
Break-down Structure (CBS) is set up that segments the total cost into system costs, relating to production
and assembly, and supporting costs, where the supporting costs are further divided into shipping & deliv-
ery, maintenance & support, research & development, sales & marketing, and management. The segmented
supporting costs were estimated by means of engineering judgment and verified through a research study
concerning corporate cost breakdowns. By assessing the fixed and variable costs under the production and
assembly costs, it is determined that the total system costs amount to e1433.65, which is below the e2500
AMD-NF-CNST-Cost-01 system cost requirement. Back-engineering the calculation, including the support-
ing costs, then leads to a total first year cost of e10240.35. An analysis on the Return of Investment (RoI)
shows that e8.3 million is earned in the first year of sales, which implies for Lockheed that the inspection
costs saved amount to e30 million. The RoI for the first year is high due to the engineering team agreeing
to low wages and research and development assistance from TU Delft. Nevertheless, one must remain crit-
ical on the results, as e.g. compound effects and USD to EUR conversion rates are not included in the RoI
computation.

Figure 1.5: EcoDesign strategy wheel for ARTIS

ARTIS’ sustainability is also analyzed, this is done by
first looking at the general effect of what this project
is trying to achieve. This effect is deemed to be very
positive, with the main contribution in that respect
being the elimination of the many health hazards to
any personnel tasked with tank inspection [34–38].
Furthermore ARTIS aims to reduce time and energy
spent on this task.

The environmental impact of ARTIS’ lifecycle has
also been analyzed through the UNEP EcoDesign
Strategy Wheel [39]. For this wheel a minimum
score was set, this score was reached with, in most
categories, a fair amount of leeway as can be seen in
figure 1.5. The worst part about ARTIS from a sus-
tainability perspective is the battery.

With the conclusion of the detailed design phase, it
is necessary to revisit the risks in order to determine
how they have been managed and implemented in
the design. Ideally ARTIS has been designed with in-
herit safety principals in mind. With a summary of
the mitigation measures applied during the design
to the previously determined risks, the shortcoming with regards to risk can be identified and dealt with.
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Those risks that are determined to not have been managed appropriately are further mitigated, and new
risks that have only been identified during the design stage are also addressed.

The last phase of this project stage is to verify compliance with the requirements. There were no driving (cat-
egory 1 and 2) or key requirements that were not met to there full extent. Most requirements were fully met,
one was partially met and nine are to be tested or investigated, meaning there was not information available
at the moment to verify their compliance. All driving requirements were fully met with the exception on one
(AMD-NF-CNST-sfty-02 The drone shall not create sparks during inspection.) which is still to be tested and
investigated. Overall, the requirement compliance analysis showed promising results.

As far as post DSE development is concerned, the logical next step would be to build a prototype of ARTIS,
after which thorough testing should be performed. These tests ought to comprise the entire functionality of
ARTIS, i.e. propulsion tests, static charge tests, flight endurance tests, autonomous flight tests, and structural
tests, which will reveal any possible design flaws. After the prototype testing phase is completed, actual full-
scale testing within the operating environment should be done, which opens the door to verification of the
product. This then leads to the start of the production phase, during which a detailed marketing plan can also
be formulated. This market plan should be reassessed regularly to assess the potential scalability of ARTIS
to other possible applications. Simultaneously, it is advised to continue research & development with the
purpose of improving and innovating the current design.
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INTRODUCTION
The rise of automation is continuously generating demand for smart solutions within the Aerospace and
Defence sectors. More specifically, the market for inspections and maintenance is changing rapidly. At this
stage, humans are subjected to dangerous working-environments, while slowly but surely drones are finding
their way into use, providing for better and faster inspections [40].

At Lockheed Martin, fuel tank inspections form an important aspect of the total inspection program, as in
this report it is estimated that $42.9 M (i.e. e38.30 M) is spent annually on obtaining information about
fatigue cracks and other anomalies inside fuel tanks. Currently, this process is performed by humans, and
is considered open for process improvement, due to its hazardous, lengthy and costly nature. The fumes
remaining from flight make it a hazardous environment, and thus long venting time is required. Lockheed
Martin has therefore called out for innovation. Although at this point crawling robots have been investigated
by Lockheed, they prove to be sufficient only for smooth surfaces outside of fuel tanks [41]. Therefore, by
imposing an assignment for the Design Synthesis Exercise at TU Delft, Lockheed Martin hopes to accelerate
the steps towards autonomous and efficient inspection inside fuel tanks. After generating key, driving, and
killer requirements, the following associated mission need statement has been developed.

Mission Need Statement Aircraft Maintenance Drone (MNS-AMD): DSE Group 05 will reduce the time and
cost required for the inspection of aircraft fuel tanks.

A solution to the above posed mission need is presented in this report, following from an intensive 10 week
design process. The group has established what specifically the team would like to achieve. Therefore, a
project objective statement has been established. It can be constructed as follows:

Project objective statement Aircraft Maintenance Drone (POS-AMD): to demonstrate to Lockheed Martin
the possibilities of employing an autonomous MAV to reduce their aircraft fuel tank inspection time and cost.

Three worked-out concepts followed from previous reports, of which each maximized one aspect of the mis-
sion, and minimized the risk of another. The best solution was chosen via a trade-off. Throughout the report,
the solution will be referred to as the Autonomous Robotic Tank Inspection System, or ARTIS.

Bearing in mind the above, this report will inform about the decisions made and steps taken to reach ARTIS’
final design. To structure this effectively, the report is set out as follows. In chapter 3, the design concepts
from the previous report are briefly shown. The winning design is presented, with their associated trade-off
scores. In chapter 4, SWOT is used as a tool to forecast market prospects. Chapter 5 presents the requirement
from the customer, as well as the ones generated in previous reports, and summarizes the significance of the
most important ones. In chapter 6, the key risks are given attention to, as well as how they are mitigated.
Chapter 7 shows how resources are managed, and establishes the cost of the individual components, as well
as a contingency strategy. Chapter 8 present the design and materials selected ARTIS, and chapter 9 discusses
the internal hardware components of the drone. In chapter 10, attention is given to the guidance, navigation
and control. The required hardware’s functionality is touched upon, as well as how G, N and C are merged
into a simulation. Chapter 11 presents the final design, with the configuration and layout of the hole drone.
Then, chapter 12 dives into verification and validating all found results. chapter 13 discusses the operations
and logistics, and chapter 14 covers how the group foresees the cost breakdown, as well as the return of
investment. Chapter 15 explains how sustainability is incoorporated in the design, and chapter 16 tells how
this design complies with the mitigated risks. Lastly, it is checked whether requirements are complied with
in chapter 17. Further recommendations are then provided after a conclusion.

10
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TRADE-OFF SUMMARY
In this chapter, the trade-off executed in the midterm report [6] will be summarized and the concept to be
designed in this report will be highlighted. First, in section 3.1 the three design options that were analyzed
are briefly elaborated on. Then, the setup of the trade-off is shown in section 3.2. The results of this trade off
are mentioned in section 3.3. Section 3.4 then shows the analysis of the the trade-off.

3.1. DESIGN CONCEPTS

The following three design concepts were proposed:

• The Air Travel Drone: this concept optimizes flight time and minimizes complexity. Its only means of
travel is flying, while it still has the option to statically land.

• The Hybrid Drone: this concept optimizes the use of power. This concept can not only fly, but also ride
or crawl, thereby decreasing the power usage while inspecting.

• The Power Cord Drone: This drone is connected to an outside power source via a cable. It can thus fly
for unlimited time and does not have the added weight of a battery. On the other hand, additional risks
and complexity are introduced. This concept optimizes data transfer and power capacity.

These concepts were designed in more detail to properly analyze which one is most suitable for the final
design. The most important characteristics per design are stated in table 3.1.

Table 3.1: Most important characteristics per concept

Concept 1 Concept 2 Concept 3
Mass [g] 270 270 174
Power cons. [W] 77 34 101
Flight time [min:s] 10:24 18:55 -
Inspection time [mm:ss] 16:03 54:13 20:35
Hardware cost [e] 615 620 804

3.2. TRADE-OFF SETUP

The trade-off criteria setup and weighting is visualized in table 3.2. In the top row, the trade-off criteria are
presented. In the left column, the requirement classification factors are presented. These factors quantify
how important a certain aspect is based on the requirements. The correlation between the classification
factors and the criteria is shown in the sand colored boxes. By taking the total sum and the weighted average,
the weights for each criterion was computed as seen in the last row. It can be seen that for this mission,
the risk is vital. Furthermore, performance is also important. Less important are the complexity, cost and
sustainability.
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Table 3.2: Criteria weighting table

Requirement clas-
sification factors

Score [-] [%] Cost Sustainability Performance Risk Complexity

Safety & Damage
control

200 56 2 0 5 10 2

Inspection Time &
Quality

60 17 4 1 10 7 7

Regulatory com-
pliance

20 5.6 3 2 4 8 6

Stability & Control 26 7.3 0 0 9 8 5
Level of autonomy 18 5 3 1 8 9 8
Cheapness 8 2.2 10 5 7 9 4
Maintenance 10 2.8 3 6 3 6 5
User-friendliness 8 2.3 2 0 6 5 8
Eco-friendliness 4 1.1 0 10 3 7 2
Total sum 354 100 880 258 2204 3150 1368
Weight - - 11% 3% 28% 40% 17%

Each of the concepts was scored on a scale from 0-10 on all criteria. The scores for each criteria were based
on several features. For example, the performance score is based on the flight time, inspection time, payload
mass and camera obstruction. For a more detailed explanation the reader is referred to [6].

3.3. TRADE-OFF RESULTS

Every concept was scored on all criteria as can be seen in table 3.3. It can be seen that concept 1 won the
trade-off with a final score of 7.62. Concept 2 and 3 obtained a score of 5.70 and 7.14 respectively.

Table 3.3: Trade-off execution table

Cost Sustainability Performance Risk Complexity Final Score (0-10)
Weight 11% 3% 28% 40% 17% -

Concept 1 9 6.8 7.5 8 6.6 7.62
Concept 2 9 6.4 5.5 5.5 4.6 5.70
Concept 3 8 6.4 8.75 7 4.8 7.14

3.4. TRADE-OFF SENSITIVITY

Now that the trade-off was performed, the trade-off sensitivity was analyzed. This was done via four tests.
First, the concepts scores were changed from a linear 0-10 scale to a coarser scoring of 0, 5 or 10. With these
scores concept 1 remained the winner. Secondly, it was computed by how much each of the criterion weights
should be changed to obtain a different trade-off winner. If a criterion weight would have to change by more
than 50 % it would be considered that the trade-off is too sensitive to a change in inputs. It was found for
all criteria that the weights would have to be changed by at least 100 % to result in a new winner. Thirdly,
the importance of each individual criterion was determined by setting the criteria weight to 0 one by one.
Only if both the risk and complexity weights were set to 0, concept 2 overtook concept 1. Finally, the flight
time for concept 1 was set to 0, thereby lowering the performance score. It was found that in this case it still
won. Thus it can be concluded that concept 1 won justly. The Air Travel Drone concept will therefore be
considered for this final design stage. More details on the other two concepts, including layout, and mass
and power budgets, can be found in the midterm report[6].
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MARKET ANALYSIS
In this chapter the market the drone will operate in will be analyzed. Furthermore, a forecast for the ARTIS’
market position is done. Finally, a SWOT analysis for the ARTIS regarding the market position is constructed.

4.1. MARKET OVERVIEW

An autonomous drone for inspection in hazardous environments lends itself to versatile applications in dif-
ferent markets. Short-term efforts will be put in the design with the aircraft maintenance industry segment in
mind, but long-term profitability could emerge from other markets. All values reported in the present section
are reported in US dollars, to keep consistency with the cited sources.

4.1.1. MAINTENANCE INDUSTRY

Among others, inspection and maintenance in the oil industry [9] is one of the main drivers of autonomous
services demand. Also, petrochemical, off-shore solutions, power plants for radiation monitoring and civil
applications like pipes inspection are on the lookout for innovative robotics solutions due to the increased
productivity and lower health dangers [40].

One feasible possibility for the ARTIS services is maintenance demand in the marine segment. In the case
of marine robotics, the Remotely Operated Vehicles (ROVs) market was foreseen to grow at near 14% CAGR
(compound annual growth rate) reaching around $3.12 B billion by 2023 [42].

Furthermore, in the US only, from the overall operating revenue of $65.76 million in the railroad industry,
$63.24 million were designated for freight transportation, requiring quick, reliable and possibly autonomous
solutions [10].

4.1.2. AERONAUTICAL INDUSTRY

The current target industry for the ARTIS is the Maintenance, Repair and Overhaul (MRO) aircraft industry.
For an autonomous inspection service driving efficiency, reducing shutdown times and increasing produc-
tivity, substantial opportunities for profitability are expected from a market estimated at $77 B in 2018 [11]
and $82 B the following year [43].

Furthermore, the overall MRO market spend is foreseen to reach $96.9 B in 2021, striking to a market evalua-
tion of $115 B before the end of the next decade [11]. The current commercial air transport fleet is the main
catalyst in the MRO market worth, followed by military aircraft. A visual overview of the MRO spend of 2015
can be seen in figure 4.1 [44].

Figure 4.1: 2015 MRO spend for the global aerospace industry
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The initial project stage being under commission from a military and aerospace defence company, a good
market consolidation in the military segment could see later market expansion towards the commercial avi-
ation sector, capturing higher MRO market share.

Growth is projected in various market segments, with 3.7 % annual growth rate for the global aircraft fleet,
3.8 % increase in 2018 for air cargo demand, and 4.4 % growth rate for cargo capacity. Demand for MRO
services is expected to increase at a steady pace, with the market forecasting 4.5 % annual growth rate and a
market value of $115 B in 2028 [11, 43].

Attention shall be paid at administrative practises and compliance. The predicted growth could be hindered
by uncertainties over global regulations, particularly aimed at reducing emissions, and the implications of
international agreements and policies (see Paris Climate Accord and Brexit) [45]. The result might be im-
peded trades, causing delays in international shipping, or transport of product components. Also, reduced
emission regulations might cause an increase in price decrease in availability of transport, as this accounts
for a large part of global emissions [45].

Hinting at the need for autonomous practises, EASA maintenance regulations are going in the direction of
more robust rules related to safety management requirements [46].

Strict regulatory practises posing serious barriers to market entry, limit the number of companies joining the
MRO sector. In particular, significant restrictions are present to entries in the wide- and narrow-body market
[47]. This will not affect the company directly, but might decrease the future market size, as it affects potential
client-airliners with wide-and narrow bodies.

Having assessed the size, growth and structure of the industry, attention was given to barriers of entry and
regulations. Excellent opportunities for increased demand in the MRO sector are present. Aerospace ex-
ecutives strongly believe the most efficient approach to counteract the rise in fuel and material costs is via
leveraging data analytic services and through predictive maintenance and aircraft health monitoring via in-
novative practices [11]. Opportunities for the ARTIS to gain large market shares are evident. Furthermore, the
previously mentioned cargo growth is backed by Amazon company, planning to build a $1.5 B international
air cargo hub, supporting a fleet of more than 100 air cargo aircraft [11].

The possibilities for the ARTIS to gain profits from the cargo growth, military expansion and commercial
aviation sector shall be further analyzed in later stages of the project development.

4.1.3. LOCKHEED MARTIN

Lockheed Martin corporation is currently working on 45 aircraft projects, 3 of which are viable for fuel tank
inspection with ARTIS (the C-130,C-5 and LM-100J). Since the focus aircraft for the ARTIS project is the C-
130, the opportunities regarding this aircraft will be studied in more detail. Other aircraft models provide
scalability and growth opportunities in the future.

Lockheed Martin now provides various frameworks for the maintenance of the C-130. They provide a ’Con-
tract Maintenance Team’ where experts perform and aid customer planning and execution of maintenance
operations. Furthermore, there are 13 ’Lockheed Martin Hercules Service Centres’ (LMHS, or MROC) around
the world with capabilities for maintenance services. Finally, Lockheed Martin offers advanced training to
customers in maintenance operations for the C-130 [12]. This existing infrastructure provides opportunities
for the phased implementation of ARTIS in existing maintenance procedures.

Lockheed Martin’s 2019 first quarter results show an increase in aeronautical sector sales of 26% compared
to the same period in 2018, similarly, the sectors operational profit increased by 23%. The majority of the
increase is related to the F-35 program, yet increased sales can also be attributed to the C-130 project with 5
C-130J deliveries in the first quarter of 2019 compared to 3 deliveries in the same period of 2018 [48].

4.2. ARTIS MARKET FORECAST

The market forecast for the ARTIS project highlights the estimated market characteristics and costs of the
product.



15

The discussion thus far hinted at two pockets of growth for the ARTIS. Successful market penetration will aim
at two distinct segments: military aerospace and defence companies, with Lockheed Martin being the target
customer, and the commercial aviation sector.

Due to the confidential nature of Lockheed Martins financial data, a series of informed assumption were
determined. These assumptions were supported and driven by the projects Lockheed supervisor via personal
communication [14].

Lockheed produces approximately 24 C-130 aircraft per year. During production and test flights, fuel tank
maintenance is scarcely required. Once delivered and during operation, the C-130 fuel tank must be in-
spected on average once every 4 flights. Estimating that each week 500 C-130 aircraft are flown (world-wide)
4 times per week, fuel tank inspections would be performed 500 times per week (approximately 26000 per
year)[14] .

Regarding commercial aviation, there were more than 25000 commercial passenger aircraft in service in 2019
[16]. It can be assumed that the fuel tank of a commercial aircraft is inspected every time a maintenance A-
check1 is performed, and that on average an A-check is performed once every month on every aircraft in
service. Given this data, it can be estimated that 300000 fuel tank inspections are performed per year. Given
that the commercial aircraft industry is expected to grow, this value would naturally increase with time.

An important point of analysis for the market forecast lies in estimating the industry costs currently incurred
by Lockheed Martin for the C-130 aircraft maintenance. Workforce employment data for the maintenance
and repair industry implies average hourly earnings of $25 [13], to which insurance, other human resources
and non-variable costs shall be added. As confirmed by a Lockheed Martin representative [14], this amounts
to approximately $150 per person. Assuming 2 workers per inspections, 1 inside the fuel tank and 1 providing
support from the outside, and an approximate duration of 5.5 hours [14], yields $1650 required per inspec-
tion. The previous rational concluded that 26000 C-130 fuel tank inspections are performed per year, thus
leading to a total cost of $42.9 millions per year.

Given the number of inspection for commercial aircraft 300000 and the same inspection costs as previously
discussed, fuel tank inspections for the commercial industry would incur costs of half a billion USD per year.

These calculation assume an equal cost distribution and inspection duration per aircraft, it is thus an esti-
mate to get a rough idea of the industry costs.

A comprehensive understanding of the profitability opportunities of the ARTIS shall include an analysis of
the competition. Existing and emerging companies shall be looked at to effectively assess eventual market
shares for the developed product.

Of the existing companies, only a few are heavily involved in the MRO sector, mainly focusing on surface
cases like fuselage inspection. Table 4.1 shows a list of companies making use of the mentioned technology.

Table 4.1: Current companies making use of autonomous drones for inspection and maintenance

Company Name Relevance Url
Aiir Innovations Software development for automatic detec-

tion of aircraft engines surface defects.
https://www.aiir.nl/

Flyability Indoor inspection of inaccessible places us-
ing drones.

https://www.flyability.
com/

Luftronix Drone powered inspections of aircraft for
external use cases.

https://www.luftronix.
com/

Airbus Drone-based advanced indoor inspection https://www.airbus.com/
Shell Advanced plant inspection at high altitudes https://www.shell.com/
Xyrec Robotic solution for aircraft coating mainte-

nance
https://www.xyrec.com/

1A-check consists of a general inspection of the interior and exterior of the aircraft. It is typically performed every two weeks or every
month [15].

https://www.aiir.nl/
https://www.flyability.com/
https://www.flyability.com/
https://www.luftronix.com/
https://www.luftronix.com/
https://www.airbus.com/
https://www.shell.com/
https://www.xyrec.com/
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Of the above, none specifies the intent of aircraft fuel tank inspection. Thus, the limit to the obtainable mar-
ket shares are mostly internal or driven by the market dynamics overview above. An analysis of the strengths,
weaknesses, opportunities and threats (i.e. SWOT) faced by the proposed ARTIS solution is offered in sec-
tion 4.3.

Aiming at an extended market reach, long-term efforts will strive to capture market shares in comparable
industries. From the discussion above, the marine segment, off-shore solutions and freight transportation
will represent a linchpin step in the ARTIS revenues stream.

4.3. SWOT ANALYSIS

A detailed market analysis requires the identification of strengths, weaknesses, opportunities and threats of
the project. The analysis is performed here in the form of a SWOT diagram as seen in figure 4.2.

Figure 4.2: Market analysis SWOT diagram

Focusing on the strengths and opportunities, there are a various points that strengthen the potential of the
project. The direct contact and support from Lockheed Martin ensures the existence of a large client, there-
fore eliminating the need to spend resources to attract the initial investor/client. The availability of TU Delft’s
resources, support and prestige bring further advantages to the project. The growth of the aircraft industry
and of Lockheed Martin bring further opportunities since spending and demand should increase in parallel,
and with most organizations looking to implement and develop autonomous solutions, ARTIS is in a good
position to attract customers.

The SWOT analysis is helpful in identifying the strengths of the team, which shall be directed towards market
shares acquisition in the defense aircraft maintenance drone industry during the first years of operations. It
further supports the chosen focus on Lockheed Martin as the key stakeholder.
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REQUIREMENTS ANALYSIS
In this chapter an analysis on both the subsystem and the user requirements will be performed. First, the
functional breakdown structure and the functional flow diagram are provided to identify subsystem require-
ments. Next, the most important requirements per subsystems will be listed to obtain a better understanding
for the design process. Then, the user requirements and constraints will be stated, showing how the user
should operate and maintain the drone.

5.1. FUNCTIONAL BREAKDOWN STRUCTURE AND FUNCTIONAL FLOW DIAGRAM

The functional breakdown and functional flow diagram of the ARTIS’ mission are depicted in the two follow-
ing pages. The goal of those diagrams is aid in the understanding of how the mission is performed, which can
help in further identification of subsystem requirements. Keeping these diagrams in mind, the requirements
describing the ARTIS mission are set out in section 5.2 and section 5.3.

5.2. SUBSYSTEM REQUIREMENTS

In this section, the most important requirement per subsystem are listed. In the following chapters, ARTIS
will be designed in accordance to these requirements. For more global system requirements the reader is
referred to [6].

5.2.1. REQUIREMENTS FOR ALL SUBSYSTEMS

• AMD-NF-CNST-Sfty-03 (D1): No parts of the drone that are exposed to the fumes in the fuel tank shall
have a temperature that exceeds the auto-ignition temperature of the fumes.

• AMD-NF-CNST-Sfty-02 (S,D1): The drone shall not create sparks during inspection.
• AMD-F-ST&M-Join-03 (D1): The joints in the drone shall be air and liquid tight.
• AMD-NF-CNST-Regu-02 (D1, K): The equipment in the drone shall only consist of ATEX/NEC ap-

proved equipment for operation in at least a Zone 1 working environment.
• AMD-F-CNST-Material-01 (D1): The materials used in the drone which are exposed to the environ-

ment shall be resistant in the given environment.

5.2.2. AERODYNAMIC REQUIREMENTS

• AMD-F-AERO-Ent-01 (D2): This requirement has been redacted due to patent reasons.
• AMD-F-AERO-Thr-01: The drone shall be able to provide a thrust to weight ratio of 2.
• AMD-F-AERO-Duc-01: The drone shall use ducted fans.
• AMD-F-AERO-Thr-02: The drone shall be able to provide different thrusts per propeller.

5.2.3. STRUCTURAL REQUIREMENTS

• AMD-NF-CNST-Sfty-01 (S,D1): The drone shall not damage the inside of the fuel tank during inspec-
tion.

• AMD-NF-CNST-Sfty-06 (S,D1): Impact pressure on the fuel tank structures must be reduced to
57 kg/cm2 in all circumstances.

• AMD-NF-CNST-Sfty-07 (S,D1):Impact force on the structure shall be less than the forces occurring
when 150 pound people inspect the structure.

• AMD-F-ST&M-Join-01 (D1): The joints in the drone shall be able to sustain operational loads.
• AMD-F-ST&M-Imp-01 (S,Y): The drone structure shall not plastically deform due to an impact of

1 kg/cm2.

5.2.4. ELECTRONICS REQUIREMENTS

• AMD-F-P&P-Endu (S,Y): The drone shall have a minimum flight time of 10 minutes.
• AMD-NF-LFCC-Dura-05: The total electrical power needed for one drone inspection shall not exceed

the total electrical power needed for venting the tank for (To obtain from LM) hours.
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• AMD-NF-LFCC-Bat-05: The drone battery shall be rechargeable in 1 h.
• AMD-NF-LFCC-Bat-02: The drone shall be able to notify the operator if the battery charge level gets

below 5 %.
• AMD-NF-LFCC-Bat-03: The drone battery shall be replaceable in 15 minutes.

5.2.5. PAYLOAD REQUIREMENTS

• AMD-F-PAYL-Cam-01 (D2): The camera shall provide RGB images.
• AMD-F-PAYL-Cam-02 (S,Y): The camera shall have a resolution of at least 5 MP/ft2.
• AMD-F-PAYL-Cam-03 (Y): The drone camera images shall be linked to the corresponding position and

orientation of the drone within the tank.
• AMD-F-PAYL-Ill-01 (Y): The illumination source shall provide an illumination of 100 lm/m2.

5.2.6. GUIDANCE, NAVIGATION AND CONTROL REQUIREMENTS

• AMD-F-GN&C-Navi-02 (D2): The drone shall be able to stabilize itself following a disturbance input.
• AMD-F-GN&C-Navi-03 (Y): The drone shall be able to navigate without the use of GPS.
• AMD-F-GN&C-Cont-05 (Y): The drone shall be able to obtain a pointing accuracy of 5°.
• AMD-F-GN&C-Guid-05 (Y): The drone shall be able to determine its orientation within 2°.
• AMD-F-GN&C-Guid-03 (Y): The drone shall be able to determine its own position within 0.5 cm with

respect to an obstacle.
• AMD-F-GN&C-Navi-01 (Y): The drone shall update its position at least every 0.1 s.
• AMD-F-GN&C-Guid-02 (Y): The drone shall be able avoid obstacles within the fuel tank.
• AMD-F-GN&C-Guid-01 (Y): The drone shall be able to follow a predetermined path with an accuracy

of 5 cm within the fuel tank.

5.3. USER REQUIREMENTS AND CONSTRAINTS

Next to the technical requirements regarding the drone design, the user requirements are also listed. These
requirements describe how the user should operate the product. This includes operation, maintenance, stor-
age, transport, and disposal. In addition, user constraints are stated, containing information on how the user
should not operate and use the drone.

5.3.1. OPERATIONAL REQUIREMENTS

• AMD-NF-LFCC-Ope-01: The user shall ensure that the drone is being operated in the operational tem-
perature range.

• AMD-NF-LFCC-Ope-02: Before operation, the user shall ensure that the drone turns on as required.
• AMD-NF-LFCC-Ope-03: Before operation, the user shall ensure that all drone subsystems operate as

intented.
• AMD-NF-LFCC-Ope-04: Before operation, the user shall ensure that no more than 5 % of the fuel re-

mains in the tank after draining.

5.3.2. MAINTENANCE REQUIREMENTS

• AMD-NF-LFCC-Main-01: The drone shall get a full maintenance check after every four inspections.
• AMD-NF-LFCC-Main-02: During full drone maintenance, it shall take no longer than 2 hours to ensure

all drone functions work accordingly.
• AMD-NF-LFCC-Main-03: During full drone maintenance, all electronic interfaces shall be checked to

ensure a electric current runs through the cables.
• AMD-NF-LFCC-Main-04: During drone maintenance, the drone shall be able to be disassembled and

cleaned from fuels residues.
• AMD-NF-LFCC-Rep-03: During drone inspection, a certified drone repair employee should be

present within a radius of 10 km at all times.
• AMD-NF-LFCC-Rep-04: During drone inspection, certified drone repair tools should be present within

a radius of 10 km at all times.
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5.3.3. STORAGE AND TRANSPORT REQUIREMENTS

• AMD-NF-LFCC-Stor-01: The drone shall be stored in the operational temperature range.
• AMD-NF-LFCC-Stor-02: The drone shall be stored in a dry environment.
• AMD-NF-LFCC-Dura-04: The drone battery shall be charged with electrical power generated by a

source that does not emit substances that are harmful to the environment.
• AMD-NF-LFCC-Rep-02: At least one spare part of each of the drone parts shall be present within 10 km

of where the inspection occurs.
• AMD-NF-LFCC-Tran-01: The drone shall be transported in the same environment as it is stored in.

5.3.4. DISPOSAL REQUIREMENTS

• AMD-NF-LFCC-Bat-01: Replaced batteries shall be given to an external party that is specialized in
recycling batteries in a sustainable way.

• AMD-NF-LFCC-Disp-01: All drone materials for which recyclability processes exist shall be recycled at
the end of life of the drone.

• AMD-NF-LFCC-Disp-02: All drone materials that cannot be recycled shall be dumped in a way that
does not release additional harmful substances for the environment.

5.3.5. USER CONSTRAINTS

• AMD-Constraint-01: The user shall not operate the drone in environments where the drone is not
designed for.

• AMD-Constraint-02: The user shall not reverse engineer the drone to use the design for their own
profit.

• AMD-Constraint-03: The user shall not sell the drone to third parties without written permission from
the manufacturer.

• AMD-Constraint-04: The user shall not let third parties use the drone without written permission from
the manufacturer.

• AMD-Constraint-05: The user shall not let the drone be operated by personnel without a drone oper-
ations certification.
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TECHNICAL RISK ANALYSIS
An overview of the likelihood and consequences of unmitigated risks faced during the drone’s operational
life is given in this section. The identified hazards are all high-severity, being characterized by a likelihood of
occurrence and severity higher than medium before any design mitigation activity is performed.

Previous reports ([17] and [6]) thoroughly assessed every risk, the ones unlikely to occur and inducing super-
ficial damages included. The focus of the present discussion is thus on likely risks causing major damages
and hindering the mission success.

The definitions used for severity ranking, i.e. how severe are the consequences to the drone effectiveness due
to the occurrence of the mentioned event, and likelihood ranking are reported in table 6.1 and based on a
qualitative assessment.

Table 6.1: Likelihood and severity ranking definitions for risk assessment.

Likelihood Ranking High Frequent occurrence
Medium-high Rate of occurrence of event is of concern for drone operations

Medium Rate of occurrence of event is of minimum concern for drone operations
Medium-low Rate of occurrence of event is not of concern for drone operations

Low Event unlikely to occur
Severity Ranking Catastrophic Damage well beyond repair, with hazardous financial and health consequences for human personnel

High Damage beyond repair leading to mission failure
Medium-high Major damage, can be repaired but will be temporarily unavailable

Medium Major damage, can be repaired and remains partially functional
Medium-low Moderate damage, can be repaired and remains fully functional

Low Superficial damage

A1. ERRORS WITH SYSTEMS INTEGRATION.
Likelihood Assessment: Medium likelihood. This event occurs for example in the case that the electronic
circuitry is wrongly integrated, or the propellers are miss-aligned. The integration of different subsystems is
a challenging aspect of working in a large team on the same design. Through experience, it is evident that
clear communication and effective system engineering is required in order to prevent such risks.
Severity Assessment: Medium severity. The consequences of this event will in most cases be detected before
the product is delivered. Errors with system integration are usually evident and uncovered during the testing
phase. Upon delivery only small integration errors could be expected with no significant consequences.

A2. EXPLOSION INDUCED BY SYSTEM MALFUNCTIONING.
Likelihood Assessment: Medium-high likelihood. Given the hazardous condition found within (unvented)
aircraft fuel tanks, the likelihood that electronic devices operating on the inside of the tank (without appro-
priate design characteristics) cause the ignition of fuel vapour is substantial. Explosions can be triggered by
sparks in the ARTIS motors, other electronic systems and from collisions.
Severity Assessment: Catastrophic consequence. The explosion or ignition of fuel tank fumes can cause
dangerous an uncontrollable fires in the aircraft’s wing structure. Such an event would not only lead to mis-
sion failure, it would also as a consequence incur financial loses and furthermore put the safety of bystanders
at risk.

A3. INDUCED SPARKS DURING OPERATIONS.
Likelihood Assessment: Medium-high likelihood. Sparks during operations are likely to occur if no preven-
tive measures are put in place. Sparks can be generated due to static electricity on the drone, due to motors
and electronic systems.
Severity Assessment: Catastrophic severity. Sparks would cause the ignition of surrounding fuel vapours,
leading to extremely dangerous hazards for all the personnel supervising the inspection operations, with
damages well beyond repair.
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A4. BROKEN PARTS DUE TO COLLISIONS REMAIN UNDETECTED INSIDE FUEL TANK.
Likelihood Assessment: Medium-low likelihood. The event that parts of the drone break inside the fuel
tank can be triggered by collision within the tank or due to fatigue. In both cases the user should easily
become aware that the tank should be inspected for broken parts. The ARTIS concept design has a relative
low complexity, thus minimizing the number of parts that can be expelled.
Severity Assessment: Medium-high severity. In the event that broken parts remain undetected inside the
fuel tank, the part may be ingested by the fuel system and thus maintenance would be required to clear the
fuel system. Since fuel systems are equipped with filters, the part would in no case reach the aircraft’s engine.

A5. COMMUNICATION FAILURE.
Likelihood Assessment: Medium likelihood. In cases where communication with the drone is required,
such as recall of the drone from operations due to external emergencies, the communication system may
fail. Communication with ARTIS is expected to be minimal since the drone operates mostly on autonomous
principals. Yet due to the contained environment of the fuel tank, the likelihood that interference blocks
communication is considerable.
Severity Assessment: Medium severity. Depending on the occasion leading to the need for communication
with the drone the severity of this event is variable. As a worst case scenario, an emergency such as a mis-
understanding with regards to the fuel drainage can cause the drone to operate in a tank which still contains
fuel and thus poses a high risk of ignition if communication fails to call the drone out.

A6. DAMAGE TO FUEL TANK STRUCTURE DUE TO COLLISIONS.
Likelihood Assessment: High likelihood. Due to the nature of the mission, the drone is expected to navigate
through the intricate and tight environment of the fuel tank. Given the small margins for error, the likelihood
that a collision occurs is high, especially when navigating through ribs.
Severity Assessment: Medium-high severity. Depending on the nature of the collision, the damage is vari-
able. Yet without preventive measures, in most cases the damage can be expected to be more than acceptable.
Although damage due to drone collision would never have a critical consequence on the wing structure due
to the low drone mass, an impact may nevertheless require repair.

C1. VEHICLE GETS STUCK INSIDE FUEL TANK.
Likelihood Assessment: Medium likelihood. The possibility that the vehicle gets stuck inside the fuel tank
arises in this case when the drone is still fully functional but either trapped in confined space without the
ability to exit, or in the case where parts of the drone get caught in certain fuel tank features.
Severity Assessment: Medium-high consequence. The consequence of this event is the possibility of fuel
tank damage as well as the possibility of timely and expensive retrieval operations.

C2. LOSS OF STABILITY AND CONTROL.
Likelihood Assessment: Medium likelihood. Control modes are theoretically constructed with the possibility
for inaccurate definitions. The mission profile commissioned by Lockheed Martin is specific, nevertheless,
unknown disturbances are still to be expected and are challenging to plan for. The presence of fumes, aero-
dynamic flows and structural elements result in a challenging operational environment for the control of the
drone.
Severity Assessment: Medium-high consequence. Inaccurate control modes could cause incorrect drone
responses thus enabling instability and unexpected responses. As a consequence the drone can become
uncontrollable, stuck inside the fuel tank and damages to the inside environment may occur.

C3. DATA CORRUPTION DURING ON-BOARD PROCESSING.
Likelihood Assessment: Medium likelihood. Due to the complexity of embedded algorithms and limited
on board computation and storage capabilities it is possible that data is corrupted, overwritten or exceeds
available storage capacity.
Severity Assessment: Medium-high severity. Data corruption could result in complete failure of the GNC
subsystem in case critical data is involved as it would not be able to process images and manage data nomi-
nally.
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C4. INACCURATE POSITION KNOWLEDGE.
Likelihood Assessment: Medium-high likelihood. Autonomous localization algorithms typically generate
cumulative position errors, if this error exceeds a certain threshold, the drone may not have enough knowl-
edge to accurately determine its true position.
Severity Assessment: Medium-high severity. If the drone losses position knowledge during operations it may
not be able to navigate within the fuel tank. Furthermore it could also collide with the fuel tank if it does not
know its true position.

C5. INACCURATE OBSTACLE AVOIDANCE AND PATH PLANNING.
Likelihood Assessment: Medium-high likelihood. The difficulty of implementing accurate solutions for
guidance and navigation purposes lowers the probability of a collision-free path. Furthermore, the amount
of obstacles to be encountered and the wall vicinity causing aerodynamic interference is an another key point
of concern.
Severity Assessment: Medium-high consequence. The consequences for this event are both the failure to
fully inspect the fuel tank and the possibility of colliding and damaging the fuel tank. The first consequence
can lead to the possibility of a false negative inspection.

C6. INACCURATE DETECTION OF FUEL TANK DAMAGE/CORROSION.
Likelihood Assessment: Medium likelihood. Image processing and feature extraction rely on an accurate
characterization of edges, corners and interest points in images [49]. For such tasks, complex algorithms
are required, thus bringing the likelihood level of inaccurate detection to a high level when no mitigation is
performed.
Severity Assessment: Medium severity. Inaccurately identifying corrosive spots inside the fuel tank environ-
ment results in compromising mission success. No catastrophic consequences would be observed since no
damages to the wing box or the drone itself would be encountered and since inspections are performed regu-
larly (every four days) the feature should be eventually detected. Furthermore, ARTIS is expected to perform
better than manual inspection, which is also prone to inaccurate definitions based on human error.

E1. ELECTRONICS SUBSYSTEM FAILURE.
Likelihood Assessment: Low likelihood. Short circuits may arise, leading to partial electronics subsystem
failure during nominal operations. Such event is very unlikely due to the flight readiness of the already pro-
posed design [6], expected to improve even further in later design iterations.
Severity Assessment: High severity. As outlined in other mentioned risks, power distribution represent a
major point of concern in the ARTIS design. Failure of the electronics subsystem would thus be catastrophic,
leading to immediate mission abortion, the ARTIS being stuck in the fuel tank, and collisions with items in
the hazardous environment.

P1. POWER REQUIRED EXCEEDS AVAILABLE POWER.
likelihood Assessment: Medium likelihood. Maximum operating conditions require higher power supplies
than nominal ones, thus impeding efficient power distribution.
Severity Assessment: Medium severity. Malfunctioning of subsystems due to inefficient power delivery
harms the ARTIS capabilities. Below average performance of subsystems and, in the worst case scenario,
short circuits or obstruction of power stores are possible consequences.

P2. PROPULSION SUB-SYSTEM FAILURE.
Likelihood Assessment: Medium likelihood. Electrical engines considered for the ATIS, being flight-proven
and with a relatively high Technology Readiness Level, can be considered reliable from a mechanical stand-
point. Given the constant motion of the propulsive units and fatigue effects due to extensive operational
cycles, unexpected failures are possible.
Severity Assessment: High severity. Detrimental consequences on the ARTIS performance is caused by me-
chanical failure of the propulsive unit. Loss of stability and control is the consequence of not having fail-safe
mechanisms or redundant architectures in place. Collisions with fuel tank elements would then occur.
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P3. INSUFFICIENT RANGE AND ENDURANCE DURING FLIGHT OPERATIONS.
Likelihood Assessment: Medium-low likelihood. This risk is dependent on several factors, from power dis-
tribution to overall subsystem integrations. For instance, excessive power demands by the onboard computer
would limit the power availability for propulsion, thus complicating the range estimations.
Severity Assessment: Medium-high severity. The ARTIS would get stuck inside the fuel tank due to insuffi-
cient range and endurance during flight operations. Multiple charges would then be required to complete
the mission inspection.

PL1. IMAGE QUALITY IS NOT SUFFICIENT FOR ANALYSIS.
Likelihood Assessment: Medium-low likelihood. The ARTIS cameras are flight-proven solutions [6], thus it
is unlikely an insufficient RGB image quality is produced.
Severity Assessment: High severity. Inadequate image quality would prevent the ARTIS from detecting cor-
rosion and, in the worst case, hinder the GNC subsystem operations.

PL2. PAYLOAD MASS OR POWER EXCEEDS SET BUDGET.
Likelihood Assessment: Medium-high likelihood. The on-board computer shall be multifunctional, de-
manding high power demands and possibly a heavier weight than estimated during the first design iteration,
thus exceeding the computed budgets.
Severity Assessment: Medium severity. Mass and power distributions above the estimated contingency val-
ues can lead to an under-performing design. The different functions being met during the design stage,
unexpected consequences could appear during the ARTIS operations, e.g. a limited flight time due to unpre-
dicted excessive power demands.

PL3. PAYLOAD SUBSYSTEM FAILURE UPON IMPACT.
Likelihood Assessment: Following on from requirements AMD-F-ST&M-Join-01 and AMD-F-ST&M-Imp-
01, damage inducing collisions with the fuel tank are unlikely to occur, and if it were to happen, limited
damages are expected in case of requirements compliance, thus lowering the likelihood of such risk.
Severity Assessment: High severity. If a payload item were to fail, severe consequences would occur. For
instance, camera malfunctioning could prevent the GNC subsystem to work with sufficient accuracy, thus
hindering the ARTIS’ path planning and obstacle avoidance capabilities. Mission failure would then be the
inevitable consequence.

S1. UNDETECTED MANUFACTURING FLAWS.
Likelihood Assessment: Medium-low likelihood. Although unlikely, manufacturing defects could go unseen
in the complex drone layout. In particular, wiring of electronics or misorientation of propellers and motors
could be difficult to spot with a naked eye.
Severity Assessment: Medium-high severity. If not detected and handled early in the ARTIS production
stage, manufacturing flaws, depending on their extent on the overall performance, could lead to mission
abortion.

S2. UNEXPECTED MANUFACTURING RESOURCE LIMITATIONS.
Likelihood Assessment: Medium-high likelihood. The manufacturing procedures of the ARTIS will be per-
formed in-house or via third parties involved in the production. In the former case, insufficient knowledge of
manufacturing procedures may end up in excessive demands of resources. In the latter, the design not being
a market standard could result in limited supplies.
Severity Assessment: Medium-low severity. The design life-cycle would be slowed down, not proceeding to
the next stage in the production until new stock supplies are delivered.

S3. STRUCTURAL SUB-SYSTEM FAILURE UPON IMPACT.
Likelihood Assessment Medium likelihood. The hazardous environment present in the inside of fuel tanks
is characterized by the presence of gasses, structural items and cross-sectional beams, compromising the
movements of the drone due to collision probabilities.
Severity Assessment High severity. Collision leading to failure of structural components would lead to mis-
sion failure and prevent the drone abilities to conduct its operations.
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The risks can be prioritized by use of a risk matrix, reporting the likelihood of occurrence on one axis and the
severity on the other, as shown in figure 6.1.

Figure 6.1: Pre-mitigation Risk Map

RISK MITIGATION AND COMPLIANCE STRATEGY

All above mentioned risks will be carefully kept in
mind throughout the ARTIS design process and mit-
igated with proposed solutions. These solutions will
be discussed during the detailed design, when rel-
evant subsystems are being developed. An assess-
ment of the overall effect of the risk mitigation solu-
tion, including a post-mitigation risk map, is given
in chapter 16. Furthermore, in this section all risks
which are not mitigated during the detailed design
will be discussed and managed appropriately.
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RESOURCE AND BUDGET ALLOCATION
Technical resources, such as computing capacity or mass, are typically scarce and have the tendency to grow
in an undesired direction as the design progresses to higher levels of maturity [18]. It is important that these
scarce technical resources are identified and that a contingency management strategy is formulated to allow
for undesired technical resource growth as the design process advances. A preliminary technical resource
and budget breakdown, including a contingency plan, was presented in the baseline review [17]. This chap-
ter provides a revised and more detailed technical resource and budget breakdown, as well as a concurrent
contingency plan, for the final phase of the design.

7.1. TECHNICAL RESOURCE AND BUDGETS DEFINITION

The requirements presented in chapter 5 can be analyzed to distinguish potential technical resources that
are relevant with respect to the scope of the mission. This revealed that the technical resources that relate
driving and key requirements most notably comprise the flight time, total mass, and hardware cost. Since
only using the total mass as a technical resource may result in additional difficulty in keeping track of the
origin of the mass increase in later design stages, it was decided to break down the total mass into subsystem
masses. This subsystem mass breakdown for the technical resource and budget allocation was defined based
on the initial subsystem mass specified in the conceptual design stages [6]. The subsystem breakdown after
the midterm phase is shown in figure 7.1, and this percentage-wise breakdown is intended to be adhered to
for increasing levels of design maturity, and as such a potential total mass increase.

Figure 7.1: Mass breakdown per subsystem at the start of the
detailed design phase

The design specification values for flight time, to-
tal mass, and hardware cost are directly dictated by
requirements AMD-F-P&P-Endu, AMD-NF-CNST-
Mass-01 ([6]), and AMD-NF-CNST-Cost-01 ([6]),
respectively. The contingencies starting at the
midterm design stage follow directly from the values
and estimates established for the conceptual design
trade-off. Since the conceptual design was sized for
an initial total mass of 270 g while the design spec-
ification value for total mass is 300 g per require-
ment, the contingency for total mass at this design
stage becomes 10 %. Similarly, the contingencies for
flight time, with a design specification value of 600 s,
and total hardware cost, with a design specification
value of e2500, become 4 % and 75 %, respectively,
based on midterm design stage values of 624s and
e615.

The contingencies of the technical resources can subsequently be evaluated by virtue of defining an ordinal
scale for the different levels of design maturity, as is shown below for increasing levels of design maturity [18].

1. Lay-out calculations (MTR), i.e. the design stage that is achieved at the end of the midterm review.
2. Final design calculation (FDR), i.e the design stage that is achieved at the end of the final design review
3. Prototype development tests
4. Measurement qualification tests
5. Flight hardware tests

The resource and budget allocation can then be summarized as is shown in table 7.1. The contingency values
for later design stages were acquired by scaling the contingency values that were achieved at the end of the
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midterm design stage. Evidently, it holds that the contingencies for all the subsystem masses are the same,
as they are all derived from the contingency on the total mass at the end of the midterm stage.

In table 7.1, the orange rows denote the design stages that will be achieved within the scope of the DSE,
whereas the blue rows denote the design stages that will only be done post-DSE.

Table 7.1: Resource & budget allocation including contingency allowances for the final design phase
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Lay-out calculations (MTR) 10 10 10 10 10 10 20 15
Final design calculations (FDR) 5 5 5 5 5 5 5 5
Prototype development tests 2 2 2 2 2 2 2 2
Measurement qualification tests 1 1 1 1 1 1 1 1
Flight hardware tests 0 0 0 0 0 0 0 0
Design specification value 300 [g] 80 [g] 28 [g] 113 [g] 73 [g] 7 [g] 600 [s] 2500 [e]

7.2. CONTINGENCY MANAGEMENT STRATEGY

To see how the design has propagated after the midterm report, the contingencies are visualized in figure 7.2.
Here, one can compare for all three TPM (technical performance measurement) parameters, whether or not
the design at this stage meets the target values specified in [17]. For the total mass, the target value and actual
value are identical, causing the blue and yellow dashed line which is composed of two individual lines. The
total mass meets the target value exactly as the iteration tool used in [6] uses flight time as input to end up at
a certain final mass. This caused the flight time to not meet the target value. At this stage, the flight time is
10 minutes and 24 seconds, instead of the target of 12 minutes. In the later stage, care should thus be taken
to ensure that the flight time never ends up being lower than 10 minutes. Finally, it can be seen that the
hardware cost dropped down a lot. Where a value ofe2125 was allowed at this point, the total hardware cost
only turned out to bee615

Figure 7.2: Design contingencies after the midterm phase

For the final design stage, the flight time should be carefully managed to prevent it from going down even fur-
ther. The total mass will be kept at the target value to ensure that the mass will never exceed the specification
value. Lastly, the hardware cost is allowed to increase. This allows the design to include more expensive and
possibly better hardware options. The resource and budget allocation of the final design will be elaborated
on in section 11.4. Here, the development of the total mass, total flight time and total hardware cost will be
further analyzed.
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DESIGN AND MATERIALS
This chapter gives an overview of the main ARTIS hardware being designed. This includes the propellers, the
motors and the surrounding structure. Also, suitable materials are analyzed. In addition, a CFD analysis is
performed to gain more insight on the interference of the airflow on the ARTIS design.

8.1. AERODYNAMIC CHARACTERISTICS

In this section the aerodynamic characteristics of the ARTIS will be analyzed. First, the propellers of the
drone will be sized via blade theory and a program called JBLADE. Later, a CFD analysis performed on the
aerodynamic performance of the ducts and structural elements and wall interference is proposed.

8.1.1. AERODYNAMIC PROPELLER SIZING

The main aspect of the drone’s aerodynamics are the thrust generation and power requirement of the pro-
pellers. A theoretical derivation to calculate the ideal power required for a given thrust can be done using
momentum theory. Equation (8.1) relates the ideal power (P i deal ) to the thrust (T ), propeller disk area (Ad )
and fluid density (ρ) [50].

P i deal =
√

T 3

2ρAd
(8.1)

Figure 8.1: Geometry of quad-propeller
configuration. Using Pythagoras results in d = 5.2 cm

and D = 12.4 cm

The propeller area should be as large as possible to mini-
mize power usage due to their inverse relationship. However,
because of the size requirement (AMD-NF-CNST-Size-01) the
propeller size is limited geometrically. With a maximum diag-
onal of 30 cm, the maximum propeller diameter is 12.4 cm, as
seen in figure 8.1. To accommodate for propeller ducts and a
layer of protective foam, the maximum diameter is reduced to
10 cm.

The University of Illinois at Urbana-Champaign hosts a pub-
licly accessible database of UAV propeller performance and ge-
ometry data [19]. Given the size requirement, several refer-
ence propellers of similar size were selected from this database.
Static (hover) performance is characterized by static thrust and
power coefficients (CT0 and CP0 ) and Figure of Merit (FOM).
These coefficients are normalized using fluid density, revo-
lutions per second and propeller diameter as seen in equa-
tion (8.2) and equation (8.3). The Figure of Merit is used to
quantify efficiency, the conventional efficiency factor η = T V∞

P
being unsuitable for static conditions (V∞ = 0). It is calculated
using equation (8.4) [51].

CT0 =
T

ρn2D4 (8.2) CP0 =
P

ρn3D4 (8.3) FOM =
√

2

π

CT0
3/2

CP0

(8.4)

The propeller with the highest FOM and a similar size is the GWS DD 4025. It has 2 blades, a diameter of
10.16 cm and a FOM of 0.572. In [51] it is suggested that the tested propellers in the database are not optimal
for hover conditions and that a FOM between 0.7 and 0.8 should be possible. The chord and twist angle
distributions along the blade span are known for the GWS DD 4025 and can be seen in figure 8.2, but the
airfoil is not. Therefore, an attempt to improve this propeller’s FOM is done by selecting an optimal airfoil
and potentially changing the pitch angle of the blades.
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Figure 8.2: Chord and twist distribution of GWS DD 4025

To select an airfoil, the first step is to determine the operating Reynolds and Mach numbers. Because of the
wide range of airspeeds along a propeller blade, the blade section at 75 % of the blade span is commonly
used as reference [52]. Using the test results from the database, the GWS DD 4025 has to spin at an RPM of
approximately 13000 to produce 75 g of thrust, which translates to a reference velocity of 45.8 m/s. Using ISA
atmospheric conditions at sea level [53] results in a Reynolds number of approximately 40000 and a Mach
number of 0.137.

The criteria for an optimal airfoil for a propeller that minimizes power requirement are a high maximum
Cl -Cd ratio (to minimize drag) and a high Clmax (to minimize RPM). Three airfoils are selected: Eppler E61,
Eppler E63 and AH-7-476 [20]. The lift-drag polars of each of these airfoils at the operating conditions de-
scribed above are generated using XFOIL [54], with 250 panels for each, and can be seen in figure 8.3.
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Figure 8.3: Lift-drag polars of selected airfoils, Re = 40000, M = 0.137

The Eppler E63 has the highest maximum Cl -Cd ratio of the three, but its Clmax is significantly lower than the
other two. The Eppler E61’s polar is very similar to that of the E63, with a slightly lower maximum Cl -Cd ratio
and a higher Clmax . The AH-7-476 has almost the same maximum Cl -Cd ratio and Clmax as the E61 but the
average Cd value is lower. Since propellers are subject to a wide range of angles of attack, the AH-7-476 has
the upper hand and is therefore selected.
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Using a program called JBLADE, the performance of the propeller can be computed. It uses Blade Element
Momentum Theory (BEMT) to calculate thrust generation and power required at various values of RPM and
V∞ [55]. The propeller is analyzed with an RPM range of 5000 to 15000 in increments of 1000, and a V∞ of
0.01 m/s (the lowest possible setting in JBLADE). The resulting CT0 and CP0 values can be seen in figure 8.4.
The average FOM of the modified propeller is 0.711, an improvement of 24 %.
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Figure 8.4: Comparison of UIUC propeller test and JBLADE analysis of modified propeller

To reduce the risk of damaging the fuel tank with the propellers during a potential collision (see risk A6 from
chapter 6), a duct with a height of 17.5 mm and a thickness of 0.2 mm has been added around each propeller
to protect the blade tips. The ducts have been sized based on the remaining mass budget after structural de-
sign was completed. The duct with the maximum length was designed within the mass constraints. Not only
does it reduce the severity of impact damage, but it also has positive effects on the propulsive performance
by reducing the effect of tip vortices [56]. Also by curving the inlet, additional lift is generated by the duct, so
an inlet lip curvature of 2.5 mm is applied.

8.1.2. AERODYNAMIC INTERACTIONS

Aerodynamic interactions can be divided in two categories: interactions with the environment and interac-
tions with the structural components.

8.1.2.1. ENVIRONMENT INTERACTION

Because the drone is flying in a fuel tank, it is expected that there will be flow interaction with the walls,
namely the influence of wall effects on the power loading of the propellers. The power loading (PL) is defined
as the ratio between thrust generated and power required, as seen in equation (8.5). A higher PL is bene-
ficial for the drone’s endurance, but acts as a disturbance on the drone’s control system and could pose an
associated risk.

PL = T

P
(8.5)

Wall influence can be separated in four categories: in ground effect (IGE), in ceiling effect (ICE), in channel
effect (IChE) and in wall effect (IWE). All of these effects have been investigated in [1], using a controlled
experimental setup.

For IGE, the relation between height-radius ratio (h/R) on the power loading is plotted in figure 8.5. At a h/R
ratio of 2.5, the PL starts to increase regardless of disk loading (DL, thrust per disk area), and increases more
significantly as height decreases. The propeller used in this design has a radius of 5 cm, equating to a height
of 12.5 cm above the ground. Because of the counteracting nature of the ground effect, and the drone does
not intend to land in the fuel tank, it does not pose a significant risk.
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Figure 8.5: PL increase as function of distance above ground [1]

Figure 8.6: PL increase as function of distance below ceiling [1]

A similar relationship has been derived for ICE, which is visualized in figure 8.6. Here the PL stays rather
constant, up to a height-radius ratio of -1 below the ceiling where it increases slightly. Above h/R = -0.25
the PL shoots up significantly. In this case this increase in PL does pose a risk, as the drone will get sucked
against the ceiling if it can’t correct its altitude in time. The foam that sticks out above the propellers provides
a clearance of 2 cm (h/R = −0.4) in case of a collision with the ceiling, but nevertheless this should be avoided
as much as possible to mitigate the risk of losing controllability.

In channel effect is the influence of both the ground and ceiling on the propeller’s PL. As demonstrated by [1],
this effect can be assumed as a superposition of IGE and ICE. The last effect is due to the proximity of a wall

perpendicular to the plane of the propeller disk. The change in PL is insignificant and therefore not shown
here. The propeller jet deflects slightly towards the wall, as seen in but the lateral force induced by this could
not be measured and is therefore deemed negligible.

8.1.2.2. STRUCTURE INTERACTION

To investigate the interaction with structural components, a CFD simulation was performed in ANSYS Fluent,
using a slightly simplified model of one of the drone arms. It is expected that the structural elements and part
of the compartment underneath the duct will generate a non-neglible amount of drag caused by the airflow
coming out of the duct. The aim of this simulation is to quantify the amount of this drag.

The geometry is enclosed in a fluid cube with a rib length of 1 m. To simplify the mesh generation and flow
calculation, the propeller has been left out and replaced with a fan boundary condition causing a pressure
jump of 81.64 N, similar to the wall interaction simulation described above.

The fluid is meshed using tetrahedra with a standard size of 15 mm, growth rate of 1.2, minimum defeature
size of 0.48 mm and minimum curvature size 0.96 mm. Because of the complex geometry of the drone arm,
a face sizing of 0.5 mm is applied to all the surfaces of the geometry except the top and bottom of the duct
where a sizing of 0.1 mm is used to capture the thickness of the duct wall. This resulted in a mesh of approx.
10740000 elements with a minimum and average orthogonality of 0.15 and 0.77 respectively.
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Figure 8.7: Volume rendering of velocity magnitude

Figure 8.8: Pressure contours on drone structure

Besides from the pressure conditions described above, all boundaries are set as walls with a no-slip condi-
tion. Turbulence is modelled with a realizable k-ε model with standard wall functions [57]. A steady-state
solution is calculated using a SIMPLE algorithm [58] with second-order discretization methods. Residual
convergence criteria are set to 1×10−4 for all variables. When all convergence criteria were met, the total
drag force calculated by ANSYS alternated between two values with an amplitude in the order of 10−4 , which
is deemed accurate enough for this purpose.

A volume rendering of the flow velocity magnitude around the drone arm can be seen in figure 8.7. The ve-
locity threshold for rendering is set at 4 m/s (lower velocities are not rendered). The flow accelerates up- and
downstream of the duct due to the pressure differences, and a split in the flow can be observed downstream.
This split is caused by the Y-shaped structure below the duct. There is also a bit of flow coming out of the
open holes on the side of the structure. The pressure distribution on the drone arm structure can be seen in
figure 8.8. As expected, the high pressure areas are directly below the duct, which causes pressure drag on
the arm in vertical direction. Also the side holes cause some high pressure generation due to the flow going
through them. The total drag (pressure and friction drag) on the structure is found to be 0.13 N, or 19.6 % of
the generated thrust. This implies that the propellers will have to spin approximately 9.4 % faster (assuming
a constant CT0 ). It should noted however that the curved duct inlet was omitted in the simplification of the
drone arm structure, which would partially negate the downwards drag.

8.2. MOTOR CHARACTERISTICS

The motor required to fly the ARTIS depends on the total mass of the drone. To select a proper motor, the
eCalc database was analyzed for the optimal motor. This database consists of over 7000 suitable motors used
in quadcopter design. For each of those motors, the power consumption was computed. As an additional
requirement, the motors are required to provide a thrust to weight ratio of at least 2 as stated in AMD-F-
AERO-Thr-01.

The power required to hover using a motor is determined by the rotational speed Ω, as is shown by equa-
tion (8.6) and equation (8.7), whereas the torque Qm of the propeller is found using equation (8.8). In these
equations, the diameter is set to 10.16 cm based on figure 8.1. The kT is equivalent to the CT0 of the propeller
(0.1289), as well as the Cp0 having a value of 0.06734:

Ω= 2π

√√√√ (W
4

)
kTρD4 (8.6) Psha f t =Cp0ρ

(
Ω

2π

)2

D5 (8.7)
Qm = P

Ω
(8.8)

The electric voltage requirement of the motor is calculated for each motor using equation (8.9) (Kv , R, and
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Figure 8.9: Trade off scoring for motor selection Figure 8.10: The RotorX RX1404

i0 from eCalc database [59]). Equation (8.9) is solved numerically for v . Based on this, the current and power
can be computed with equation (8.10) and equation (8.11).

Qm =
[(

v − Ω

Kv

)
1

R
− i0

]
1

Kv
(8.9) i =

(
v − Kv

Ω

)
1

R
(8.10) Pel ectr i c = i · v (8.11)

To select the optimal motor a trade-off between power consumption and the mass of the motor is performed.
The optimal motor is the one that minimizes the following scoring function:

Φ= mmotor +Pmotor ·
(

t f l i g ht

ρbat ter y

)
(8.12)

Equation (8.12) computes the sum of the motor mass and the battery mass needed to deliver the power of the
motor. See figure 8.9 for a visual representation of this trade-off. The blue crosses represent all motors that
are located in the eCalc database. The orange lines are lines with constantΦ, so the optimal motor is located
in the direction perpendicular to the orange line towards to bottom left [6].

During an iterative process, the optimal motor with lowest Φ score was selected as the motor for the ARTIS.
This motor is the RotorX RX1404, shown in figure 8.10 having a mass of 8.5 g including cabling from the ESC
to the motor [21]. This motor requires a 3-4S voltage input and has a stator diameter of 14 mm. In addition,
this motor can provide a thrust of at least 2 times the drone weight. In hover, the power consumption per
motor is 19.12 W. As this is a brushless electromotor, it does not create sparks during operation, thereby
reducing risk A3. Furthermore, as this motor can provide at least twice the required power to hover, risk P1 is
mitigated.

8.3. MATERIAL CHARACTERISTICS

A detailed overview of suitable materials for the manufacturing of the drone was presented in [6]. In this
section the material choice is presented.

Structural design starts from determining the loads the structure needs to withstand. The critical loads on
the structure are those occurring during impacts. As the flight speed inside the tank will be low, the most
powerful impact can occur at the end of a drop from the tank ceiling. The maximum height of the C-130 fuel
tank is approximated to be 0.75 m. Accounting for manufacturing defects, such as small notches left over
from 3D printing support structure or local thinning of material, leading to stress concentrations, a safety
factor of 4/3 is applied. Therefore, the structure is designed to resist the ultimate loads occurring at the end
of 1 m drop.

The energy to be absorbed by the structure during impact is the kinetic energy of the drone. The kinetic
energy is equal to the potential energy at the height of 1m: mdr one · g · h = 2.943J, rounded up to 3 J for
a conservative estimation. The structure needs to be able to absorb this energy at the maximum impact
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pressure possible, which can occur when the drone falls on a sharp edge such as a stringer corner. Relying
of the toughness of the structural material alone to absorb the impact energy is not reliable (difficult the-
oretical task on the edge of material science and research), nor practical as a larger volume of material is
required than in the regular case of carrying the loads. Using polymeric foam as the main impact energy
absorption material is the lightest solution. The foam toughness required is directly proportional with the
available space for foam. As the drone has to fit through an elliptical hole of 30.48 cm by 20.32 cm, with a
propeller diameter of 10 cm, the maximum space available for the structure around each duct is 2 cm. Allow-
ing for a structural width of 1 cm, the maximum space available in height for the foam on the side is 1 cm.
Assuming that the contact area is infinitesimally small (point load), and assuming the foam resistance to
compression is linear on average throughout the compression range, the work of the foam reaction force is
equal to Wr eacti on = Fr eacti on ·∆X , where ∆X is the compression range assumed to equal the foam thick-
ness. Wr eacti on needs to match the impact energy in order for the entire energy to be absorbed, leading to
a reaction force of Fr eacti on = 3J

0.01m = 300N. In order to determine the required foam toughness, with the
impact force determined above, a realistic impact area of 1 cm2 is assumed, corresponding to a sharp edge

impact. The impact pressure is Pi mpact = Fi mpact

Ai mpact
= 300N

0.0001m2 = 3MPa. Based on the assumption that the foam

compresses linearly, the foam yield stress equals σyi eld = 3MPa. A rigid polymer foam (MD) with a density
of approximately 140 kg/m3 will be used [22]. As more space is available on the top and bottom surfaces for
foam, a different foam with a lower density can be used, thus leading to lower structural loads. The procedure
can be repeated, leading to a maximum reaction force of 150 N and a foam density of 47 kg/m3 corresponding
to rigid polymer foam (LD) [22].

Table 8.1: Material quantities used in the final design

Component Material Weight
Propeller CFR 50 % 7 g
Frame CFR 30 % 74 g
Dense foam Polyurethane 12 g
Light foam Polyurethane 11 g
Static dissipa-
tion foil

Aluminum 3.63 g

The maximum forces exerted on the structure are high
and can be applied from a multitude a positions, there-
fore an isotropic material with a high specific strength
is required. CFR Nylon with 30 % carbon powder fill-
ing has an ultimate strength of 260 MPa and a den-
sity of 1280 kg/m2, leading to a specific strength of 0.2
[23], which is higher then regular Nylon with a spe-
cific strength of 0.071 or Aluminum 2045-T4 with a spe-
cific strength of 0.17 [60]. CFR Nylon is the material of
choice.

For static electricity dissipation, the duct, the struts and the part of the main compartment exposed to direct
airflow from the propeller will be covered in aluminum foil with a thickness of 0.016 mm. This is the typical
commercial thin aluminum foil thickness. The total surface area to be covered by foil is 0.084 m2, as calcu-
lated from the final CATIA model. The added mass of this foil is 3.63 g. This addition of aluminum makes
the ducts conductive, making the drone easier to ground. The propellers will not be covered in foil, as the
high aerodynamic forces might damage it. Instead, the propellers will be manufactured by injection molding
with nylon reinforced with 50 % carbon long fibers [25]. The higher the carbon content, the more conductive
the material is, therefore having a higher carbon infill percentage is a mitigation procedure [24]. More on
the grounding of the drone will be stated in section 9.4. Table 8.1 summarizes the materials used and the
quantities required for the final design.

Requirement AMD-F-CNST-Material-01 (D1) is met as all materials used are immune to the chemical envi-
ronment. Requirements AMD-NF-CNST-Sfty-01 (S,D1), AMD-NF-CNST-Sfty-06 (S,D1) and AMD-NF-CNST-
Sfty-07 (S,D1) are met as the maximum impact pressure when foam absorbs the energy is 30.5 kg/cm2, while
the maximum load exerted on the fuel tank is 300 N which is lower than the weight of a 150 pound person,
and no sharp edges are exposed which could scratch the paint coating of the tank.

Risk A6 is mitigated by meeting requirements AMD-NF-CNST-Sfty-01 (S,D1), AMD-NF-CNST-Sfty-06 (S,D1)
and AMD-NF-CNST-Sfty-07 (S,D1). Risk S1 is mitigated by using 3D printing as the main manufacturing
process for the structure. This makes the process more predictable and the results repeatable as the process
is largely automatic.
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8.4. STRUCTURAL CHARACTERISTICS

In this section, the ARTIS’ main structure is designed. This includes the main frame that connects the ducts,
foam and main compartment. Also, the propellers designed aerodynamically in section 8.1.1 are analyzed
for structural integrity in this section.

8.4.1. FRAME DESIGN

The input of the iterative drone arm structure design process are the maximum forces Fver t i cal = 150N,
Fhor i zont al = 300N and the total mass budget of 90 g for the structure. All structures during the iteration
process were approximated as frame structures made of straight beam elements. The final structure was
approximated as in figure 8.11. A render of the final design is shown in figure 8.12 for ease of visualization,
even though it was only created at the end of the process. A tool was written in MATLAB which uses the
matrix displacement method to estimate the loads through all members, the maximum occurring Von Mises
stresses and the total mass of the structure. All the information used about matrix methods is contained in
[61]. The following information about matrix methods is taken from [61].

Figure 8.11: Frame approximation of the arm structure
Figure 8.12: Render of arm structure

Matrix methods are based on beam theory and conservation of energy methods (virtual work). The member
end forces Q and the member end displacements u can be related with equation (8.13):

Q = ku +Q f (8.13)

where Q f is the member fixed-end force vector expressed in local coordinates:

Q f =
[
F Ab F Sby F Sbz F Tb F Mby F Mbz F Ae F Se y F Sez F Te F Me y F Mez

]T
(8.14)

with F Ab , F Sby , F Sbz , F Tb , F Mby , F Mbz being the axial force, shear forces, torsional moment and moments
around the axis Y and Z at end b, and the other components being the counterparts at the other end of the
element, called e. k is the member stiffness matrix expressed in local coordinates:
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k = E
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(8.15)

T =


r O O O
O r O O
O O r O
O O O r


(8.16)

In here, A is the cross sectional area, L is the element length, E is the modulus of
elasticity of the material used, G is the shear modulus of the material used, J is the
torsional stiffness, and Iy and Iz are the moments of inertia expressed in local coordi-
nates. The transformation matrix between global coordinates and the local element
coordinates can be constructed as in equation (8.16): In which O is a null 3x3 ma-
trix, and the r matrix is expressed separately for regular elements and for elements
with an angle of pitch of 90° because of the singularity in Euler angles. For regular
elements, r is described by equation (8.17), and for vertical elements r is described by equation (8.18),

r =


rx X rxY rx Z

−rx X rxY cos(ψ)−rx Z si n(ψ)√
r 2

x X +r 2
x Z

√
r 2

x X + r 2
x Z cos(ψ) −rxY rx Z cos(ψ)+rx X si n(ψ)√

r 2
x X +r 2

x Z

−rx X rxY si n(ψ)−rx Z cos(ψ)√
r 2

x X +r 2
x Z

−
√

r 2
x X + r 2

x Z cos(ψ) −rxY rx Z si n(ψ)+rx X cos(ψ)√
r 2

x X +r 2
x Z

 (8.17)

r =
 0 rxY 0
−rxY cos(ψ) 0 si n(psi )
rxY si n(ψ) 0 cos(ψ)

 (8.18)

Where rx X , rxY , rx Z are defined as follows:

rx X = cos(θx X ) (8.19) rxY = cos(θxY ) (8.20) rx Z = cos(θx Z ) (8.21)

The global stiffness matrix can be obtained from the local stiffness matrix as follows: K = T T ·k ·T . Similarly,
the fixed-end force vector in global coordinates can be obtained by: F f = T T ·Q f . From the stiffness matrix
of each element expressed in global coordinates, the system stiffness matrix has to be assembled. For the
final iteration of the structure geometry, shown in Figure 8.11, there are 14 elements in the frame and 11
nodes. Each node has 6 degrees of freedom, leading to 66 degrees of freedom for the entire frame. Therefore,
the system stiffness matrix is 66x66. The system to be solved by the computer is: Fg l obal = Ks y stem ·Dg l obal ,
where Fg l obal is the global system force vector (size 1x66) and Dg l obal is the global system displacement
vector (size 1x66). The global displacement vector can be disassembled into the local node displacements
for each element, dl oc al . From the end displacements of each member, using the local stiffness matrix, the
forces and moments acting at both ends of each elements in local coordinates can be obtained with Flocal =
k ·dlocal . From the local force vector, the thin walled beam assumption is made to calculate torsional stress
with equation (8.23) and the flexure formula, equation (8.22). The maximum Von Mises stress occurring
within a beam element can be calculated with equation (8.24).

σ= M · y

I
(8.22) τ= T

2 · A · t
(8.23)

σv =
√

0.5 · [(σ11 −σ22)2 + (σ22 −σ33)2 + (σ33 −σ11)2 +6(σ2
12 +σ2

23 +σ2
31)] (8.24)
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For the last geometrical iteration of the structure, the element thicknesses were adapted iteratively until the
calculated stress did not exceed the failure stress of the material, and the estimated mass of the structure
remained within the budget.

Requirement AMD-F-ST&M-Join-03 (D1) is met as all structural members are 3D printed hollow tubes which
are air and liquid tight. Risk S1 can be mitigated by inspecting the structure after each manufacturing stage.
After 3D printing the integrity of all elements can be visually inspected. The cabling holes can be obstructed
and the structure pressurized to check that the structure is air and water tight and that no pore has been
created during manufacturing that would jeopardize structural integrity and violate the regulation require-
ments. After foam is glued on the structure, the quality of the bonded joints can be checked by a worker.
Risk S2 related to manufacturing, as they relate to the structural elements can be mitigated. By 3D printing a
prototype, manufacturing difficulties can be reduced significantly.

A detailed overview of risk S3 is presented in table 8.2. The percentages are defined by the area protected by
structure and exposed area. The propeller ducts are especially vulnerable from top and bottom impacts with
loose hanging lines or cables, as they can get in the way of the propellers. The risk of damaging impact can
be further reduced by reducing the risk of impacts occurring, with accurate navigation and control.

Table 8.2: Drone damaging collision probability with defined obstacles

Flat Surface Stringer
Stringer at
diagonal angle

Rib when
crossing

Vertical
Pipe

Horizontal
Pipe

Loose hanging
lines/cables

Exit/Entry
Points

Safe 100 %
Safe from top 58 %
Safe from side 70 %
Safe from bottom 100 %

Same as
stringer

Same as
stringer

Same as
stringer

Safe from top 58 %
Safe from side 100 %
Safe from bottom 100 %

Top/Bottom: Unsafe
Safe from side 70 %

Same as
stringer

8.4.2. PROPELLER STRUCTURAL DESIGN

Propeller design is dictated by aerodynamic performance and has to maintain structural integrity throughout
the lifetime. Therefore, it is necessary to perform stress analysis of the propellers. The analysis for clockwise
and anticlockwise propellers is identical, therefore only the clockwise propeller is presented.

The propeller blades can be analyzed as beams with a distributed loading and variable cross-section. The
following loading cases are present:

• Axial loading due to the centrifugal force occurring during rotation.
• Bending loading due to the aerodynamic loading.

The axial loading distribution is determined using the mass distribution from the CATIA model of the pro-
peller, and the angular velocity at the maximum RPM. The lift and drag forces are decomposed into axial and
normal forces in the blade coordinate system. The load distribution is approximated conservatively as linear
functions along the span, as in figure 8.13. In red is the lift distribution, and in blue are the resultant forces of
the distribution. The centroid location and the area moments of inertia along the span are obtained by im-
porting the airfoils into AutoCAD. Even though the tip cross sections are smaller, because of the low bending
moment, the maximum tensile and compressive stresses occur at the root of the blades where the bend-
ing moment is maximal, and the tensile stress due to centrifugal forces are highest. From this conservative
analysis performed by hand, the maximum stress found in the blades is 78.1 MPa.

Figure 8.13: Approximated aerodynamic forces on
propeller

The propellers need to have a 23 mm shaft in order to spin
in the duct section above the electronics compartment.
This value is obtained from the CATIA model. The shaft
needs to withstand the torsion during all operating con-
ditions and the lift force. Making the thin walled assump-
tion, equation (8.23), equation (8.22) and equation (8.24)
can be used again to size the radius and thickness of the
shaft. For a shaft thickness of 0.4 mm and a radius of
2.5 mm, the maximum Von Mises stress occurring during
regular operation is 1.12 MPa. The estimated mass of the
propeller shaft is 0.178 g.
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POWER AND ELECTRONICS
This chapter will elaborate on the power and electronics configuration of ARTIS. First section 9.1 shows some
diagrams which were used in the design. section 9.2 covers the payload and sensors used for the detection
of green primer. In addition, it explains which electronic hardware will be used to perform the mission.
section 9.3 elaborates on the power storage and distribution. Finally, the grounding of the drone to prevent
static discharges is stated.

9.1. COMMUNICATION AND DATA HANDLING

This section aims at providing an overview of the hardware, data and communication of ARTIS within itself
and its environment. This can be used in the design of the electronics subsystem. First section 9.1.1 will talk
about the internal hardware and the connections between those components. These will be shown within a
hardware block diagram. Section 9.1.2 is a more in depth diagram for the internal data flows and handling
of said data. Lastly section 9.1.3 will show an internal/external communication diagram that will help in
understanding the general operation of ARTIS.

9.1.1. HARDWARE BLOCK DIAGRAM

ARTIS consists of multiple components needing to be assembled and work together as one system. To get an
overarching view of all the components a hardware block diagram is created and can be seen in figure 9.1.
The indepth explanation of the components can be found in section 9.2 and section 9.3 A brief description
of the components function and/or the data flow is shown within the diagram. The amount a certain com-
ponent is present within the system is indicated with a small number in the corner of the block. Moreover
a simplistic explanation of the structure of ARTIS is present, this is visualized as overarching dashed blocks
containing multiple component. Within the diagram the components that have the grounding symbol are
all connected to the aluminum with the purpose of dissipating static charge, as more thoroughly explained
in section 9.4.4. The hardware within ARTIS also has dedicated software implementation which will be ex-
plained and visualized in section 10.2 and figure 10.2.

9.1.2. DATA HANDLING BLOCK DIAGRAM

Table 9.1: Outgoing communication during inspection

Function Type Data amount
in bits

Position (x,y,z) float 96
Low battery charge <10% flag 1

SD card 95% filled flag 1
Component failure flag 1

Safe mode Activated flag 1
Emergency abort received flag 1

Returning to exit flag 1
Reached exit flag 1

Landed flag 1
Motors switched off flag 1
Recording stopped flag 1

Suspected missed section flag 1
Total - 107 (14 bytes)

Within ARTIS different types and amounts of data
are handled by different components and trans-
ferred between the components, with figure 9.2
showing a general overview of this. For the data
transmission, different types of interfaces are used.
The data flow speed at each line is the total for
all the components, e.g 1244 Mbit/s is considering
both stereovision cameras. The ToF sensors will
use SDA/SLC, the camera will use a 30 pin SFC
which transfers raw RGB data, and the ESC will
be controlled through a 2 pin JST connector. The
mentioned components are chosen and described
within section 9.2. These interfaces are used to
transfer data from the motherboard to the compo-
nents. Internal data transfer within the mother-
board is integrated into the circuit board. The VPU
will run an algorithm to process video feed for navi-
gation purposes. This processed data will be passed
to the CPU which in its turn will run the guidance
and control algorithm for path planning and flight control to ensure a safe and efficient inspection. The
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Figure 9.1: Hardware block diagram for ARTIS
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video feed and images are stored onto SD cards. Only the video feed for one of the stereo vision cameras is
stored due to negligible difference in FOV since the images provided by both are nearly identical. The aster-
isks at the "2x" connected to the camera indicate that operations at a key point are different. Namely at a
key point one of the stereo vision cameras will also be used to take images. The speed at which the images
are taken is reduced to 1.3 image per second, on average. This is based on the yaw speed of ARTIS at the
key points. Reducing the speed at which the images are taken will not cause data overflow for the SD card
to which the images are written. The SD cards will be taken out after inspection and post data processing
using the green primer detection algorithm will be done by the operator. As ARTIS will communicate with
the operator the information it will send is shown in table 9.1. The position is a 32 bit float number and all
three coordinates are sent. All the other information is in the form of 1 bit flags. These flags will update the
operator on the status of ARTIS. When a problem arises ARTIS will change the flag and proceed to solve the
problem if possible. If this is not possible then an abort mission flag can be sent by the operator, which will
have ARTIS try to exit the tank instead. This external communication will help locate the drone when it might
get stuck or fail, decreasing the severity of risk C1.

For the data handling it’s also important to consider that compression is an option, this would reduce data
transfer rates, which is quite beneficial. Currently raw 10-bit RGB generated by the cameras, but the VPU
also supports H265 and H264 compression algorithms. These can compress the data with a factor of up to
10. Currently this is not implemented in the design because of concerns for ARTIS’ computational capacity
and heat generation.
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Figure 9.2: Data handling block diagram for ARTIS with * indicating nominal conditions

9.1.3. COMMUNICATION FLOW DIAGRAM

After the in-depth diagram about the actual data a more general overview of the communications within the
system is given in the form of a communication flow diagram. This diagram was constructed to obtain a
better overview of the internal communication of the systems. With the knowledge obtained from this dia-
gram, the electronics components can be picked better as it is now known how the internal communication
is established. Within this diagram both in-going and out-going communications are included, as well as
the internal communications. As can be seen the drone interacts in multiple ways with the environment. It
will get visuals via the camera, as well as motion tracking and the laser will reflect off surfaces for distance
measurements. Furthermore, for the external communication the drone stays continuously in contact with
the off-board monitoring unit, which can be any computer with an RF module, to update the operator. After
the inspection the SD cards can be taken out and inserted into an off-board computer and processed by the
operator. For the internal communication a simplified version of the components and flows between those
is shown. The asterisk again indicates the nominal condition, with a condition change when a key point is
reached. For more details on the internal data handling see section 9.1.2.



42

Outboard Monitoring
Unit

Motherboard

IMU

CPU

VPU

SDSD

CameraX2

X2 Camera

ToF X6

ESC

Motor

X4

Environment

Video
Feed

Images

Visuals
Laser

reflection

Obstacle
data, position
and control

Distance to
objects

Throttle

Movement 

Accelerations
and

Rotation rates

Voltage and Current 

Human operator

Inspecting
images and

video for green
primer

Images Video
Feed

Video
feed
and

Images

Antenna

Transmitter
Position,
Flags

Commands

Commands

Position, Flags

*

*

Figure 9.3: Communication flow diagram for ARTIS with * indicating nominal conditions

9.2. ELECTRONICS

This section elaborates on the electrical components inside ARTIS. This includes the payload, sensors, and
other electronic components.

9.2.1. PAYLOAD AND SENSORS

The payload is the part of the drone that actually performs the required mission: visually inspect the tank’s
surface. To do this, the payload consists of cameras and LED lights. To detect anomalies, an off board algo-
rithm to detect green primer in the tank is elaborated on. In addition, sensors that measure the distances to
the environment are included.

9.2.1.1. CAMERA

The cameras carried by the ARTIS will perform two tasks simultaneously: performing visual inspection on the
fuel tank surface, and providing the GNC algorithms with footage of the environment for proper navigation.
In this part, the cameras will be analyzed for visual inspection. To select an adequate camera, one first has to
look at the requirements being set for the camera:

• AMD-F-PAYL-Cam-01 (D2): The camera shall provide RGB images.
• AMD-F-PAYL-Cam-03 (Y): The drone camera images shall be linked to the corresponding position and

orientation of the drone within the tank.
• AMD-F-PAYL-Cam-02 (S,Y): The camera shall have a resolution of at least 5 MP/ft2.

AMD-F-PAYL-Cam-03 (Y) does not pose any direct requirement on the camera itself: it merely states that if
the camera spots an anomaly, the on board computer should store the position of that location. Therefore,
the camera selection will be done based on AMD-F-PAYL-Cam-01 (D2) and AMD-F-PAYL-Cam-02 (S,Y).
From this it becomes apparent that the camera can be very basic: a camera module capable of making RGB
images with a resolution of 5 MP/ft2 will work. As it is important to make the cameras as light and with low
power consumption as possible, only small camera modules will be considered.

Before selecting a specific suitable camera, it is first required to have more knowledge on ensuring a cer-
tain resolution, so that risk PL1 is mitigated. Equation (9.1) was set up to compute the camera resolution in
MP/ft2, distance and observed object inclination. The inputs from the camera itself are the camera resolu-
tion, the horizontal FOV and the vertical FOV.

Res = MP

t an( V FOV
2 )t an( HFOV

2 )|p−c|2 (p−c)·n
|p−c|

(9.1)

The denominator of this equation scales the camera resolution based on the area it observes, the distance to
the object and the orientation of the object. p is the point that is observed, c the point at which the camera is
located and n the normal vector of the observed point.
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In table 9.2, the four best performing cameras for this mission have been stated, with the most important
camera specifications being listed, such as mass, power usage, resolution, field of view and cost. From this
table, the optimal camera for the ARTIS can be selected. The Matrix-CAM1320 has the highest resolution,
a reasonably low mass and a given power usage of only 0.223 W [62]. An advantage of this camera is the
confidence on the value of the power usage, since for the other cameras the power consumption is only an
estimation. In addition, the FOV angles suffice for this mission and the cost is within the budget. Therefore,
the Matrix-CAM1320, shown in figure 9.4, was chosen as the camera option for the final design.

Table 9.2: Camera options

Raspberry Pi V2 [63] Matrix - CAM1320 [62] NanoPi DUO2 [64] Raspberry Pi Zero [65]
Mass [g] 3.0 3.01 2.0 3.0
Power cons. [W] <1.02 0.223 <1.02 <1.02

Resolution [MP] 8.0 13.2 5.0 5.0
VFOV / HFOV [°] 62.20 / 48.8 60 / 45 66 / 49.50 53.50 / 41.41
Cost [e] 29.95 21 7.99 16.95

Further aspects that are important to consider in the camera analysis are the mass of the plastic board (the
blue board in figure 9.4) and the required illumination of the camera sensor to ensure smooth and bright
image quality. The mass of the surrounding plastic board contributes to a large extent to the camera module
mass. For the visual inspection only the camera is needed and further processing is done via the on board
computer chip, therefore this board can be removed. The mass of one camera was therefore estimated at
only 1 g.

The Matrix-CAM1320 requires 1.2 V and provides stable images in a temperature range of 0 ◦C to 60 ◦C. It
uses an CMOS 13.2 MP image sensor with OmniBSI-3 technology, which means that the individual pixels are
captured one at a time. For cameras taking images at high movement speeds, this causes the images to be
blurry, since the camera moves over a distance while the camera is still capturing a single image. For ARTIS,
this will not be a problem as it is expected to fly with low velocity (around 0.1 m/s). It was checked with a sim-
ilar smart phone CMOS camera that taking images with the camera moving at low velocities does not affect
the quality of the images. The image data output is done via a 4 lane MPI serial output which is compatible
with the CPU that is described in section 9.2.2. The data is in a 10-bit RGB raw output format with 8 kbits
of embedded one-time programmable memory. The low light performance is not explicitly stated, which
makes the illumination source selection even more important. Using an illumination source will ensure that
the cameras will never encounter low light conditions that may negatively affect the performance.

Figure 9.4: The Matrix-CAM1320 Figure 9.5: Orientation of the cameras on the drone

The most suitable camera orientation on the drone body is visualized in figure 9.5. Here, three cameras are
shown: one angled upwards 60°, one facing straight forward and one angled downwards −60°, with φ being
the FOV of one camera. In this set up, the cameras cover a full vertical 180° field of view. Furthermore,
two front facing cameras will be used to provide the drone with stereo vision, useful for navigation. The
separation distance between those two stereo cameras is discussed in section 10.3.1. In total, four cameras

1The mass of this camera is not exactly known. This value has been derived from the dimension of the camera module by comparing
it to the Raspberry Pi V2 and looking at the volume of the camera module.

2This power consumption is not known exactly and is thus estimated to be less than 1 Watt under nominal operations.
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will thus be used so that visual inspection and navigation can be performed optimally. The two front facing
cameras will provide continuous video feed at 30 frames per second for navigation. The video quality is then
set to 1080p. The up and down facing cameras do not have to provide continuous video and can thus take
high quality 13.2 MP images. At some points in the tank, the drone will make a full yawing rotation. During
this motion, one of the two front facing cameras will stop recording video and will switch to high quality
images as well. In this way, the entire tank can be inspected with full 180° FOV at high resolution. How
exactly this inspection will take place is stated in section 11.2.2.

9.2.1.2. DETECTION OF GREEN PRIMER

The anomalies in the fuel tank will become apparent when a green primer bleeds through the coating. There-
fore, crack inspection can be performed on the drone by running an algorithm that detects the specific green
color of the primer. By storing this video the algorithm can be run over it, after the mission has ended.
Anomalies in the tank can then be seen easily when the video and images are checked. This is not done on
board since it would require significant computational power for the high resolution images.

The color detection algorithm that is used is a color detection algorithm included in Simulink. In this a
reference color as well as some thresholds are set. As an input it takes the camera video feed and images and
looks at the RGB values of each pixel. This RGB code is converted to the HSV color space. It then compares
HSV values with the reference color and determines for each pixel if it is inside the set margin. All pixels that
are within the margin are given a predefined color, in this case a very bright red for easy visualization when
reviewing the inspection video. When the algorithm is run over a video feed, the same thing happens. This
algorithm is described in pseudocode in algorithm 9.1. Furthermore, the stored camera footage is linked
to a time stamp that can later be used to identify the location of certain finding and to meet requirement
AMD-F-PAYL-Cam-03 (Y).

Algorithm 9.1 Pseudocode for color detection algorithm

Convert input RGB pixel’s color p into HSV color space as q
for H, S and V for each color do

if the difference between the reference color and q is less than the threshold then
Make the output color r red
Mark the time stamp in the video at which detection has occurred

else
Output color equals the input color r = p

end if
end for
Output r in RGB color space
Output list of timestamps at which detection has occurred.

Figure 9.6 exemplifies the results of the color detection algorithm. It has been tuned to detect the green
primer bleeding through even when it is very faintly present, and to have a large range of luminosity in its
detection (the V threshold in the HSV color space), ensuring a low chance of any missed detection (thus
mitigates risk C6), but also increasing the chance of having a false positive. As a solution, after running the
algorithm off-board, a human can compare the processed footage with the original footage to ensure the
accuracy of the detection.
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Figure 9.6: Color detection algorithm ran on provided images

9.2.1.3. ILLUMINATION SOURCE

For illumination, only one requirement needs to be met:

• AMD-F-PAYL-Ill-01 (Y): The illumination source shall provide an illumination of 100 lm/m2

To ensure sufficient illumination, equation (9.2) was composed. Here, the number of lumens of a specific
LED light source is degraded with the distance to the object and the illuminated area.

lm

m2 = lm

t an( V FOV
2 )t an( HFOV

2 )|p−c|2 (9.2)

The selection of an illumination source is based on the mass, power usage and brightness. Extensive online
research was performed into LED sources, where a High Voltage LED was found to be suitable for this mission
[66]. This LED only consumes 1 W of power and was estimated to have a mass of 1 g with a view angle of
120°. During drone operations it will be ensured that the illumination does not drop below 100 lm/m2. To
ensure illumination of the entire camera FOV, at least two LEDs are required. Moreover to obtain lighting
from two different angles on each part of the surface, a total of four LEDs will be used. In this way, adequate
illumination is ensured along the entire FOV and the surface is illuminated in a homogeneous way.

9.2.1.4. TIME OF FLIGHT SENSORS

ARTIS will use six time of flights sensors to estimate the distance to the surrounding walls. On all sides of
the drone a sensor will be placed. The VL53L1X Time of Flight Distance Sensor was chosen as the optimal
option for ARTIS. It has a mass of only 0.25 g and consumes only 0.0014 W of power [67]. This low mass,
in combination with the low camera and LED mass, makes sure that risk PL2 is mitigated. Furthermore, it
measures distances up to 4.0 m under the default settings. This is sufficient for its intended use. As the tank
on the inside has a reflective coating, the sensors will most likely not encounter measurement problems. The
way these sensors will be used for GNC will be elaborated on in chapter 10.

9.2.2. MOTHERBOARD

The on board processing of the ARTIS will take place on the motherboard. This motherboard consists of the
connector board, the IMU, the CPU, the VPU, the transmitter, the antenna and the MicroSD chips with slots
and a capacitive switch for switching ARTIS on and off. Furthermore, this board needs to be connected to the
cameras, ESCs, ToF sensors and a power source to allow for data and power transfer. First, the hardware that
is placed onto the board will be selected. After that, the specific connections and the motherboard connector
board are chosen.

First the IMU was chosen, its function being the measurement of accelerations and rotational rates of ARTIS,
as is explained in more detail in section 10.1.1. The chosen IMU is the Xsense MTI1 [68]. The IMU has a size
of 12.1 mm×12.1 mm, mass equal to 0.66 g and power usage of 0.044 W.

Secondly the chosen CPU is a Cortex-M4 NXP, the use of which will be explained more thoroughly in sec-
tion 10.1.2. The dimensions of the CPU are 12 mm×12 mm, mass equal to 0.5 g and power usage of 0.95 W.



46

Lastly, the VPU is selected. This VPU was chosen due to its low power (1 W) consumption and high compu-
tational power of 4 TFLOPs [69]. More on the usage of the VPU in ARTIS can be found in section 10.1.2. It has
a size of 8.1 mm×8.1 mm, mass equal to 0.5 g and uses 1.0 W of power.

9.2.2.1. DATA STORAGE

The video data that the ARTIS will capture needs to be stored on board if one wants to review the footage
of the inside of the tank. Using this footage, one can not only check for green primer, but also for loose
cables and other anomalies. The data will be stored on a micro SD chip. One SD can store up to 90 MB/s.
The upwards and downwards oriented cameras taking images at 13.2 MP at 2 fps store data continuously
at 66 MB/s. For the two front facing cameras, only one needs to store the visual data. Recording video at
2.07 MP at 30 fps leads to a storage of 78 MB/s. In addition, at key points in the tank one of the two front
facing cameras will switch to taking high quality images. At those points, the one camera still taking video
still stores them as before. The three other cameras take images at 13.2 MP at 0.75 fps so that footage can be
written with writing speed of the SD cards. Taking all of this into consideration, leads to the fact that one SD
card is not enough. The data will thus have to be stored on two separate SD cards, one for the image feed of
the upwards and downwards oriented cameras (and for the images of one front facing camera at key points,
mentioned in section 11.2.2) and one for the video feed of one of the two front facing cameras.

With an estimated flight time of 600 s, as stated in requirement AMD-F-P&P-Endu (S,Y), the total storage for
the front facing camera turns out to be around 47 GB and for the up and down cameras around 40 GB. Both
SD cards will thus have a storage space of 64 GB. This was also shown in the data handling block diagram,
shown in figure 9.2. These two SD cards are estimated to have a total mass of 0.5 g. Besides the SD cards,
ARTIS also needs slots were the SD cards can be placed. Two such slots will be used and mounted on the
ARTIS motherboard, having a mass of around 2.5 g in total, based on a similar slot [70]. The chosen slot is
heavier, but ARTIS does not need the entire unit. Therefore, the required part was estimated to have a lower
mass. The total data storage module thus has a mass of 3.0 g. The SD cards consume negligible power. By
using SD slots for on board data storage this aids in mitigating risk A5.

These microSD slots are integrated on the motherboard, which can be accessed through a small latch on
the side of the main compartment. This latch is to be sealed with a rubber to ensure the air-tightness of the
drone internals. Some alternative methods can also be considered to ensure air tightness, such as adding
an IP66 (Dust and water proof) or higher certified charging/data port. This would eliminate any required
rubbers, which are often hard to recycle. This could however lead to a weight increase so requires further
investigation.

9.2.2.2. COMMUNICATION

The final electronic components that are included in the ARTIS are an antenna and a 2.4 GHz RF transceiver.
These components are added to allow for simple communication with the operator, such as commands to
leave the tank during an emergency. Also, the drone can send the real time position to the outside operator
so that the drone can be found in the tank at any time. Lastly it shall send flags to keep the operator up to
date on the state of the drone and notify if a certain problem arises. These features mitigate the severity of
risk C1. Together, these components have a mass of 2.0 g and have an estimated maximum power usage of
1.0 W [71].

9.2.2.3. INTEGRATION OF ELECTRONICS

All of the electronics mentioned in this subsection are integrated onto the motherboard. A schematic rep-
resentation, to scale, can be found in figure 9.7. For the printed circuit board including pins, the mass has
been estimated to be 6.8 g, this is including a capacitive power switch, ESCs and ToF sensors. The mass was
computed based on the required size to fit all components and the density of common circuit boards. The
power connector to the motherboard is a PCB terminal block having a mass of 0.3 g [72]. The 4 connectors to
the cameras are 30 pin FPC connectors of 0.3 g per piece [73]. Combining this with the VPU, CPU, SD slots,
IMU, antenna plus a RF transceiver (0.5 g, 0.5 g, 3.0 g, 0.66 g and 2.0 g, respectively), yields a total mass for the
motherboard of 12.96 g.
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Figure 9.7: Motherboard schematics to scale

9.2.3. ELECTRONICS HARDWARE OVERVIEW

In table 9.3, all the selected electronics components can be found. In the last row, the total mass, power
consumption and cost of the electronics can be seen.

Table 9.3: Overview of all ARTIS electronics components

Component Name Mass [g] Power con-
sumption [W]

Cost

Motherboard PCB Custom 6.8 0.0 e1 [74]
Camera FPC connector (4x) 30 Pin FPC connector 0.3 0.0 e1.50 [73]
Power connector PCB terminal block 0.3 0.0 e0.30 [72]
Camera (4x) Matrix-Cam1320 1.0 0.892 e21 [75]
Time of flight sensor (6x) VL53L1X 0.25 0.0084 e11 [76]
CPU Cortex M4 NXP 0.5 0.95 e2 [77]
VPU Intel Myriad X 0.5 1.0 e90 [78]
IMU Xsense MTI-1 0.66 0.044 e17.5 [79]
LED (4x) High Voltage LED 1.0 1.0 e0.30 [66]
Micro SD (2x) SANDISK 64GB 0.25 0.060 e12 [80]
Micro SD slot (2x) Custom 1.25 0.0 e2 [70]
RF Transceiver, Antenna TI CC2500, Inverted F 2 1.0 e4 [71]
Total - 22.46 5.066 e300

9.3. POWER

This section will elaborate on the power storage and distribution inside ARTIS. The power storage will be
done using batteries. This power will be distributed via cabling to the power distribution board, which in
turn distributes the power to all other electronic components. The power required by the motors will be
distributed via electronic speed controllers. During the design for the power provision within ARTIS the
following requirements where kept in mind.

• AMD-F-P&P-Endu (S,Y): The drone shall have a minimum flight time of 10 minutes.
• AMD-NF-LFCC-Bat-05: The drone battery shall be rechargeable in 1 h.

9.3.1. ENERGY STORAGE

The energy used to power all electronic components of ARTIS is stored in a battery. This battery delivers
power via a cable to the power distribution board. In addition, a battery protection circuit is placed in be-
tween to protect the battery from over current.
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9.3.1.1. BATTERY

Battery selection was performed by analyzing many different online available batteries. These were ana-
lyzed for several parameters, such as capacity, voltage, C-rating, energy density, power density, dimensions
and cost. Only lithium polymer batteries were considered, since these are not only light but also most
sustainable[81]. The collection of 172 different batteries can be seen in figure 9.8. In the figure, two bat-
teries are marked in a different color; The battery with the highest energy density, being the orange square.
The green star is the battery that was selected in the end as described in the next paragraph. For both batter-
ies the lower entry is the C-Rating. The reason for displaying the battery with the highest energy density is to
illustrate the fact that the energy density is not the only thing that needs to be considered, as it was in the end
not selected due to the C-rating being significantly lower than desired. For discharging purposes, the battery
is required to have a continuous C-rating of at least 7C. A caveat with this graph is that it also includes single
cells, which are not batteries per se.
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Figure 9.8: Gravimetric energy densities, battery mass and C-rating

The optimal battery selected to power the drone consists of four PL-553562-10C cells. Its specifications can
be found in table 9.4. For this cell a maximum charging current is 1C, this is sufficient to charge the battery
in 1 hour [8]. Due to the battery being made up of single lithium polymer cells, no protection or cabling is
included. For this reason the following subsection will look into the protections required for the battery.

Four cells are chosen is because as this is required by the motors as specified in section 8.2. Furthermore
having several cells in a battery allows one to convert the voltage to a constant, lower voltage, while this
voltage is still fairly high. This relatively high voltage can then be converted down to the voltages required
by each component. Converting a voltage down means having fewer losses and less mass needed than for
converting a voltage to a higher voltage. Having a higher voltage also means fewer losses and thus less heat
generated.

Table 9.4: PL-553562-10C cell characteristics [8]

Model Capacity
after 300
cycles

Voltage C-Rating Mass Gravimetric
Energy Den-
sity

Cost Dimensions

PL-553562-
10C

1050 mAh =
3.8 Wh

3.7 V
(14.8 V
for 4
cells)

10 Const 22 g 176.59 kg/Wh e8.83 62 mm,
35 mm and
5.5 mm
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9.3.1.2. BPC
A battery protection circuit disconnects the battery in any hazardous situations to prevent damage to the
battery. The situations that need to be taken into account include; over and under voltage, over current and
short circuit. The battery’s properties are the following: Maximum discharge rate of 10 C or 10.5 A, this is over
current. For voltages the values need to be considered per cell. The discharge cut-off voltage is 2.75 V, below
this would be under voltage. Charge cut-off voltage is 4.2 V, above would be over voltage.

In the case of a multi-cell battery, the BPC should also serve as a charge balancer to ensure the batteries do
not become unequally charged. This also means the battery is charged through the BPC. Another charge
related feature included in the BPC is a charge gauge.

Looking at existing protection circuits [82], PCB-S4A8S-GS is a 2.4 g battery protection circuit for a 14.8 V
battery. Its over charge, over discharge and over current ratings are slightly different from what is needed for
this design, but the mass is considered to be a good first estimate. Adding a small contingency will make the
BPC mass 3 g. The size is taken to be the same at 50 mm, 16 mm and 4 mm.

This BPC also significantly reduces the severity of the risk that is labeled as E1, due to the impact now only
leading to mission failure instead of causing damage to the drone or worse. This also means A2 is mitigated.

9.3.2. POWER DISTRIBUTION

This subsection describes how the power is transferred across the drone. Section 9.3.2.1 describes the ESCs,
section 9.3.2.2 details the sizing of the power distribution board and section 9.3.2.3 finally shows the sizing
and selection of the cables within the drone.

9.3.2.1. ESC
Power to the motor is delivered through an electronic speed controller (i.e. ESC). The required amperage
and voltages are found in section 8.2 and are 17.2 A and 0.91 V during hover. For this reason an ESC that can
deliver at least 20 A continuously was considered ideal. The "FVT LittleBee Spring 20A ESC" [83] can deliver
this continuously and deliver up to 25 A in bursts. Including power and signal cables it has a mass of 4 g per
unit. These will be placed in the centre compartment of the drone, which will then be connected with 3 wires
to the motor.

9.3.2.2. PDB
The power distribution board distributes the power that it obtains from the battery through the BPC to all
the other components that require power. The advantage of not including the power distribution of the
motors/ESCs on the motherboard is that there is no interference due to the high Amperage. The power
distribution board takes power only from the battery. The power then gets distributed to the motherboard,
ESCs and LEDs. The motors obtain the required power via the ESCs. The power distribution is shown in
figure 9.9. Here, the components that require power are shown as well as the required voltage and current
per component. To ensure that all components operate at the proper voltage, a voltage regulator is integrated
on the power distribution board, shown as a red diamond.
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Figure 9.9: Electrical block diagram

Sizing the PDB is done by comparison to existing drones of similar size and the number of connections on
the board. The connections needed are displayed in figure 9.10. Every component has a blue and a grey
connection, representing the positive and negative poles. The ESCs are displayed in the four corners of the
PDB and do not need a voltage regulator as essentially they are one themselves. The ToF sensors, cameras,
CPU, VPU, microSD, IMU and RF transceiver are all on the motherboard and receive power from there.
In figure 9.11, a similar and commonly used PDB, being used as a reference for the design, is shown. Its mass
is 9.1 g, including voltage conversion and battery eliminator circuit (BEC). It can handle up to 46 A, which
is more than the battery can deliver continuously (40 A). The PDB for this drone is designed according to
figure 9.9. The aforementioned BEC’s function is to keep the voltage output of the battery constant. Instead
of a nominal 14.8 V, down to 5 V. This means the voltage delivered to any other components remains constant
regardless of battery life. The ESCs regulate their own voltage and are therefore not connected to this voltage.
The PDB for ARTIS is taken to be the same size as the one in the reference image shown, the mass however
is taken to be lower, at 6 g, this is due to the fact that the shown PDB has two voltage converters, while ARTIS
would only need one.

Battery 

ESC

Motherboard (CPU, 
VPU, SD, IMU), 
ToF connectors, 
Camera connectors

LED

Figure 9.10: Power distribution board schematics Figure 9.11: Similar PDB used for drone design [84]

9.3.2.3. CABLING

With the PDB sized, the next step will be connecting the PDB to the battery and the other components. The
voltages and amperage needed are shown in figure 9.9. According to regulations and to mitigate the risk of
creating sparks (risk A3), all cables will be ran through raceways and will thus not be exposed to the explosive
environment complying with AMD-NF-CNST-Regu-02 (D1, K). When deciding on cabling it is important to
state the difference between chassis wiring and power distribution wiring. Power distribution wiring con-
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cerns bundles of cables, since the drone has no such bundles the values for chassis wiring are used [85].
KabelTronik PTFE wires with a copper core and silver coating are then used for any wires [86]. All wires are
from the same manufacturer to cut down on distribution costs and transportation emissions.

The camera is connected to the motherboard with a 30 pin FPC cable, these cables have a mass of 0.01 g/mm
[87]. The ESCs are connected via a 3 pin JST connector, in which the centre pin is blank. The mass of these
cables is already included in the mass of the ESC. Finally the connectors to the ToF sensors are with 4 separate
pins each, two for power distribution and two for data transfer. The required amperages, American Wire
Gauge (AWG), length and resulting mass for all cables are shown in table 9.5.

Table 9.5: Cable lengths and masses

Cable Type Amps [A] AWG L [mm] g/m Amount
of Cables

total [g]

Batt-BPC PTFE Up to 10 20 30 8.4 2 0.48
BPC-PDB PTFE Up to 10 20 30 8.4 2 0.48
MB-TOF sensors PTFE 0.0061 32 40 1.2 12 0.58
PDB-MB PTFE 0.92 28 30 2.0 2 0.12
PDB-ESC - - - 30 included

in ESC
8 included

in ESC
ESC-Motor - - - 100 Included

in Motor
4 Included

in Motor
PDB-LED PTFE 0.303 32 50 1.2 4 0.24
PDB-LED Outer PTFE 0.303 32 150 1.2 4 0.72
MB-ESC - - - 20 included

in ESC
8 included

in ESC
MB-camera 30 pin FPC - - 50 1 2 0.10
MB-camera Outer 30 pin FPC - - 150 1 2 0.30
MB-Lasers PTFE (IT) 0.0061 32 40 1.2 12 0.58

total
cabling:

3.59

Lastly the efficiency of the cabling within ARTIS shall be considered using equation (9.4) and equation (9.3)
for resistance within a wire and temperature effect for resistivity of a material [88, 89].

ρ = ρ20°C · (1+α ·∆T ) (9.3) R = ρl

A
(9.4)

Combining these equations with the wires chosen an efficiency approximation is performed. ρ indicates
the resistivity and α is the temperature dependence coefficient. The cables consist mostly of copper with a
silver coating. As silver has a higher conductivity than copper, making the assumption of using pure copper
will negatively affect the results for efficiency. The characteristics of copper are ρ20°C = 1.7×10−8Ωm, α =
4.041×10−3/K [88, 89]. Combining these characteristics with the cable lengths in table 9.5 and a temperature
of 45 ◦C, the calculated voltage drop becomes negligible: < 1 %. For general operations the power loss due to
cable efficiencies is shown to be so little that no iteration is needed for the battery as no capacity increase is
required due to losses.

9.3.3. POWER HARDWARE OVERVIEW

In table 9.6, all the selected power hardware components can be found. The total mass and power consump-
tion are included in the last row. The BPC ad PDB cost values are based on commercially available ones, but
within ARTIS custom ones will be implemented.
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Table 9.6: Overview of all ARTIS power components

Component Name Mass [g] Power consump-
tion [W]

Cost [€]

Battery cell (4x) PL-553562-10C 22 0.0 8.83 [8]
BPC Custom 3.0 0.0 8.43 [90]
ESC (4x) FVT LittleBee Spring 20A 4.0 0.0 11.29 [83]
PDB Custom 6.0 0.0 7.95 [91]
Cabling PTFL Type Cabling 3.5 0.0 15.55 [92]
Total - 121.77 0.0 112.41

9.4. GROUNDING

This section will describe the proposed solution for grounding the drone and preventing electrostatic dis-
charges. The final solution determined in this section might not fit the definition of ’grounding’ per se, but it
is referred to as grounding since this fits what is aimed to be accomplished in this section, namely to prevent
the fuel tank from exploding.

No other drone has been designed to inspect fuel tanks in a dangerous environment like ARTIS has. As de-
scribed in chapter 4, this means a large untouched market is available. Exploring this market however re-
quires the application of creative solutions to mitigate the many risks involved with operating in such an
environment. The grounding subsystem in its essence serves to ensure the requirement labeled as AMD-NF-
CNST-Sfty-02 is met, along with the mitigation of accompanying risks A2 and A3. They are stated below.

• AMD-NF-CNST-Sfty-02 (S,D1): The drone shall not create sparks during inspection.
• A2. Explosion induced by system malfunctioning
• A3. Induced sparks during operation

9.4.1. BACKGROUND INFORMATION

Electrostatic charge is generated through the triboelectric effect, i.e. the transfer of electrons due to the ter-
mination of contact between two materials [26]. In the case of ARTIS this effect occurs mainly due to the
friction between the air and the rotors. This leads to a potential difference between the tank and the drone,
which in turn leads to the generation of sparks, if this difference is sufficiently high.

The energy of a spark can be approximated with equation (9.5) [93], in which E is the spark energy, V is the
spark voltage, and C is the capacitance of the capacitor that is formed between ARTIS and the nearby object.
If this energy exceeds approximately 2 mJ (at 45 ◦C), the vapors will ignite [94].

E = 0.5CV 2 (9.5)

Further relevant information on this problem includes the fact the coating on the inside of the fuel tank is
not conductive [14]. This means any solutions using the tank to bleed charge are reduced in effectiveness.

The fuel tank also contains the anti-static agent or conductivity improver known as Stadis450 [95]. Stadis450
has an evaporation rate of 1.4 butyl acetate, which is a medium evaporation rate [96]. This is the same rate as
ethyl alcohol and almost 5 times as fast as water. This means that Stadis450 is also present within the vapors
in the tank. This will likely have a positive effect on the charge of the drone since minuscule particles in the
air can take away static charge [97].

Relative humidity also has a very low effect on the permittivity constant which has a direct effect on ca-
pacitance [98]. This effect however amounts, at most, to a less than one percent increase, and can thus be
considered negligible.
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9.4.2. POSSIBLE SOLUTIONS

In figure 9.12, a design option tree for the solutions to the grounding of ARTIS can be found. This subsection
will elaborate upon all branches of this tree to find the most suitable solution.

Preventing
explosions

Eliminate static
charge

Eliminate
explosive

environment

Grounding the
drone

Dissipate static
charge

Eliminate
oxygen

Ground drone
via wire

Intentional
collisions with
the fuel tank

Eliminate fuel

Make drone
conductive VentingInert gasIonize

surrounding air
Spray drone

with anti static
agent

Figure 9.12: Explosion prevention design option tree

9.4.2.1. MAIN GROUNDING SOLUTION

To ensure no static discharges will occur during operation, a grounding solution was designed that would
likely mitigate this risk. After discussion with the client, Lockheed Martin, it was decided to leave out this
solution from this report as they are investigating possible patenting of this idea. For this reason, some parts
of this report are marked black, such as in figure 9.12 and figure 12.27. This indicates that the main grounding
solution is described here, but left unreadable as requested by the client.

9.4.2.2. INTENTIONAL COLLISIONS WITH THE FUEL TANK

A second option for grounding the drone is via intentional collisions with the fuel tank. If the drone were to
touch the fuel tank structure at regular time intervals, any build up of static charge would dissipate into the
structure. This however comes with numerous issues:

• As the tank structure is coated on the inside, any static charge that is build up in the drone might not
dissipate quick enough during a short term collision;

• As it is hard to know how rapidly the charge builds up exactly on the drone, estimating the time interval
between two successive collisions becomes difficult;

• The GNC computations of the drone become computationally intensive as the drone needs to stabilize
itself more often;

• The inspection time of the drone would increase significantly as it has to diverge from the optimal path
to bump into the fuel tank;

• At some points it might happen that no fuel tank structure is close enough to the drone to reach within
the desired time, leading to more static charge than anticipated and allowed.

These issues show why the method of intentional collisions is not considered a suitable option for ARTIS.

9.4.2.3. MAKE ARTIS CONDUCTIVE

This solution means making the entirety of ARTIS’ externals conductive, either through a change in the ma-
terials used, or through the application of an anti-static agent to the externals of the drone. This would help
against the buildup of static charge by dissipating some charge due to conducting it and also distributing the
charge over the entire drone. This means there are no built up charge concentrations.

One could assume that the majority of the charge is generated at the propeller and ducts. This is because
these two components operate at the highest speeds and thus experience most friction leading to an increase
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in the triboelectric effect. With this assumption it is advantageous to make these components conductive so
that their charge can be dissipated better. The propellers could be made of a conductive material, likely
carbon black. The ducts, likely made of aluminum, will also be grounded to that same circuit.

A suitable anti-static agent could be Stadis 450, which is also used in the JP8 used for the C-130[99]. Liquid
anti-static agents do not affect the mechanical properties of polymers [100].

The problem with using Stadis 450 would however be that Stadis 450 is highly toxic [96]. This would however
eliminate an advantage of ARTIS which is the elimination of any health hazards for tank inspection personnel.
These hazards could be mitigated through masks similar to those used for the personnel entering the tank
for inspection.

9.4.2.4. IONIZING THE AIR

The following solution requires an external device ionizing the air, giving the gasses in the air a charge. This
will allow the drone to bleed off charge into the air, effectively eliminating any charge[101]. This is however
not considered to be an effective solution since it would require the air being blown at the surface in which
the charge needs to be eliminated [102]. It is logistically not possible to blow air at ARTIS from all points. Fur-
thermore this would introduce turbulence due to the blowing of air into the tank, harming the performance
of ARTIS.

9.4.2.5. ELIMINATING THE POSSIBILITY OF EXPLOSION

If there is no way for an explosion to occur within the operation environment no method to eliminate static
discharges is required. This is shown on the right side of figure 9.12 as eliminating the explosive environment.
This can be done most intuitively by removing the fuel from the environment by venting as is done currently
in inspections done by humans. This would however remove part of the time saving advantage ARTIS gives
and is considered less than ideal.

A solution that is perhaps more interesting is eliminating the oxygen in the tank to prevent any ignition from
occurring. Most gasses require at least 10% oxygen to be present for ignition to occur [93]. A suitable inert
gas to vent the tank with would be nitrogen. Venting the tank with nitrogen would increase ratio of nitrogen
to oxygen, making a gas mixture that can not explode under operational temperatures. This venting would
take shorter than venting all the fuel out, because by using nitrogen not all oxygen has to be vented out. One
consideration is the cost of nitrogen gas. On average, N2 costs 5 cent per m3 [103]. The fuel tank volume of
the C-130 is equal to 25.36 m3 [104]. This leads to a cost of around e1.27 to fill all tanks with nitrogen. The
nitrogen cost itself can thus be considered negligible.

The downsides of eliminating the possibility of an explosion can be summarized as follows:

• Both removing fuel and lowering the oxygen in the tank lead to an increased time of venting. This
partially defeats the purpose of ARTIS;

• Venting the fuel out does not lead to additional costs as Lockheed Martin currently uses this method.
Venting the tank with nitrogen does lead to additional costs as Lockheed Martin needs to buy, trans-
port, and store the nitrogen. Also, the current venting machine needs to be modified such that it can
take in nitrogen to vent.

• More personnel is required during drone operations to connect the venting machine. This defeats the
full independence of the drone.

In conclusion, venting the tanks is not considered optimal for the mission. Venting the tank takes time, adds
additional costs and makes the drone less autonomous. This method will thus not be further investigated,
but if it later turns out that no other methods work, this method will be kept in mind.

9.4.3. SELECTED (COMBINATION OF) SOLUTION(S)
For ARTIS’ mission the most suitable solution was found to be the conductive propellers and ducts. This
solution is lightweight, cheap and easy to implement into the design. This solution also ensures mitigation
of risk A3.



55

This solution will still be tested if it works as intended. If these tests show that the conductive ducts and
propellers, even with the addition of the redacted solution, do not ground the drone well enough, an anti
static agent will be sprayed on the drone to make it fully conductive. In combination with the redacted
solution, this will ensure complete charge dissipation. This anti static agent also has low costs. It however
does come with health hazards[96], which is why it is not implemented directly.

To check if the proposed solution works as intended, multiple tests will have to be performed to verify the
solution. These tests will show whether or not the conductive parts by themselves are enough to prevent
explosion in the tank due to electrostatic discharges. These tests will also check if any charge builds up
outside of the conductive components. It will then also show whether or not an application of the anti static
agent spray is required. These tests will be elaborated on in chapter 12, section 12.5. Some of these tests also
serve to increase the understanding of the charge buildup in drones. Along with the tests, recommended
actions for the results of the tests are described too.

9.4.4. IMPLEMENTATION OF SELECTED SOLUTION

In reality more than just the ducts need to be made conductive, this is because the main compartment and
the struts connecting the main compartment to the motors are also directly in the wake of the propellers.
This means that according to the assumption that only parts in direct contact with the flow are generating
charge. They are thus also to be made conductive according to the solution selected in the previous section.
This is done by covering these exposed components in aluminum foil, which can then dissipate any charge
being generated on the drone. The mass required for this 3.63 g.
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AUTONOMOUS FLIGHT
This chapter aims to show the building blocks towards providing ARTIS with autonomous flight capabilities.
First, the required hardware and their functionality is addressed. Then, the relation between guidance, nav-
igation and control is displayed via a flowchart. Lastly, the Control, Guidance and Navigation are discussed,
respectively.

10.1. REQUIRED GNC HARDWARE

In order to allow for autonomous flight, ARTIS is equipped with the following hardware. The functionality is
touched upon, while the mass, size and other specifications of the hardware can be found in section 9.2.2.

10.1.1. CAMERA, TIME OF FLIGHT SENSOR AND IMU
As follows from section 9.2.1.1 and section 9.2.1.3, ARTIS’ front face is equipped with two CAM1320 cameras
with accompanying LEDs. This will allow for stereo-vision, facilitating computer vision algorithms.

For more accurate navigation, all six faces of ARTIS are equipped with a ToF sensor to measure the distance
to the surrounding walls. It can measure distances up to 4.0 m under the default settings, which is sufficient
for the navigation. Having a ToF sensor especially helps the two front cameras with hole detection. Namely,
the front cameras alone will not be able to detect enough depth features to distinguish a hole from a wall.
The distance measurement will provide the knowledge to distinguish both.

Lastly, the drone contains an IMU, namely the XSens MTI-1. The IMU contains accelerometers for linear
acceleration measurements and a gyroscope for angular rate measurements. All the measurements are done
in the body frame. This state of the art device will run at 1000 Hz for angular rates and at 100 Hz for linear
acceleration rates. The response for angular rates is faster, which is desired as small offsets in angles might
impose serious risk. Other MTI versions (2,3 and 7) were considered too. Their added benefit is the capa-
bility of measuring free acceleration, heading tracking, referenced yaw, and GNSS receiver support. These
measurements are not required for ARTIS’ operations, so MTI-1 was deemed most suitable.

10.1.2. CPU AND VPU
For computational power, ARTIS is equipped with a CPU and VPU. For the CPU, a 32-bit ARM Cortex-M4
microcontroller was selected. It was chosen as it contains a FPU which handles IEEE-754 floating points par-
ticularly well [105]. To allow for more visual processing power, Intel’s Movidius Myriad X was placed amongst
the CPU. This cutting edge VPU supports a 720p stereo pair, and runs 4 trillion operations per second, at the
cost of extremely low power usage [69]. This makes it very suitable for techniques like VO.

10.1.3. PAYLOAD AND SUPPORTING SYSTEMS

For the payload, four Matrix - CAM1320 RGB cameras are used. Two of them are simultaneously used for nav-
igation. These provide enough resolution for the navigation and comply with AMD-F-PAYL-Cam-02 (S,Y),
both is under the condition that it flies with the speed associated with the calculated inspection time and
correct distances. Its specification are stated in section 9.2.1.1.

10.2. SOFTWARE DIAGRAM AND GN&C INTERFACES

Before building the GN&C algorithms, it can be helpful to construct an overview of all the pieces of software
that have to be written as well as of the interfaces between these pieces of software. A useful tool for visual-
izing this overview is the software diagram, which for ARTIS is shown in figure 10.1 [106]. Figure 10.1 will be
used to develop the software for ARTIS itself and the software interfaces.

More specifically, to create a better insight in what will be elaborated on in this chapter a general overview is
created for GNC. The relation between the navigation, guidance, and control is displayed in figure 10.2.

56
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Figure 10.1: Software block diagram for ARTIS
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As evident from the chart, navigation is concerned with feature matching within the tank and as such deter-
mining position and motion, guidance focuses on path planning and obstacle detection and avoidance, and
control is responsible for controlling the motion, position, and attitude of ARTIS as instructed by guidance
and navigation.

10.3. NAVIGATION

In this section the principles and methodology used for the autonomous navigation of ARTIS are discussed
and explained. Navigation entails the estimation of vehicle position and motion. This localization problem
shall be approached using sensor data from multiple sources, namely from cameras, an IMU and ToF sensors.

Autonomous navigation is usually approached through two fundamental principles, VO and SLAM [28].
While VO simply determines the vehicles position and motion SLAM attempts to simultaneously map its en-
vironment. For ARTIS the use of SLAM appears to be inappropriate given the repetitive nature of aircraft fuel
tanks and the on-board capacities of ARTIS. The fuel tanks features are repetitive and not distinct, rendering a
map of this environment thus raises various problems regarding ambiguity and re-detection of features. The
environment inside a fuel tank is explained in more detail in section 13.2.1. Furthermore, the storage and
processing of the mapping feature requires additional on-board processing capacities and storage. Offering
no clear advantage, the decision has been to use VO as opposed to SLAM. Since SLAM is an additional com-
ponent for VO, if it is found that its implementation is profitable it could be implemented in future design
versions or upgrades.

Regarding VO methods, two main procedural distinctions are the use of indirect or direct methods. Indirect
methods implement an image pre-processing step before motion estimation, while direct methods skip this
process and go directly from the image to motion estimation by optimizing photometric error [107]. Indirect
methods commonly depend on feature detection and matching. The main advantage of direct methods is
that it can use and reconstruct the whole image input as well as make decisions on more complete infor-
mation, reducing the vehicle position error. Nevertheless, as a consequence the methods are slower and at
their current stage of development require higher processing capacities [27]. Furthermore, given the artificial
lighting conditions inside the fuel tank, in which the light source moves with the drone, major concerns arise
regarding the robustness and flexibility of direct methods which rely on photometric pixel intensity. Due to
this phenomenon, subsequent image scenes may not have similar photomoteric distributions such as to ob-
tain a correlation for motion estimation. Given these consequences, a indirect VO methods shall instead be
pursued.

10.3.1. ALGORITHM DESCRIPTION

The available sensors on-board ARTIS have already been discussed and have been selected with possible
navigation applications in mind. Stereo cameras simultaneously observe features on two frames that are
spatially separated by a known distance. Stereo cameras were chosen in order to reduce the steps required to
reconstruct 3D information from two to one (compared to monocular camera) as well as providing scale in-
variance, the cameras shall be separated by 75 mm. The implementation of an IMU support the adjustment
of position estimates, especially at moments in which the camera movement is fast, thus reducing the effi-
ciency of feature detection and matching. Finally, ToF sensors can be used to support the position estimation
especially with regards to vertical positioning within the fuel tank. Furthermore, a forward facing sensor can
help determine if a detected shape is covered or hollow. A flow chart depicting the logic of the methods can
be seen in figure 10.3. The computer vision algorithms shall run fully on the on board VPU.
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Figure 10.3: Navigation method flow chart logic

Looking at figure 10.3, each procedure within the localization method shall be discussed separately. The
discussion shall start from the point at which the image sequence (i.e left and right camera images) have
been obtained and made available. The first step given these images is to detect their features. Here it is
advantageous that the variety of features that can be found inside the fuel tank are mostly know, this allows
for a custom choice of feature detectors which can be optimized for the environment. To this end, lines and
circles or ellipses were chosen as descriptors for the environment. Most structural items within the fuel tank
can be described using lines (e.g. stringers, rib struts and tubes) while circles aid in describing rib cut-outs
and exit holes.

Images must be pre-processed before the feature detection methods are applied. These methods involve the
conversion of the RGB images to gray scale and the blurring of the image using a Gaussian function. The blur
reduces the noise in the image and improves the performance of the detection methods. Having formatted
the images appropriately, a canny edge detector can be used to detect edges in the images. The edges can
then be used to detect lines and circles using Hough Transforms. This method leads to the results shown in
figure 10.4.

(a) Line detection from input image (b) Fuel tank truss input image

(c) Line and circle detection from input image (d) Fuel tank rib structure input image

Figure 10.4: Line and circle feature detection

The images shown in figure 10.4b and figure 10.4d are snapshots from a video taken inside a Dakota aircraft
fuel tank, while figure 10.4a and figure 10.4c are from the corresponding video with the application of the dis-
cussed feature detection algorithm. The algorithm was tested using videos with different lighting scenarios,
one using direct artificial light that moved along with the camera (the one shown in figure 10.4), one with no
artificial lighting and one with indirect artificial lighting that did not move along with the camera. The first
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case was shown to be the most advantageous for increasing the number and accuracy of detected features,
it is also the way in which lighting is implemented in ARTIS. The line detection algorithm discussed ran real
time with video recordings at 30 fps on a laptop equipped with a Intel Core M-5Y51 CPU (2 cores) at 1.10 GHz.

Having detected the features on each frame from the stereo input, the features have to be matched between
left and right images as well as from one of the current image frames to one of the previous image frames.
Feature matching thus refers to the process of finding out what feature is the same in both the images that
are being compared. This process will then allow for the tracking of features and subsequently the triangula-
tion of the observed features in 3D space. Figure 10.5 visually depicts the matching process between frames.
Given that the feature detection algorithms shall detect lines and circles, these features are to be taken advan-
tage of when performing feature matching. Various solutions for line feature matching have been proposed,
tested and used [108–110], thus line feature matching is a feasible and reliable choice for feature matching,
these methods should also match circles or ellipses as these shapes shall also be partially or fully constructed
with line segments.

Having matched features between left and right stereo images, the 3D position of the camera with respect
to the matched features can be triangulated. The observation of a point via the two images is illustrated in
figure 10.6. Once common line features have been established, perspective-n-point algorithms (PnP) can be
used in order triangulate the 3D pose of the cameras with respect to the observations. The minimum num-
ber of points used in PnP algorithms is 3 [111]. In this case, since line features are being used, the problem
is posed as a perspective-n-line (PnL) algorithm. Furthermore, compared to PnP, PnL is more suitable for
texture-less indoor environments. PnL has been thoroughly researched, and the methods robustness and
accuracy has progressed in recent years [112]. Since these algorithms are dependent on a sample of points,
they are vulnerable to errors due to outliers. In order to mitigate this effect and make the triangulation more
robust, RANSAC can be integrated with PnL. The integration of RANSAC with PnP algorithms has been re-
searched, is commonly used and available on open source platforms [113]. Depending on the specific PnL
algorithm used, the complexity can range between O (n) and O (n2) [114].

Figure 10.5: Stereo feature matching
Figure 10.6: Stereo feature observation

Having triangulated the observed features from both the current and previous stereo pairs, the incremental
camera poser can be recovered using the tracked features and triangulated points. This problem is commonly
solved using absolute orientation methods [111]. Absolute orientation obtains the relative camera transfor-
mation from the coordinates of stereo-matched and triangulated features as represented in figure 10.7. This
transformation is performed through geometric operations. Similarly to the triangulation algorithms, this
methods will have associated errors resulting both from stereo and temporal feature matching. Once again,
this can be mitigated by the use of RANSAC.

To this point, the navigation framework has been discussed to the extent that localization can be performed
autonomously. Nevertheless, in order to improve the framework and mitigate navigation related risks, the
framework is further optimized. This is done by the integration of the IMU and ToF sensors.
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Figure 10.7: Depiction of time wise
motion estimation

IMUs can be integrated in order to obtain position and orientation infor-
mation in a short time step since they suffer from drift over longer time
scales. They are therefore ideal to use when the standard navigation algo-
rithm or cameras are temporarily unable to provide satisfactory outputs.
This can occur for example in the case that images are blurred or dis-
torted and when the movement of the camera is fast and sudden. This
feature improves the overall performance of the navigation framework
as well as mitigating risk C4 (chapter 6) by lowering it’s likelihood of oc-
currence. The process of using IMU measurements to obtain orientation
and position information is called dead-reckoning [2]. The accelerome-
ter and gyroscope measurements obtained from the IMU are integrated
to position and orientation as shown in figure 10.8.

Figure 10.8: Dead reckoning with IMU [2]

The estimations resulting from the IMU measurements can then be integrated with the estimations from the
visual odometry procedures using a Kalman filter which minimizes the error between two variables based
on the mean of the squared error. The use of a kalman filter is common practice in visual inertial odometry
algorithms [115].

The ToF sensors further improve the navigation framework by providing information on the distance to sur-
rounding features. An ToF sensor is placed on all six planes of ARTIS. Like the IMU, the measurements from
the ToF sensors are integrated after the position estimate from image sequences. Two major advantages of
these additional sensors are the collision prevention and feature depth determination possibilities. By pro-
viding additional measurements on the distance to a certain object, the ToF sensors can be used to warn
ARTIS when it is too close to an obstacle. This is especially useful for top and bottom collisions since ARTIS
only has forward vision and thus no vision in these planes. By using a forward ranging ToF sensor, it can also
be used to determine the depth of a certain observed feature to determine if a detected shape is hollow or
covered, and thus if ARTIS can or can not travel trough it. Furthermore, these features are considered to be
risk mitigating factors, specifically mitigating the likelihood of risk C5 (chapter 6).

The use of ToF sensors provide additional risk mitigation characteristics. In the case of loss of position knowl-
edge, the downwards pointing ToF sensor can be used to assist a controlled landing by providing the distance
to the fuel tanks bottom panel, thus mitigating the severity of risk C4 by preventing violent impacts with the
fuel tank. Finally, by processing the ToF sensors measurements in the CPU, separately from the other navi-
gation algorithms running in the VPU, the same controlled landing mitigation feature can be applied to the
case in which the VPU stops function nominally, thus mitigating the severity of risk C3.

A final, important consideration for the integration of all sensors is their calibration. The cameras, IMU and
ToF sensors must be appropriately calibrated before operations in order to obtain an accurate and reliable
navigation algorithm. Appropriate calibration also helps mitigate risk C4. The sensors should also be peri-
odically checked and re-calibrated if necessary. A procedural summary of the navigation algorithm structure
discussed in this section can be seen in figure 10.9.
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Figure 10.9: Overview of navigation algorithms

10.3.2. NAVIGATION VELOCITY

When testing the feature detection methods, it was clear that the movement of the camera influenced the
quality of the output. As previously discussed, the IMU is used in order to correct for such periods where the
image quality was poor. Nevertheless, these effects should be minimized in order for navigation to perform
adequately. To this end the maximum velocity that ensures sufficient camera quality must be determined.
The velocity can be estimated by determining how fast the camera can move in order to meet the shutter
speed value required for a stable image. This shutter speed can be calculated from the cameras frames per
second value. Equation (10.1) shows the linear relationship used to obtain the maximum transverse veloc-
ity for navigation. In the equation, Hr es represents the horizontal pixel resolution, npi xel the number of
shifted pixels during exposure time, HFOV is the horizontal field of view, F PS is the camera frames per sec-
ond and d is the distance to the recorded surface. All components in the equation are constants except for d
and npi xel .

v =
npi xel s

Hr es ·2 · t an
( HFOV

2

) ·d
1

2·F PS

(10.1)

Table 10.1 lists the velocities, pixel blur and camera displacements during exposure time for navigation given
the distance to the recorded surface. The values shown correspond to the use on npi xel = 3 since this was
the limiting case for acceptable blur. The distance is limited at 40 cm as discussed in section 9.2.1.1 due to
resolution constraints. The pixel blur is calculated using equation (10.2), in most cases, a pixel blur signifi-
cantly higher than 1 may cause issues [116].

B = v · 1
F PS ·Hr es

HFOV
(10.2)

Table 10.1: Velocity for navigation at npi xel = 3

Distance to surface d [cm] Camera displacement [mm] Velocity [cm/s] Pixel blur [-]
10 0.129 0.7766 0.3
20 0.259 1.5533 0.6
30 0.388 2.3299 0.9
40 0.518 3.1066 1.2

According to Sieberth et al. [117], a camera displacement of 0.377 mm causes a failure of feature detection
points of 72 % while a camera displacement of 0.529 mm corresponds to a 60 % failure. Looking at table 10.1
the limiting case is the 40 cm distance constraint, for which the pixel blur is acceptable and the detected
features are satisfactory. Note that this estimate is performed on the basis of navigation direction transverse
to the cameras axis. When moving along the forward axis, the velocity may be higher and can not be easily
estimated. Furthermore, the velocities in table 10.1 are not strict limits but instead suggestions in order to
decrease the risk of navigation failure.

10.3.3. FURTHER CONSIDERATIONS

It will become clear in section 11.2.2 that the stereo cameras used for navigation should also be able to provide
high resolution images for inspection. Unfortunately, while in use for navigation, the resolution is not high
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enough. Therefore it will be discussed in section 11.2.2 how one of the stereo cameras should be deactivated
for navigation and instead used for high resolution images when hovering for a short period of time. During
this period, the navigation will have to mutate in order to perform as without the camera. Since this is only
required for short hovering periods, this possibility appears to be feasible. The loss of stereo vision does
result in scale variance, nevertheless during the short periods this method is applied, scale variance poses no
significant consequence since ARTIS would be hovering in a constant point.

During the inspection periods in which the stereo cameras are used for inspection as opposed to navigation,
the navigation shall be performed using only the IMU and the ToF sensors. The top and bottom ToF sensors
are used to determine ARTIS’ constant altitude while hovering while the IMU shall be used to estimate its
orientation while rotating during hovering and provide a rough position estimate. While the ToF sensors
provide direct altitude data, the IMU needs to integrate measurements as shown in figure 10.8. The vertical
position estimated from the ToF sensors can be combined with those from the IMU using the Kalman filter
while the other position and orientation information is direct from the IMU.

10.4. GUIDANCE

Path planning and obstacle avoidance are activities of utmost importance for ARTIS’ performance, being
one of main points of concern of key risks and requirements (see AMD-F-GN&C requirements in chapter 5
and risk C5 in chapter 6). ARTIS’ guidance shares features with standard robotic motion planning problems,
those being partial knowledge of the fuel tank environment, and flight in a three-dimensional domain filled
with obstacles [118]. The present discussion addresses all the factors that influence and determine the au-
tonomous vehicle guidance, generating an obstacle-free path taking into account the spatial characteristics
of encountered obstacles while modifying the trajectory of ARTIS in real time so as to avoid collisions [119].

As was hinted in figure 10.2, autonomous flight is characterized by intricacies between the navigation, guid-
ance and control aspects of ARTIS. In abstracting the characteristics of the guidance process, those relations
shall be kept in mind. Figure 10.10 presents a high-level overview of the guidance process, highlighting the
dependence on control and navigation inputs and outputs. The remainder of the present discussion will fol-
low the logic of the guidance process, firstly expanding on the mapping of the fuel tank environment and the
implemented algorithm for path planning.

Obtain observations

Current and target
location

Obstacle coordinates

Convert xyz
coordinates to mesh

nodes

Assign values to
mesh nodes

Start

Introduce mesh
covering domain of

interest

A* pathfinding
algorithm

computation
Desired state Input to Control

Output from
navigation

Figure 10.10: Flow chart logic of guidance process

10.4.1. ENVIRONMENT REPRESENTATION

To successfully generate a collision-free path, an accurate environment representation storing information
about occupancy is needed. The easiest solution for 3D applications is the use of a voxel grid, in which the
domain is segmented into a grid of smaller sub-elements (voxels), with each voxel storing information about
its occupancy [29]. In research literature a grid representation of the environment is often implemented for
motion planning algorithms of autonomous UAVs ([120, 121] among others). For guidance purposes, the
spatial extent of the fuel tank of the C-130 will thus be modelled as a map with occupancy data. The reason
for this choice, besides the substantial use in simulations and subsequent real-world applications, lies in
the ease of implementing path planning algorithms, most of them relying on attractive or repulsive values
assigned to grid points [122]. The effect of these values could then be leveraged for computing obstacle-free
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paths in a cluttered environment.

The fuel tank environment is discretized by introducing a mesh covering the domain of interest, with the ob-
stacle representation at the grid nodes to be interpreted as one of two possible discrete states using Boolean
values that store information regarding the safety of moving to a specified node in the planned path [123].
Furthermore, each site of the C-130 virtual fuel tank environment has a definite neighbourhood of bordering
cells, with a non-toroidal geometry, denoted by the presence of fixed boundaries, modelling the enclosed
space [124].

layer

column

row

(1, 2, 1) (1, 3, 1)

(2, 1, 1) (2, 2, 1) (2, 3, 1)

(3, 1, 1) (3, 2, 1) (3, 3, 1)
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(2, 1, 9)

(3, 1, 9)

(1, 2, 9)
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(1, 3, 9)
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(1, 1, 13) (1, 2, 13) (1, 3, 13)

(2, 1, 13) (2, 2, 13) (2, 3, 13)
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(1, 1, 1)

(2, 2, 9)

Figure 10.11: Start and target location characterized by subscripts
in a multidimensional array

The graph connecting such nodes has a correspon-
dence with 3D point coordinates in the x y z space
as, when storing occupancy locations, those can
be expressed in either grid or world coordinates.
In a multidimensional array representation, each

grid node, or voxel sub-element, is characterized
by three subscripts for indexing, as shown in Fig-
ure 10.11. Figure 10.11 shows an example start and

goal position, characterized by the three subscripts
(1,1,1) and (2,2,9), respectively.

The number of grid points in x, y and z directions is
strictly dependent on the level of physical complex-
ity that needs to be captured and the memory capa-
bilities of ARTIS. For instance, the inadequacy of the
lattice model to reproduce the exact system geom-
etry can be mitigated by improving the grid refine-
ment in regions where the physical environment is
characterized by high complexity. Such discussion
shall be further developed in section 10.4.4.

10.4.2. A* PATH PLANNING ALGORITHM

A∗ algorithm was chosen for planning the path between multiple nodes due to its tested accuracy [125].
Compared to other relevant path planning algorithms (see Bellman-Ford and Vector Force Fields among oth-
ers), A∗ employs best-first search in order to find the least-cost path from a starting grid point to the target
location. By performing the path finding computation per compartment of the fuel tank (hence having start
and goal node for each compartment), the path computation is relatively short, hence an optimal fit for the
capabilities of A∗, being considered among the most common and efficient used algorithm in short path
finding problems [126]. Furthermore, its implementation is developed and extensively documented [122].

The A∗ algorithm belongs to the category of best-first search models, expanding on nodes closest to the
goal [127]. The C-130 fuel tank, filled with obstacles in a closed environment, is characterized by possible
free locations that the A∗ sees as the vertices and edges of an undirected graph, with the grid coordinates
describing the location of each vertex [128]. Each time a node is expanded, an estimate of the remaining
distance to the destination, the so-called heuristic value, informing the next move, is needed [129]. A∗ is
guaranteed to find a path if one exists, but how quickly it does so depends heavily on the quality of the
heuristic [129]. Ideally, the heuristic estimates of the remaining distances should be as close as possible to
the actual remaining distances, but not greater. If these estimates are too small, the frontier, containing nodes
ARTIS has seen but not explored yet, will expand unnecessarily and more time will be wasted [130]. In fact,
if the heuristic were all zero, every vertex in the graph that is not further away than the closest goal node,
would have been explored, which is what Dijkstra’s algorithm, another widely used path finding solution,
does [131]. On the other hand, if the heuristic is overestimated, A∗ will find a path if it exists, but it may not
be the shortest path. Furthermore, the choice of heuristic highly depends on the nature of the problem [132].
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Used to focus the search and evaluate the path cost to the goal, a Manhattan distance is often executed on
grid-like environments as heuristic, its formulation being d(A,B) =| Ax −Bx | + | Ay −By | + | Az −Bz |, for two
points A and B . The efficiency of the Manhattan distance as heuristic is mostly leveraged for a square grid,
thus not completely resembling the C-130 fuel tank environment [133].

Another possibility, guaranteed not to overestimate the true cost of the optimal path between the nodes, is the
Euclidean distance, which was implemented in the MATLAB guidance program [134]. The chosen heuristic
is heavily implemented in formulations of A∗ algorithms and, for certain applications, more accurate than
the mentioned Manhattan distance [135].

In a terrain with minimum movement cost D , i.e. the lowest cost between two adjacent nodes whose effect
on the algorithm performance is expanded on in section 10.4.4, the Euclidean distance was formulated as
shown in algorithm 10.1.

Algorithm 10.1 Pseudocode formulation of Euclidean distance

function EUCLIDEAN DISTANCE(node)
dx = abs(node.x - goal.x)
dy = abs(node.y - goal.y)
dz = abs(node.z - goal.z)
return D ∗ sqr t (d x ∗d x +d y ∗d y +d z ∗d z)

end function

In the A∗ algorithm implementation, performed with MATLAB, the heuristic distance from each vertex to the
destination is stored in the h value, whereas the distance of the current node from the start position is given
by the g value (see algorithm 10.2). Two lists will be maintained, one of the so-called open vertices and one of
the closed vertices. At the beginning of the algorithm, the starting vertex is added to the list of open vertices,
thus becoming the current vertex, as shown in green in the left part of figure 10.12, where the portion of an
example 2D weighted graph from start node A to target node Z is presented.

Figure 10.12: Current vertex switching from node A to C

Its g value, the distance ARTIS
travelled from the start to get
to it, is then computed. In the
first case, the distance of the
starting location to the start-
ing location is obviously zero,
as shown in table 10.2, which
also reports example heuris-
tics for the 2D example graph.
The g value for the starting
location is then added to the

heuristic distance from the starting location to the goal position, the outcome being stored in the f value
[136].

Table 10.2: Required values for initial steps of A∗ algorithm

Vertex dist. from A (g) Heuristic (h) f = g + h Prev. vertex
A 0 17 17
B 6 18 24 A
C 6 13 19 A

The vertices adjacent to the current vertex are then
added to the list of open vertices (in red in the left
part of figure 10.12) and their f values are calculated
by adding their distance from the start location to
their h values. The vertices ARTIS came through to
get to each of these are stored in the so-called pre-
vious vertex list (last column of table 10.2). At this
point, the starting location is added to the list of closed vertices. A new current vertex is then selected from
the list of open vertices, the most promising one being the one with the lowest f value, as shown in green in
the right part of figure 10.12.



66

Figure 10.12 shows a 2D example of the described steps, with the current vertex switching from node A to C,
and node A being added to the list of closed vertices in the subsequent step. The heuristic values to the target
goal Z and other required variables are shown in table 10.2.

Towards the last stages of the path finding algorithm, there will be only a few vertices to open, one of them
being the destination, the one with the lowest f value. Once the path is found, the search is over. Since every
vertex has a record of the vertex that came before it, these can now be traced back to obtain the path sequence
ARTIS followed. Notice that ARTIS does not need to visit every single vertex in the graph. The pseudocode
formulation of A∗ is shown in algorithm 10.2 [137].

Algorithm 10.2 Pseudocode formulation of A∗ path finding algorithm

Initialize open and closed lists
Set initial vertex as current
Compute heuristic distance of initial vertex to destination h
Compute f value for initial vertex ( f = g +h, g = 0)
while current vertex is not the destination do

for each vertex adjacent to current do
if vertex not in closed list and not in open list then

Add vertex to open list
end if
Compute distance from start (g )
Compute heuristic distance to destination (h)
Compute f value ( f = g +h)
if new f value < existing f value or there is no existing f value then

Update f value
Set parent as the current vertex

end if
end for
Add current vertex to closed list
Remove vertex with lowest f value from open list and set it as current

end while

The MATLAB implementation of the algorithm begins by setting up the open and closed lists. Then, the
starting vertex is made current. Being a special case, it is processed outside of the main loop. Its h value is
then computed, followed by its f value. The main loop comes then into play, running until the destination
will be found, i.e. until the destination becomes the current vertex.

Inside the main loop, another loop deals with some of the current vertex potential successors, its neighbours
which are not yet closed. As each neighbour is visited it is added to the open list and its g , h and f values are
calculated.

The f values of the current vertices’ neighbours are then updated. If there is already a f value, and the new
one is smaller, the existing f value is replaced. At this stage, the parent of each neighbour is also set to be the
current vertex, which keeps track of the paths.

When each pass of the inner loop comes to an end, the current vertex is closed and the new current vertex is
selected from all of the open vertices, namely the one with the lowest f value.

The outer loop repeats to process each current vertex in the same way. Once the outer loop has run its course,
the program has generated all of the information needed by ARTIS. The final path distance will be the g value
of the current vertex, and it can be traced back through its parents to derive the path that was followed.

10.4.3. CODE IMPLEMENTATION

An explanation of the discretization approach and the details of the A∗ algorithm were given. The present
section aims at providing a more comprehensive understanding of the actual code implementation and how
the different procedures glue together.



67

The MATLAB programming language was chosen due to the ease of performing multi-dimensional matrix
multiplications. Furthermore, for path planning and obstacle avoidance, a language optimized for speed of
development would be beneficial, hence the implementation in a general-purpose programming language
like MATLAB [138]. As far as the implementation running on the drone goes, a lower level programming
language like C++ will be used.

Five MATLAB files were defined, with functions accepting the full paths to those files as inputs. The relations
between the different files and functions are schematically represented in figure 10.13.

Figure 10.13: Overview of MATLAB functions with inputs and outputs for ARTIS guidance

The navigation solutions explained in section 10.3 allow momentaneous storing of the observation data, in
the form of current and target location, whereas the stereo images generate a depth map leading to infor-
mation about obstacle locations, as shown in figure 10.10. For the developed MATLAB code to function, the
output from navigation is then structured as a text file and fed into the guidance channel (the actual imple-
mentation of the algorithms would be performed in C++). Such operation is performed at a rate of 100 Hz,
from the IMU data rate (see section 10.1.1), hence allowing for real-time trajectory replanning. For the pur-
poses of the present discussion, a one-time repetition of the actions performed by ARTIS is explained, but it
is worth stressing how the GNC subsystem works simultaneously, with no separate actions being performed
or isolation of processes. In fact, the inputs and outputs are constantly being fed back to the different sub-
routines.

The compute_map function handles the .txt input file, outputting the map structure array which groups
data in the form of numeric, logical, and cell arrays data types. The map structure contains the discrete
environment representation of the fuel tank, whose explanation was given in section 10.4.1.

The consequences of inaccurate obstacle avoidance and path planning laid out in risk C5 (see chapter 6 ) are
mitigated by adding margins to the obstacle coordinates provided by navigation. The occupancy grid map,
generated by looping through the obstacles, assigns logical values to grid nodes in the obstacle locations, as
well as the adjacent ones with margins, thus preventing the possibility of collision.

The A∗ algorithm is formulated in compute_path, requiring map as input argument value. The functions
compute_path and compute_map make use of the g r i d_to_x y z and x y z_to_g r i d functions, dealing
with the conversion of indices in the occupancy grid into 3D points in xyz space and vice-versa, respectively.
Furthermore, the structure map, used as input by x y z_to_g r i d , which is fed back to compute_map, as
shown in figure 10.13, is already defined when the latter is called, so as to avoid the inconvenience of an
infinite loop. Finally, in mai n, the MATLAB interpreter reads the source file and executes the code found.
The output, in the form of N x3 coordinates, is the optimized 3D collision-free path from start to goal location
through N nodes.

10.4.4. PERFORMANCE ANALYSIS AND RESULTS

This section aims at assessing the guidance programs overall performance and the effect of code design
changes on the computational speed. The guidance solutions will be executed by ARTIS’ 32-bit ARM Cortex-
M4 (CPU), introduced in chapter 9, requiring a not negligible amount of resources for running.
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The grid point refinement of the C-130 fuel tank’s virtual environment plays a major role in the time com-
plexity of the coded programs. Apparently, the domain is replaced with a number of finite nodes or voxels
sub-elements introducing discretization errors. Shallow mesh refinement is expected to consume less com-
putational resources than a finer one, with the drawback of not accurately capturing the exact system ge-
ometry. The voxel grid map might then misrepresent the actual C-130 fuel tank environment, leading to the
A∗ algorithm being unable to compute a collision-free path. Conversely, a finer mesh refinement drastically
increases the computational costs by expanding the number of nodes and decreasing the smallest item di-
mension. In figure 10.14, the effect of varying grid refinements is plotted against the total elapsed time for A∗

to run and the number of nodes visited by the algorithm.

Figure 10.14: Grid Refinement Effect on A∗ performance

The environment chosen is loosely representative of the fuel tank, with a 20 m length in the span-wise di-
rection. Obstacles have been added, resembling the ones encountered in the C-130, the main goal being
the study of the effect of the grid refinement on the A∗ algorithm performance. The horizontal axis of the
above plot shows the grid refinement, ranging from voxel width of 2.0 cm to a node every 4.0 cm in the span-
wise direction of the wing box. The shallower the refinement, the lower the number of nodes seen by the
path-planning algorithm and the time complexity. The main conclusion to be retained from above plot is
the observed trend, with higher resolution consuming more time resources. The plot is presented to get a
feeling for the numbers, but the final variable to be chosen for the grid resolution is strictly dependent on the
C-130 fuel tank environment and the integration with the embedded systems on-board of the ARTIS. For the
purposes of the present discussion, having to trade between elapsed time and required complexity, a node
location every 4.0 cm was chosen. It is believed this refinement is sufficient to capture the environment com-
plexity while requiring relatively low computational resources. The selected grid refinement was then used
while running the algorithm in the other scenarios analyzed in the present discussion.

Another factor affecting the MATLAB code performance is the minimum movement cost D between two
adjacent nodes, present in the A∗ heuristic introduced in section 10.4.2. The impact of the cost value on the
algorithm is shown in figure 10.15.
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Figure 10.15: Effect of Cost Value from Heuristic Distance Function on A∗

The trend observed in figure 10.15 illustrates the features of the chosen heuristic. For a given f , as the cost
value D, and, as a consequence, the heuristic h increase, the g value (i.e. the distance travelled from the
start to get to the current node) loses its relative importance. A "greedy" best-first search approach is then
used, since, in the limit of h growing unbounded (i.e. limh→∞), no backtracking is being performed by the
algorithm. In this case, ARTIS gets stuck in unsuccessful paths, increasing the depth of the solution to get to
the goal location. Conversely, since no backtracking is being performed (g is too small compared to h), the
algorithm is only looking at nodes along its path, thus overall visiting less nodes and requiring lower time. Of
course, in the long-run, as the path waypoints keep on increasing, the elapsed time tends to increase as well,
as shown by the final peak. The same setting for the map discretization and algorithm implementation used
to obtain the results shown in figure 10.14 were used also in this case. What can be argued from figure 10.15
is that the algorithm is performing as expected, but no final choice can be made regarding the most efficient
cost value D , since the trade-off between elapsed time and visited nodes shall be performed when studying
the real operating environment of ARTIS. In the rest of the discussion, an indicative value D = 2.0 will be
used.

When running the MATLAB programs, the files compute_map and compute_path are the two most com-
putationally involved, with heavy memory requirements. When coding the programs, variables were stored
as 2-byte (16 bit) signed integers. Hence, a first-level estimate of the demands imposed on the memory by
the discretized approach to path planning can be found by multiplying the number of visited nodes of the
algorithm by the number of bits per node. In the MATLAB files shown in figure 10.13, 5 arrays were initi-
ated, those being the back-tracking map, with each vertex storing a record of the vertex that came before
it, the multi-dimensional list of open and closed vertices for the A∗ algorithm, and the f and g values (see
algorithm 10.2 for clarification). Each visited node is thus characterized by 5 variables, representing values
carrying information about the mentioned 5 grids. With each variable being a 2-byte integer, 80 bits are
stored per variable, after the MATLAB codes are executed. Using the conditions for efficiency discussed thus
far (i.e. a node every 4.0 cm and the cost value D set at 2.0) resulted in 6729 visited nodes when running A∗.
The combination of the discretized approach to modelling the C-130 fuel tank environment and the cho-
sen path planning algorithm resulted in a memory requirement of 6729×80 = 538320 bits. The computed
value is only to be intended as a rough estimate to get a feeling for the numbers since no temporary variables
were considered in the calculation and the choice of environment would heavily influence the results due to
higher (or lower) grid nodes.

Furthermore, the main source of computational complexity lies in the A∗ algorithm. The Big-O notation,
defining the upper bounds of an algorithm, can be used to assess its theoretical worst-case scenario [139].
Denoting the number of successors generated by a given node per state by b and the depth at which the
solution node was detected by d , the time complexity of the A∗ path-planning algorithm is then given by:
O(bd ) [140]. Depending on the application of the algorithm, i.e. the environment in which ARTIS operates,
different results can be obtained. Hence, depending on the size of the input data set, the performance will
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grow exponentially. Computing the order of magnitude with no reference values would yield no insights
into the time complexity of the algorithm. Hence, to get a feeling for the numbers, the effective branching
factor b∗ will instead be computed. It represents the number of successors generated by a typical node for a
given search problem [141], and efficient algorithms characterized by a robust heuristic are those with a low
effective branching factor, the optimal case being b∗ = 1 [140]. With the total number of processed nodes
denoted by N , the formal definition of the effective branching factor is shown in equation (10.3).

N = b∗+ (b∗)2 + ...+ (b∗)d (10.3)

With no closed form solution available, a close guess is given by b∗ ≈ N
1
d [141]. The A∗ algorithm was run on

a sample environment with obstacle coordinates, stored in the text file (see figure 10.13), aiming to loosely
resemble the C-130 fuel tank. The total number of visited nodes was 6729, whereas the depth of the solution,
i.e. the number of x y z coordinates after which the solution node was found, resulted 571. Substituting the

numbers resulted in the effective branching factor being equal to b∗ ≈ N
1
d = 6729

1
571 ≈ 1.02. The latter being

close to the optimal effective branching factor confirmed the feasibility of the Euclidean as heuristic and the
A∗ algorithm as a path planning solution.

Section 10.4.2 briefly touched upon Dijkstra’s algorithm, of which A∗ can be considered an informed varia-
tion [142]. As mentioned before, A∗ employs best-first search to find the least-cost path from a starting grid
point to the target location, according to the f = h + g value introduced in algorithm 10.2. Dijkstra’s algo-
rithm differs in its use of a non-informative heuristic (i.e. h = 0) [143]. Having argued the time complexity
and memory requirements of A∗, it is instructive to perform a final comparison between the two algorithms.
Slightly altering the compute_path MATLAB code, a version of Dijkstra’s algorithm was obtained. Running
the two algorithms produced the results reported in table 10.3.

Table 10.3: Comparison between pathfinding algorithms

Algorithm Path Waypoints Visited Nodes Elapsed Time [s]
Dijkstra 571 18897 2.35

A* 571 6729 0.895

The depth of the solution proposed by Dijkstra’s algorithm is the same as the one of A∗, since both algorithms
are guaranteed to find the most optimal path as long as the heuristic is admissible (doesn’t overestimate
the cost to the target) [129]. The Euclidean distance definition makes it an admissible heuristic, hence A∗

finds the most optimal path, in this case consisting of 571 waypoints. On the other hand, Dijkstra, with
the non-informative heuristic h = 0, is still guaranteed not to overestimate the target since it also does not
overestimate the cost [144].

Dijkstra’s algorithm employs a simplistic cost function, at the expense of more than doubling the total num-
ber of processed nodes and elapsed time. The result is in accordance with the discussion regarding the ad-
vantages of A∗ over other solutions and serves as further evidence of the merits of the proposed algorithm.

All of the above discussion regarding the performance analysis of the guidance solution was said to be exe-
cuted on a MATLAB-generated environment representative of the C-130 fuel tank. A display of the planned
trajectory inside such hazardous background with the drone size constraint being included is offered in fig-
ure 10.16, with the thick black line representing the planned path, from start to goal location. Assigning a size
to the ARTIS resulted in the exclusion of certain paths, as occupied voxels too close to each other, constrain-
ing a safe movement of the drone, would have to be discarded. As can be argued, the dimensions in x and
z direction are largely overestimated, with only the length in the span-wise direction being representative
of the fuel tank environment. This setting has been done on purpose, to check the performance of A∗ and
the discretization approach over a larger domain, thus requiring larger use of computational resources and
processed nodes.
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Figure 10.16: Path planning & obstacle avoidance visualization using A∗ algorithm

The performance analysis and results obtained are thus encouraging that a discrete approach to the map-
ping procedure could be a suitable solution. A source of potential improvement lies in the non-negligible
memory requirement imposed by the discretization and proposed algorithm for path planning. Alternative
approaches to the guidance solution to be further investigated in later iterations of ARTIS’ design are pro-
posed in section 10.4.5.

10.4.5. FUTURE APPROACHES TO GUIDANCE PROBLEM

Trading possible paths via A∗ algorithm in a discrete environment has proven to work efficiently and with
sufficient performance. Still, it can be argued that a highly complex environment may require increased
voxel grid resolution and demanding memory requirements. As a preliminary design, ARTIS is believed to
perform all of its functions with satisfying accuracy, but for later stages, different approaches to the guidance
problem may be supported.

Yanamoto et al. used a B-spline (i.e. a basis spline) curve to generate curvature continuous paths [145]. The
local trajectory replanning would then require lower computational resources since the grid nodes along the
path need not be stored. A limited amount of path waypoints would still need to be formulated, but the tra-
jectory generation would then become an optimization problem with the splines being fit through the points
of the planned path to generate a smooth trajectory. Hence, the main difference with a discrete approach is
that the route itself would not be represented by a set of discrete points but by polynomial segments [29].

Different approaches have been explored when considering a continuous domain instead of a discrete one,
with the minimization of the line integral of a cost-weighting function to compute the path being a frequently
used one [146]. Curvature continuous paths can be determined by using continuity conditions demanded
for each spline segment [147].

The main drawback of a continuous approach to environment representation and path planning is the com-
plexity of implementing such a solution which, with the limited resources the team had to deal with, was
deemed inappropriate.

10.5. CONTROL AND STABILITY

This section shines light upon how the drone intends to self-stabilize. For this, a piece of software has been
adopted and adjusted from the asbQuadcopter package in MATLAB, which provides a model-based design
approach for writing quadcopter flight control logic [148]. The inputs and outputs have been adjusted, such
that they represent the model used for simulation. The inputs are [x, y, z, vx , vy , vz ,θ,φ,ψ,ωx ,ωy ,ωz ]T which
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include the three position coordinates, three velocities and three attitude angles and their rates, respectively.
The outputs are [p, q,r,T ], in which T represents the thrust. These outputs are then ran through the Motor
Mixing Algorithm (MMA) which converts the desired state into thrust for the individual propellers.

Figure 10.17: Rotor configuration in the
drone body frame and rotor spin directions

[3]

Writing the motor mixing algorithm requires knowledge of the spin di-
rections of the rotors and the rotor configuration. In order to balance
the torques generated by the spinning rotors and to negate potential
pitch and roll interactions with yaw, the spin direction of the rotors is
defined by having opposing rotors with respect to the symmetry plane
spin in opposing directions [4]. For the rotor configuration with re-
spect to the body frame, a cross configuration is chosen as it is con-
sidered more desirable than a plus configuration. Although plus con-
figurations generally result in improved acrobatic qualities, cross con-
figurations generally provide more stability [31], which is beneficial for
the purpose of photography and navigation in the tank. The resulting
rotor configuration in the drone body frame as well as the rotor spin
directions are visualized in figure 10.17.

10.5.1. FLIGHT CONTROLLER TECHNIQUE AND LOGIC

Before deciding on the control architecture, it is imperative that appro-
priate control techniques and schemes are selected with respect to the
characteristics of the plant. It should be noted that the drone, i.e. the
plant in this scenario, is nonlinear and multivariable in nature. Moreover, since the drone possesses of six
degrees of freedom while only having four actuators, namely the four motors, the system is said to be un-
deractuated. This in turn results in a strong coupling between the actuators and certain degrees of freedom,
most notably between pitch and longitudinal motion and roll and lateral motion [149].

Looking at selecting a controller, both linear- and non-linear controllers should be considered. For non-
linear controllers, there are sliding mode controllers, back-stepping controllers, and non-linear dynamic in-
version controllers (NDI controller). The latter one ranks high up, as this controller has proven to be relatively
easy to implement for non-linear control [150], and is promisingly robust when used as Incremental Non-
linear Dynamic Inversion (INDI). This novel method does however have a technology readiness level of 6 out
of 9, as it is not yet "proven in operational environment" [150]. Also, looking at the requirements critically,
the only part of the model which is in fact non-linear is the transformation of angles to linear accelerations,
which holds a sine function. Remaining under 10°, as expected, the maximum error would however only be
a mere 1.6 %. Within this range, the system can thus be assumed linear, and thus a PID controller will suffice.

For the linear controllers, the most applicable linear controller is the PID controller [31]. PID controllers are
generally easier to implement as well as to design and can be more intuitively assessed, based on the P, I,
and D components, than is the case for nonlinear controllers [30]. It has been shown that PID controllers
possess enough capability to track the desired system state of quadcopters [31, 149]. The drawback of apply-
ing a linear controller is that a linear controller only yields predictable control performance around hover,
and as such performs with increasing error in the event that the drone veers off from its nominal state too
excessively. ARTIS is however not expected to perform many, if none at all, aggressive manoeuvres in which
is deviated significantly from the nominal state. Therefore it is expected the PID suffices. Should the con-
troller be unable to satisfy the AMD-F-GN&C-Cont requirements, the PID can in turn be updated to include
e.g. gain scheduling to better approximate the non-linearity of the system or be replaced by a nonlinear
controller [31].

For the general overview of the control part, a flowchart has been established, which is shown in figure 10.18.
Similarly to the code, this was adopted and adjusted from the MATLAB series on quadcopter control [4]. The
loops for roll and pitch contain an inner- and outer loop, of which the outer loop controls the position. The
inner loop adds the required control in order to attain the desired attitude. The total is then inputted into the
MMA, and consequently, the motors make the drone move as desired.
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Figure 10.18: Control scheme with six PID controllers

10.5.2. DRONE AND FLIGHT ENVIRONMENT MODEL

The quadcopter package in the MATLAB Aerospace blockset provides a nonlinear model that comprises non-
linear representations of the airframe, which is modelled using three-dimensional rigid body dynamics, the
flight environment e.g. air density and temperature, and the sensors, which incorporate sensor noise and
bias [4]. However, even though the nonlinear model most accurately represents reality it is unsuited to be
used for the linear analysis and tuning of linear PID controllers, for which a linear model of the drone and
flight environment is desirable. Accordingly, the nonlinear model needs to be linearized for the tuning of the
PID controllers, after which the nonlinear model can be leveraged for the verification of the performance of
the tuned PID controllers [4].

The main flow of the inner- and outer control loops are displayed in figure 10.18. The actual MATLAB version
of this, used for gain tuning, is displayed in figure 10.19. Evidently, the latter resembles the former closely.

10.5.3. FLIGHT CONTROLLER TUNING

The tuning of the PID controllers was performed by building a linear model based on the quadcopter project
in MATLAB its Aerospace blockset [4]. Accordingly, the sensors were removed from the model in an effort to
remove all nonlinear components from the model. The states are as such directly fed into the controllers,
thereby assuming that the controllers know the states precisely. The resulting Simulink tuning model is
shown in figure 10.19, where the control scheme including the six PID controllers and MMA can be seen
on the left hand side of the model.
The PID controllers are subsequently tuned by virtue of the Ziegler-Nichols method. For the standard PID
control law, as is shown in equation (10.4), the Ziegler-Nichols method provides estimates for the propor-
tional gain Kp as well as the integral time τi and derivative time τd , and as such for Ki and Kd [32].

u (t ) = Kp e (t )+Ki

∫ t

0
e
(
t ′

)
d t ′+Kd

de (t )

d t
= Kp

(
e (t )+ 1

τi

∫ t

0
e
(
t ′

)
d t ′+τd

de (t )

d t

)
(10.4)

The principle behind the Ziegler-Nichols method is that Kp , τi , and τd are estimated using the proportional
gain for which the system becomes marginally stable, while setting the integrator and derivative gains to zero,
and the period of the oscillations of the marginally stable response. For a given proportional gain for which
marginal stability is achieved, also known as the ultimate gain Ku , and the corresponding oscillation period
Tu , the values for Kp , τi , and τd for a specific control type (e.g. PI or PID) are calculated by using the formulae
presented in table 10.4 [32].
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Figure 10.19: Simulink controller turning model [4]

Table 10.4: Formulae for Kp , τi , and τd for several control types for the Ziegler-Nichols tuning method [32]

Control Type Kp τi τd Ki

(
= Kp

τi

)
Kd

(= Kpτd
)

P 0.5Ku - - - -

PI 0.45Ku
Tu
1.2 - 0.54 Ku

Tu
-

PD 0.8Ku - Tu
8 - Ku Tu

10

Classic PID 0.6Ku
Tu
2

Tu
8 1.2 Ku

Tu

3
40 KuTu

No overshoot Ku
5

Tu
2

Tu
3

2
5

Ku
Tu

Ku Tu
15

The "classic PID" control type in table 10.4 is used to tune the attitude controllers, whereas the "no overshoot"
control type is used to tune the altitude and position controllers. The former is done to generate a relatively
fast response for attitude corrections, while the latter is done with the purpose of minimizing the chance
of the drone colliding with the walls of the fuel tank while updating its position and altitude. The resulting
controller should lead to an effective mitigation of risk C2, the loss of stability and control.

The inner loop PID controllers (i.e. the attitude and altitude controllers) are tuned one at a time, while set-
ting the gains for the other inner loop controllers to zero. The Ziegler-Nichols method is then employed to
analyze and determine the appropriate response and corresponding gains. The outer loop controllers are
subsequently tuned analogously, except for the fact that the inner loop controllers are now active and en-
suring proper orientation and altitude [4]. An example of the Ziegler-Nichols tuning method is displayed
for the altitude controller in figure 10.20, in which the integrator and derivative gains are set to zero and the
proportional gain is increased to acquire marginal stability, and figure 10.21, which shows the no-overshoot
system response after applying the PID gains that are attained after using table 10.4. The response can then
be modified by slightly altering the gains to achieve the desired response.
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Figure 10.20: Marginally stable altitude response(
Kp = Ku = 7.5,Tu = 1.8s

) Figure 10.21: Tuned altitude response using the "no overshoot"
control type

(
Kp = 1.5,Ki = 1.67,Kd = 0.9

)
The full set of the PID controller gains that were acquired from the above described method are presented in
table 10.5.

Table 10.5: Kp , Ki , and Kd for the six PID controllers

PID Controller Kp Ki Kd

Altitude (z-position) 1.5 1.67 0.90
Yaw 0.081 0.073 0.0223
Pitch 0.0038 0.0016 0.0023
Roll 0.0038 0.0016 0.0023
x-position -0.180 0.0765 0.140
y-position 0.180 -0.0765 -0.140

10.6. SIMULATION

This section highlights the construction of the simulation that was built with the purpose of visualizing the
performance of the navigation, guidance, and control algorithms. The simulation can as such be used to
validate the GN&C subsystem, which is further discussed in section 12.1.2

10.6.1. PHYSICS

Figure 10.22: Reference frame and propeller
numbering used for simulation

It is important that the physics necessary to build the simulation
are first thoroughly analyzed. This subsection discusses the physics
that are used in the simulation.

10.6.1.1. REFERENCE FRAMES

In figure 10.22 the right-handed coordinate system used for the
simulation is introduced.

10.6.1.2. RIGID BODY KINEMATICS

The drone inside the simulation is a rigid body. 6 DoF rigid bodies
have a state vector containing position, velocity, angular rates, and
orientation (in this case in quaternion form):

x ≡ [
x y z vx vy vz ωx ωy ωz qw qx qy qz

]T

(10.5)
The ODE describing the motion of a rigid body is (note the refer-
ence frame in figure 10.22):

f(x) = ẋ = [
vx vy vz ax ay az αx αy αz q̇w q̇x q̇y q̇z

]T
(10.6)

In equation (10.6),
[
q̇w q̇x q̇y q̇z

]T
is given by:
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
q̇w

q̇x

q̇y

q̇z

= q̇ = 1

2


0
ωx

ωy

ωz

×q (10.7) q ≡


qw

qx

qy

qz

 (10.8)

Please note that “×” refers to quaternion multiplication. In equation (10.7), q is defined as:
The computation for linear acceleration and angular acceleration will be treated in section 10.6.1.3.

10.6.1.3. QUADCOPTER KINETICS

While section 10.6.1.2 describes the kinematics of a general rigid body, the present section features the kine-
matics used to describe the linear and angular accelerations of a quadcopter.

The linear acceleration is given by the forces acting on the quadcopter and its mass:

a = F(T)

m
(10.9)

The angular acceleration is given by the moments of inertia and the moments acting on the quadcopter. Note
that the moments are given in body frame and are therefore transformed into world frame by means of two
quaternion multiplications.

α=
Ixx 0 0

0 Iy y 0
0 0 Izz

−1 (
q×M(T)×q−1) (10.10)

There are multiple forces acting on the quadcopter that are modelled: the 4 propeller forces, gravity, and
propeller flapping drag. The propeller forces are 4 point forces acting through the geometrical center of the
propellers. The force imparted on the drone by propeller i is equal to mg

4 Ti , where Ti is defined such that
0 is no thrust and 1 is the thrust required by all propellers to hover. These forces are acting in y-direction in
the body frame and are transformed into world frame by the quaternion q. Gravity is acting in the negative

y-direction of the world frame. The flapping drag (coefficient 1
2

[
kg
s

]
) is acting in the opposite direction of the

velocity. Since the velocity is in world frame, this force does not have to be rotated.

F(T) = q×
 0 0 0 0

mg
4

mg
4

mg
4

mg
4

0 0 0 0

T

×q−1

︸ ︷︷ ︸
4 propeller forces

−
 0

mg
0


︸ ︷︷ ︸

gravity

−1

2

[
kg

s

]
v

︸ ︷︷ ︸
propeller

flapping drag

(10.11)

Besides the sum of forces, also the sum of moments has to be defined. Gravity—assuming a uniform gravita-
tional field—does not produce any moments around the center of mass. The drag in this case is also assumed
to not produce any moments. The magnitude of the moments created by the propeller forces around the x

and z axis are equal to there magnitude multiplied by the moment arm: mg
4

d f r ame

2 Ti . Around the the y axis,
the magnitude of the moment is equal to the moment the motor exerts on the propeller. This moment is

given by Q = Q
T T = kQ0ρn2D5

kT0ρn2D4 T = kP0 D
kT0 2πT [151].

M(T) =


d f r ame

2
d f r ame

2 −d f r ame

2 −d f r ame

2
kP0 D
kT0 2π − kP0 D

kT0 2π − kP0 D
kT0 2π

kP0 D
kT0 2π

−d f r ame

2
d f r ame

2 −d f r ame

2
d f r ame

2

 mg

4
T (10.12)

10.6.1.4. NUMERICAL SOLUTION

To solve the ODE proposed in section 10.6.1.2 and section 10.6.1.3 the widely used 4th order Runge-Kutta
method is used [152]. It is explained in equation (10.13) – equation (10.18).
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xn+1 = xn + 1

6
(k1 +2k2 +2k3 +k4) (10.13)

tn+1 = tn +dt (10.14)

k1 = dt f(tn ,xn) (10.15)

k2 = dt f
(

tn + dt

2
,xn + k1

2

)
(10.16)

k3 = dt f
(

tn + dt

2
,xn + k2

2

)
(10.17)

k4 = dt f(tn +dt ,xn +k3) (10.18)

The timestep dt is chosen at runtime such that the state of the drone is known at intervals of 1000 Hz for the
control algorithm. Besides this interval, the simulation will also make steps to generate the state at the time
of every frame that is drawn to the screen (60 Hz under nominal conditions).

10.6.2. COMPUTER GRAPHICS

To generate the computer graphics the simulation uses Microsoft’s Direct3D 11, which is part of DirectX
11. Direct3D 11 provides a graphics pipeline that is programmable by shaders. The pipeline can be seen
in figure 10.24. The simulation uses only the required shaders: Vertex Shader and Pixel Shader. The vertex
shader is used to transform all vertices in the scene from model space into screen space via the model, view,
and projection matrices. The pixel shader will then be run on all pixels of a given triangle and compute the
color output.

Figure 10.23: Vectors used for Phong Lighting

For finding the color of each pixel the Phong Lighting Model is
used [153]. The Phong Lighting Model uses simple algebra to
give the appearance of ambient, diffuse and specular lighting
in a scene. It uses a few vectors: L is the vector from a pixel to
the light source, N is the unit normal vector of the surface that
the pixel belongs to, V is the unit vector from the pixel to the
camera, R is the reflected unit light vector. These vectors can
be seen in figure 10.23

Colors in this section are expressed in the following format:[
R G B A

]
(red, green, blue, alpha (opacity)).

The Phong Lighting model considers three components for
lighting: ambient (A), diffuse (D), and specular (S). Those com-
ponents are added up in equation (10.19). The ambient light-
ing is just a flat color per material that is applied to a pixel in-
dependent of the lighting. The purpose of this is to be able to see the scene even without any lighting. It also
simulates the effect of light that bounces multiple times in a scene so that shadows are not perfectly dark.

C = A+D+S (10.19) A =


AR

AG

AB

1.0

 (10.20)

The diffuse lighting component, defined in equation (10.21), is given by a color Kd multiplied by the dot
product of the normal vector and the light direction vector. Additionally it is multiplied by the inverse of the
distance between the pixel and the light source squared.

D = Kd max
(
N · L̂, 0

) c

|L|2 (10.21)
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Figure 10.24: Direct3D 11 graphics pipeline [5]

The specular component is similar to the diffuse component, how-
ever the dot product of the reflected light vector instead of the light
vector and the view vector instead of the normal vector is used. The
dot product is further taken to the power of the variable Ns . This
value determines how small and sharp the specular highlights will
be.

S = Ksmax(R ·V,0)Ns
c

|L|2 (10.22)

The vector R̂ is defined in equation (10.23);

R = L̂−2N(L̂ ·N) (10.23)

The result of running the full Direct3D 11 pipeline with the light-
ing model described above can be seen in figure 10.25. This figure
shows the drone inside the fuel tank, with the four internal camera
views shown on the left side.

Figure 10.25: Screenshot of simulation. Left side shows internal camera views (first one is the depth map generated from the stereo
images overlaid onto one of the images, second one shows line detection on stereo image); external view on the right; top-right

shows voxel map generated from the depth map shown on the top-left

10.6.3. CONTROL INTERFACE

In order to implement the control software into the simulation, the control interface needs to be developed.
This subsection features the development of the control interface.

The control algorithm was exported from Simulink using the C coder. Interfacing it was limited to accessing
some global variables and calling the step function. However, one complication was that the reference frames
between the simulation and the control algorithm as well as the propeller numbering was different.

To address this, all variables passed into the control algorithm are first transformed from simulation into
control reference frame. After the control is run, the thrust output is converted from the propeller numbering
used by the control to that used of the simulation.
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10.6.4. NAVIGATION INTERFACE

Because of time constraints, the navigation algorithm explained in section 10.3 was not implemented but
rather an open source VIO algorithm was used, namely MSCKF-VIO [154].

MSCKF-VIO is implemented on top the ROS framework. As such it can not run on Windows, like the simula-
tion. To get around this issue, the navigation algorithm is run inside a Linux Virtual Machine and all necessary
information such as the stereo video feed and IMU data is transferred to the VM over 3 different UDP sockets.

The stereo images are sent uncompressed (8 bit grey-scale) over two different sockets to make sure they are
not flipped on the receiving end. To achieve this, the images first have to be copied from the GPU framebuffer
to a separate texture that is not multi-sampled. Then the appropriate sections (part of the rendered frame
that contains the stereo images) are copied to two more textures (one for each camera) that is mappable to
CPU memory. The images are then copied from those textures in GPU memory to CPU memory and then
sent over the socket. After they are received on Linux the server application assembles the ROS messages and
publishes them. While this system adds some overhead, it is one of the easiest ways to make the simulation
and the navigation run on two separate operating systems.

The result of running the navigation on the simulation data can be seen in figure 10.26. The algorithm ARTIS
would be using post-DSE is using line features instead of corner features. An example of line features being
detected in the simulation can be seen in figure 10.25.

Figure 10.26: Navigation algorithm running on simulation

10.6.5. GUIDANCE INTERFACE

Figure 10.27: Texture with relative
position in x, y, and z direction
expressed as RGB components

The guidance algorithm described in section 10.4 relies on having a voxel
map to operate on. This voxel map has to be generated from the stereo images
taken by ARTIS. This is a multistage highly parallel task that can be performed
on the VPU. The first step is to generate a depth map from the stereo images.
The SDK for the Intel Myriad X has built-in functionality for this. The next
step is to generate a texture that does not only contain depth for each pixel
but relative position from the camera in x, y, and z direction. This can be com-
puted by multiplying a unit vector representing the direction each pixel has
from the camera (depends on the camera model used (in the simulation this
is the pinhole model)) by the depth. An example of this intermediary repre-
sentation can be seen in figure 10.27. This texture is then sampled, and the
position in world frame added to the relative position (rotated in to world frame first). The resulting posi-
tion is then rounded onto the voxel grid and the resulting voxel position added to the list of occupied voxels.
The resulting voxel map is then displayed in the simulation using instanced rendering and can be seen in
figure 10.25.
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FINAL DESIGN CONFIGURATION AND

PERFORMANCE
This chapter summarizes the final design of the ARTIS. First, the final configuration is presented. Then, the
performance of the ARTIS is analyzed by looking at the mass and power breakdown and the performance
inside the tank. The design then is analyzed for sensitivity to a change in inputs and finally, the resource and
budget allocation for the final design is reflected upon.

11.1. CONFIGURATION AND LAYOUT

This section presents the final layout of ARTIS. This shows how all components and structures described
previously come together in one design. In figure 11.1, the final ARTIS layout can be seen. On the front facing
side, the two stereo vision cameras with a LED above them are visible. On the top, the third camera with LED
is shown. The fourth camera is placed on the bottom and can not be seen in this image. The red parts on
the four ducts are foam, which is added to protect both the drone and the fuel tank from impact damage.
The drones name, TU Delft and Lockheed Martins logo are shown on the red foam to show the ARTIS’ main
parties.

Figure 11.1: Top view render of the final ARTIS layout

Figure 11.2 shows an exploded view of the main compartment of ARTIS. Here, the internal layout of the body
compartment can be clearly seen. The main body compartment was sized to be as small as possible to block
the least airflow, but to still fit all electrical components. Furthermore, all important parts of the drone are
indicated via arrows.

80
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Figure 11.2: Exploded view of the inside compartment of ARTIS

Lastly, technical drawing of ARTIS is shown in figure 11.4. In this figure, the key dimensions of the drone
are visualized to show the size of the drone. Please note that all dimensions are put in millimeters. Also, as
the maximum ARTIS dimension, the diagonal, has a value of 285.35 mm, AMD-NF-CNST-Size-01 (S,D2) has
been met [6].

11.2. PERFORMANCE ANALYSIS

The performance of ARTIS will be analyzed in two ways. First, the mass and power divisions of the final design
are investigated. The main contributors to the final mass and power are stated to get an overview of ARTIS’
most dominant components. After, the performance of the drone in the fuel tank will be elaborated on.
The path in the tank is described and based on that the inspection time is computed to present a complete
overview of the mission.

11.2.1. MASS AND POWER DIVISION

The performance of this drone is analyzed by looking at the final mass and power divisions. Here, the mass
and power consumptions are computed by adding all components stated in table 9.3 and table 9.6, as well
as the propellers, the motors and the structure. The mass and power division of the final ARTIS design in
presented in figure 11.3. For clarity, some components are grouped together in classes. For example, the
CPU, the VPU, the IMU, the SD slots, the main circuit board and the connectors are grouped under the name
’motherboard’. The payload/sensors class includes the cameras, LEDs, and time of flight sensors. The power
distribution consists of the PDB and the ESCs.
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Figure 11.4: Technical drawings of the ARTIS to scale
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Figure 11.3: Mass and power distribution of ARTIS

As can be seen, the structure, battery and motors take up the largest part of the ARTIS mass with a combined
share of over 65 %. The third biggest contributor is the cabling, taking up over 10 % of the total mass. This
is due to not only the regular cabling stated in table 9.5, but also due to the cabling that is included in the
motors and the ESCs. For this reason, the motor and power distribution weight turned out lower in this pie
chart.

For the power consumption, the motors require almost all the ARTIS’ power. The payload and sensors follow
at significantly lower places, taking up 6 % of the power. Finally, the computations on the motherboard take
up only 3.7 % of the total ARTIS power. With a total power consumption of 85 W and a battery with a capacity
of 15.2 Wh, the total ARTIS flight time is computed at 640 s.

11.2.2. INSPECTION OF THE FUEL TANK

The fuel tank of the C-130 is divided in 6 parts. Each wing contains 3 separate sections in which fuel is stored:
fuel cells close to the fuselage, the main fuel compartments around the middle, and a section in the wing tip.
For path planning and fuel tank inspection, only the middle main compartment of the C-130 will be analyzed.
This fuel tank compartment in shown in figure 11.6, including the ribs in this section with the locations of
the holes. More on the operational environment is stated in section 13.2.1.

The actual inspection of the fuel tank as done by ARTIS will be done by following a path that has been set out
beforehand. The path is structured between travel points (red circular points) and key points (orange stars).
A travel point is a point where ARTIS navigates to to simply move through the tank. A key point on the other
hand is a point at which ARTIS inspects the tank. Here, it performs a full 360° yawing rotation. This will be
done by 10 intermediate yawing motions of 36° each. This is done to get some overlap in between consecutive
images as the cameras have a 45° HFOV. The location of the key points was chosen such that each point in
the tank would be sufficiently close to the cameras at some point so that a resolution of 5 MP/ft2 would be
met at any location. With the current division of 3 key points per section, the lowest obtained resolution is
7.3 MP/ft2, meaning AMD-F-PAYL-Cam-02 (S,Y) is met. ARTIS is placed in tank at the top left at the curly
arrow. It then follows the dashed orange arrows and passes by all key and travel points. It leaves the tank at
the bottom right curly arrow. For the simulation, all key and travel points’ location and orientation a specified
with respect to a reference point, located at the top left in figure 11.6 (blue dot). For the pre planned path,
the set up coordinates are structured as (x-coordinate, y-coordinate, z-coordinate, yaw angle, true/false).
For each point to be visited, the coordinate gives the desired location, orientation and a true/false value
indicating whether or not ARTIS should switch to the image mode and take high quality pictures.

Another significant detail for these key points is that one of the front facing cameras will temporarily be used
for 13.2 MP pictures instead of video. Having three cameras take images at that resolution at 2 fps leads to
a data rate that cannot be handled by the microSD storage. For this reason the cameras only take pictures
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at 1 fps at key points, it does this after every 36° rotation. Stopping one of the cameras from generating a
video feed has the consequence of having no stereo-vision. This means the navigation is not operational
during one of these key-points, which is considered not to be problematic since the drone is supposed to
be stationary. For this the IMU can be used in combination with the time of flight sensors. This means that
for the short time in which it is only rotating it is not problematic. According to calculations done with the
gain tuned control system, a angular rotation step of 36° takes 0.4 s. Including damping out the overshoot
and taking 3 images, this becomes about 1.3 second. After each rotation of 36° degrees, the cameras take a
picture and the rotation continues. A full rotation thus takes about 13 s. This means the actual camera fps is
lower, at about 0.75 fps.

The total path length in the tank is computed by summing the distances between the key points, the distances
in between a key point and a travel point, and the distances of flying trough a hole. This first distance is equal
to 10 ·2.558/4 = 6.396 m. When flying from a key point to a travel point to align with the center of a hole, the
distance was computed using d =

√
(x1 −x2)2 + (y1 − y2)2 + (z1 − z2)2. This summed up to 2.425 m. Flying

through holes ended up being 1.449 m. The total path length is computed at 10.27 m. The velocity at which
ARTIS flies was estimated at 0.1 m/s. To be extra safe while flying through the holes, the velocity is halved
to 0.05 m/s. These velocities are not to be confused with the maximum velocity for navigation described in
equation (10.1), as this described the sideways velocity which does not happen during inspection. Using
these velocities and also taking into account 12 rotations of 13 s each, the inspection time of this fuel tank
turns out to be 273.2 s. As ARTIS has a flight time of 640 s, it can easily inspect this tank compartment. To
find the total inspection time of all 6 C-130 fuel tank compartments, this computation can be extrapolated
to obtain a reasonable estimate. All 6 fuel tanks consist of 24 sections in total. Therefore, as the tank in
figure 11.6 has 4 sections, the estimated total inspection time for all 6 tanks is around 1639.2 s, or 27 minutes
and 19 seconds. This is thus only the time required by ARTIS to fly inside all tank sections; the total time one
complete inspection takes is elaborated on in section 13.2.2.

11.3. SENSITIVITY ANALYSIS

To see how the design responds to a change in input, a sensitivity analysis is performed on the final design.
As the design might still be subject to small changes, it is vital to know how the design responds to these
changes. This analysis is performed by looking into the most obvious changes that might be included in the
further design. These changes include the beneficial effect of ducts, the addition of a grounding solution and
addition of additional components.

11.3.1. BENEFITS OF DUCTS ON HOVER PERFORMANCE
Table 11.1: Drone performance with reduced

power consumption

Power
decrease
[%]

Power con-
sumption
[W]

Flight
time
[m:s]

10 73 12:23
20 62 14:31
30 52 17:31

In the design of ARTIS, possible benefits of the ducts on aerody-
namic performance are not taken into account. However, stud-
ies have shown that ducts around propellers can decrease the re-
quired power to hover by up to 50 % in theory [56]. This is a
promising benefit to ARTIS, but not further researched due to time
constraints. For this reason, for several decreases in power con-
sumption the new performance is analyzed. The results are stated
in table 11.1. It can be seen that the flight time clearly increases
with the added benefits that ducts might bring. With a 38.1 % de-
crease in power consumption, ARTIS will even fly for 20 minutes.

11.3.2. ADDITION OF GROUNDING SOLUTION

As stated in section 9.4, a grounding solution is implemented to prevent fuel tank explosions. The ARTIS
design including this grounding solution is therefore analyzed by looking at the mass and power budgets
stated in figure 11.5. It can be seen that the design now has mass of 291 g and consumes 87 W. The flight
time reduced to 10 minutes and 22 seconds. The requirement regarding the total mass is still met, and the
inclusion of a grounding solution is thus considered a viable option.



85

Figure 11.6: Path of ARTIS in the C-130 middle fuel tank including hole placement in the ribs to scale
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Figure 11.5: Mass and power distribution of ARTIS including a grounding solution

11.3.3. OVERALL DESIGN SENSITIVITY

Finally, several design changes are analyzed for their effect on the ARTIS mass, power and flight time. The
design changes that are analyzed are adding mass, adding power consumption and reducing the battery ca-
pacity. The changed values for those aspects were computed such that the drone would meet both the 10
minute flight time requirement and the 300 gram mass requirement. The results can be seen in table 11.2.
It can be seen that the design would still just meet the requirements with either a mass increase of 12 g, a
power consumption increase of 5.7 W or a battery capacity decrease of −6.3 %Wh. These values show that
the design can still be tweaked a bit while still meeting both requirements. However, it does show that the
final design total mass contingency of 5 % does not translate to meeting the requirements directly. Accord-
ing the the 5 % contingency, 15 g could still be added to the drone to still meet the 300 g requirement. The
sensitivity analysis however shows that only adding 12 g already leads to a violation of the 10 min flight time
requirement. The actual contingency on the design is thus 12 g and not 15 g. This leads to a stricter margin for
adding more mass to the final design and still meeting the requirements. On the other hand, as no benefits
of adding ducts is taken into account at this point, no problems regarding requirement violation is expected.

Table 11.2: Required changes to just meet the requirements

Design change Changed value Mass [g] Power consumption [W] Flight time [min:s]
Adding mass +12 g 297 90 10:00
Adding power +5.7 W 285 90 10:00
Reducing battery capacity −6.3 % Wh 285 85 10:00

11.4. FINAL DESIGN: RESOURCE AND BUDGET BREAKDOWN

For the final design, the resource and budget breakdown is analyzed to check how to technical performance
parameters developed over time. As stated in table 7.1, the contingencies for all subsystem masses, flight
time and hardware cost is 5 %. How these parameters have developed until the final design is presented in
table 11.3.
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Table 11.3: Final design target value compliance

Value/Contingency
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Design specification value 300 g 80 g 28 g 113 g 73 g 7 g 600 s e2500
Final design stage cont. 5 % 5 % 5 % 5 % 5 % 5 % 5 % 5 %
Final design tar. value 285 g 76 g 26.6 g 107.35 g 69.35 g 6.65 g 630 s e2375
Final design ac. value 285 g 97 g 9.5 g 88 g 32.52 g 28.65 g 640 s e1434
Compliance tar. value 0.0% 27.6% -64.3% -18.0% -53.1% 330.8% 1.6% -42.6%

In the first row, the design specification value is mentioned. This value represents the desired value that the
parameters should have when the design is completely finished. In the second row, the contingency for the
current design phase, the final design, is presented. This value is obtained from table 7.1. The target value
for which the final design should be designed is presented in the third row. The fourth row then shows the
actual value of the parameter after the final design. The final rows gives an overview of whether or not the
actual value of a parameter is above or below the target value. If this value is beneficial to the mission, so a
lower mass and cost, and higher flight time, the cell is marked green as this is desired. Please note that for the
final design actual value, the masses of the subsystems shown in the table do not add up to 285 g, as during
the design more subsystems were defined. For example, the electronics in ARTIS are not stated in table 11.3,
while they of course also take up some mass.

As can be seen in the table, the structural mass and cabling mass have exceeded their target value for the final
design phase. This is due to two main reasons:

1. During the design of the final drone, it was found that the drone should consist of more parts and
components than initially thought off. For example, during the midterm design phase, components
such as the PDB, motherboard connector, aluminum grounding coating and BPC were not considered
at all. During the final design, more knowledge on drone design was obtained and that led to the
addition of several components. This caused a different division in total mass than initially expected.

2. The design specification values (row one of table 11.3) were determined during the conceptual design
phase of the drone. At this point, too little knowledge was present to obtain accurate specification
values. As the design progressed to the final stage, more insight is drone mass and power division was
obtained. For example, it was found that around 100 g of structures is a more reasonable estimate than
the 80 g that was initially assumed.

These two reasons explain why some parameters did not meet the target value. Please note that for the ca-
bling, also the cabling that is delivered with the motors and the ESCs is included in the 28.65 g. This inclusion
also causes the cabling actual value to be higher than the target value.

To see how the total mass, flight time and hardware cost contingency compliance has developed over time,
figure 11.7 was constructed. This figure is a continuation of figure 7.2. The values of total mass, flight time
and hardware cost of the final design (11 weeks) have been added.
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Figure 11.7: Contingencies on total mass, flight time and hardware cost for the final design

In this figure it can be seen that the actual flight time value for the final design exceeded the target value. This
thus means that when looking at the flight time, the drone is well designed and no issues arise for in this area.
The added flight time compared to the midterm is mainly due to the higher capacity of the selected battery.
For the total mass, the actual value and the specification value were identical for the midterm phase. For the
final phase, both values are again the same. In further design, the total drone mass should thus be carefully
monitored so that the 300 g requirement is not exceeded. However, as the actual total mass value is does not
yet cross the specification value, no rigorous actions should be taken. The contingency on the total mass of
ARTIS was used in the design process to select components that would ensure that the final mass stays below
285 g at this stage. Finally, the hardware cost was considerably lower than the target value at the midterm
stage. For the final design, this still is the case. For the hardware cost for the final design the total system
cost (production and assembly), as will be elaborated on in figure 14.2. This value is arounde1461 , which is
still lower than the upper limit ofe2500 This leaves room for either further improvement of the design, or a
more profitable operation for both the selling company as the user.
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VERIFICATION AND VALIDATION
It is imperative that the design that has been presented from chapter 8 through chapter 11 is thoroughly
verified and validated to ensure that the predicted performance is representative of reality. This chapter
presents the verification and validation of the established design.

12.1. GUIDANCE, NAVIGATION, AND CONTROL

This section presents the verification and validation efforts that have been executed for guidance, navigation,
and control. Verification for guidance, navigation, and control were carried out separately, using e.g. unit
testing and system testing. The validation is done for the entire GN&C subsystem at once by running the
guidance, navigation, and control software simultaneously in the simulation.

12.1.1. VERIFICATION

As mentioned before, this subsection highlights the separate processes that were undertaken for the verifica-
tion of navigation, guidance and control.

12.1.1.1. NAVIGATION

Section 10.3 discussed the framework of autonomous navigation. Here, certain characteristics of the frame-
work shall be verified.

Firstly, the verification of feature detection algorithm is discussed. Most of this algorithm is composed of
functions from the open source library OpenCV. This is a popular library among academics and professionals,
and its functions have been used and tested thoroughly. Therefore the functions themselves shall not be
verified or validated, instead their implementation will be discussed.

The feature detection code was tested with a variety of input images, both of wing-box structures and other
objects such as to test the robustness of the algorithm. Since certain parameters in the algorithm need to be
tuned for specific scenarios, the outputs varied in accuracy. Three test examples can be seen in figure 12.1.
It can be observed that most lines are accurately detected, nevertheless, the right most most image shows
a lot of noise, this can be improved by changing the parameters for the lined detection and edge detection
functions within the algorithm.

Figure 12.1: Line detection verification tests

While verification of the feature detecting algorithms was done using still images, the algorithms are vali-
dated using actual video footage from the fuel tank of a Dakota aircraft wing. This fuel tank contains features
that are extremely similar to those found in the C-130 fuel tank, namely the rib truss structures found con-
tinuously along the wing. The videos were performed using a CMOS camera with led lighting. Furthermore
shaking, sudden movements and blurry views were simulated in order to check the performance of the al-
gorithm in a realistic scenario. Different lighting conditions were also analyzed in order to determine the

89



90

influence on the accuracy of the algorithms. Figure 12.2, figure 12.3 and figure 12.4 exemplify the perfor-
mance of line detection methods under three different lighting conditions. It can be seen that direct and
strong lighting is beneficial, but that even under poor lighting conditions, lines can still be detected.

Figure 12.2: Direct lighting Figure 12.3: Low lighting Figure 12.4: No lighting

Overall the performance shown in the video testing was positive. Detection did fail when the camera move-
ments were sudden and fast, nevertheless the IMU is used to mitigate the effect of these movements on the
navigation algorithms.

Figure 12.5: Lucas-Kanade optical flow feature
tracking method

A second test was performed in order to verify the possibility
of feature matching and tracking on the fuel tank structure.
The algorithm used was the Lucas-Kanade Optical flow meth-
ods from OpenCV [33]. This method is based on the detec-
tion of corners as opposed to lines or edges, thus it is different
form the proposed solution. Once again it ran real time with
video recordings at 30 fps on a laptop equipped with a Intel
Core M-5Y51 CPU (2 cores) at 1.10 GHz. Nevertheless it verifies
the possibility of tracking features in the target environment.
Figure 12.5 shows an image of the tracking of features in the
fuel tank for a few seconds. The overall direction the tracking
method showed was similar to the actual camera motion (right
transverse motion) with the exception of outliers showing ver-
tical displacement instead. A final observation that can be made from the tracking tests, is that corner fea-
tures would not have been a suitable choice for the target environment. The tests showed that after a small
time period, the estimated direction diverges a lot from the actual motion and becomes very chaotic. This is
a reasonable outcome since corners are very ambiguous in the environment, with a high density of corners
close to each other, that can be easily mismatched. Furthermore, due to depth differences, some corners are
detected between overlapping features, the detection’s are then constrained by the overlapping depth fea-
tures and move erroneously. Overall, edge detection’s (which are used for the detection of lines) should be a
more appropriate choice.

12.1.1.2. GUIDANCE

The verification procedures for the guidance solutions proposed in section 10.4 aim at checking the correct-
ness of the codes and establishing the MATLAB programs are computing the intended outputs.

The first performed activity consisted of fixing the codes and debugging the programs. Syntax errors were
checked running the MATLAB code files in the Editor. Early warnings and errors messages about the code
were thus spotted, and the files were modified based on these messages. Syntax errors were also easily iden-
tified via the compiler.

Having detected and fixed the easy bugs in the code, a more thorough analysis was then performed. The
files presented in figure 10.13 were graphically debugged using the MATLAB Debugger functionality [155]. In
particular, unspotted issues were arising when running the compute_path file. Via the mentioned MATLAB
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feature, breakpoints were set to pause the file execution and examine the chosen portion of the code where
the problems were expected to originate from. After setting the breakpoints and running the file from the
Command Window, MATLAB paused at the first breakpoint in the program, highlighting whether the error
occurred or not. With this approach, most issues were resolved.

The next performed procedure aimed at testing the functions by creating script-based unit tests. Each unit
test analysed the different outputs of the MATLAB functions, ensuring their correct functionality according to
the intended purposes. Following MATLAB guidelines to generate efficient script-based unit tests [156], the
asser t function tested the different chosen conditions, throwing an error in case the testing did not run to
completion. After fixing the bugs spotted via the mentioned method, the output of the unit testing procedure,
as applied to the compute_map function, was as shown in figure 12.6.

Figure 12.6: Output of script-based unit tests for chosen MATLAB function

The same outcome was obtained for all the functions being defined (see figure 10.13 for reference).

Having assessed no programming errors were present in any of the written programs, the subsequent verifi-
cation activities aimed at checking the codes were computing the right thing and with which level of accuracy.
Section 10.4.2 outlined how margins had been added in the occupancy map, so as to mitigate risk C5 (inac-
curate path planning and obstacle avoidance). Different margin values were used to check whether the map
discretization and A∗ algorithm would still perform as intended. With the virtual environment used through-
out section 10.4, the maximum margins that could be added to each obstacle, before the algorithm wouldn’t
converge to a solution, were 7 cm, hence higher than the voxel resolution of 4 cm. This result is strictly depen-
dent on the environment in which the algorithm is run, thus it shall not be taken as a final reference value.
The main conclusion that can be retained is that with the obtained margin being in the range of expected
values, the programs are not wrongly coded and produce reasonable results.

The next illustrative test being executed dealt with the consequences of false obstacles detection. The occu-
pancy map, storing information on each voxel in the form of a boolean value, was modified so as to mimic an
inaccurate obstacle recognition. The initial out-of-range results (as much as 20 %!) suggested a wrong imple-
mentation of the ARTIS size constraint, which was subsequently fixed. The effect of having more obstacles
being detected than actually present in the environment could then be studied. Randomly changing the
voxel occupancy values anywhere along the map resulted in differing results, since a false obstacle in front of
a small interstice would be enough to avoid converge of the A∗ algorithm when including margins and the
ARTIS size constraint, whereas an an extra obstacle in an area already discarded from the path would have
no consequence. Although heavily dependent on the environment, for the one used throughout section 10.4
it was computed that, on average, around 2 % of false obstacles could be added before the algorithm would
be incapable of planning the path. The effect on the planned path is shown in figure 12.7.
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Figure 12.7: Rough path-planning in an environment with 2% false obstacle detection

As can be observed, a rougher path is being planned, since the ARTIS is detecting and avoiding false obstacles
which are not actually present in the environment. The obtained value (i.e. 2 %) is not to be considered as a
reference estimate since it is an average extremely dependent on the environment in which ARTIS operates,
but the conclusion that can be drawn from the present discussion is that the algorithm does perform as
expected, with a correct inclusion of the ARTIS size affecting the choice of path. Furthermore, the elapsed
time substantially increased due to false obstacle detection (to around 8 s for 2 % false detections, whereas it
was lower than 1 s for a completely accurate detection), hence confirming the reasonableness of the obtained
results and the potential correctness of the MATLAB programs.

To further verify the MATLAB programs perform as expected, it was chosen to randomly shuffle the voxels
with a pre-specified percentage. An inaccurate navigation system would incur in both missed and false de-
tection, and it is thus illustrative to study the implications on the guidance solutions. Of all the nodes in
the grid environment, on average around 1 % of them could be moved and randomly rearranged before the
ARTIS would collide with an obstacle. This is visually shown in figure 12.8.

Figure 12.8: Missed obstacle detection and collision after shuffling 1 % of grid node values

ARTIS fails to detect the obstacle and collides into one of them. As expected, the A∗ algorithm is unaware
of its presence and plans that which it believes is an optimal collision-free trajectory. An average value of
1 % is deemed reasonable given the environment being used, further strengthening the conviction that the
developed MATLAB codes are free of errors and fulfill their intended purposes with satisfying performance.
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12.1.1.3. CONTROL AND STABILITY

As mentioned in section 10.5.2, the quadcopter model in the Matlab aerospace blockset provides a nonlinear
model of a Parrot minidrone. This is in turn modified and expanded to a linear model for ARTIS with the
purpose of tuning the six PID controllers. Verification for the control system therefore consists of two dis-
tinct verification processes, namely model verification and performance verification. The verification of the
nonlinear model has already been confirmed based on the Parrot minidrone, whereas the newly constructed
linear tuning model requires additional verification. This can be achieved by performing both unit tests and
system tests. The nonlinear model is then used to verify the performance of the linear model, and as such
the performance of the designed controller. This verification process for the control system is visualized in
figure 12.9 [4].

Figure 12.9: Control and stability verification process [4]

Verification of the linear model can be performed by first testing the constituent units of the model, which is
also known as unit testing [157]. The linear model in Simulink consists of many blocks code, which are each
verified independently. Fortunately, Simulink represents these pieces of code as actual blocks and arrows,
making it easier to verify. It was decided to conduct the following unit tests, where the other controllers are
turned off during the execution of a unit test.

1. The reference altitude is set to zero meters while adhering to the regular controller gains, as is shown
in figure 12.10, after which the response of the altitude controller is monitored. As the initial value
provided to the controller is zero meters (i.e. ARTIS is sitting on the ground), the altitude controller
response should output a zero altitude command, thereby maintaining an altitude of zero meters. It
can be seen from figure 12.11, which shows the altitude response to the altitude controller shown in
figure 12.10, that this is indeed the case, and the altitude controller unit is therefore considered verified.

Figure 12.10: Simulink PID layout for the altitude unit test

Figure 12.11: Altitude controller response for a reference altitude
of Zr e f = 0m and an initial value of Zi ni t = 0m

2. The yaw controller gains are all set to zero while a step input of 0.3rad is provided as yaw reference.
Logically, as the controller is effectively turned off by setting the gains to zero, there should not be any
yaw response in this scenario. The actual yaw response is displayed in figure 12.12, which confirms the
expected behavior and therefore verifies the yaw controller.
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Figure 12.12: Yaw response for the proposed yaw controller unit test
(
Kp = Ki = Kd = 0

)
3. The same step input is provided as reference to both the pitch and roll controllers. Since the drone is

symmetric with respect to the pitch and roll axes, the responses should approximately be the same as
well. Again, this behavior is confirmed by figure 12.13 and figure 12.14 as well as by table table 12.1,
which shows the rise time and overshoot of the roll and pitch responses to further visualize the simi-
larities. Evidently, the differences between the numerical values for the rise time and overshoot can be
considered negligible, and verification of the roll and pitch controllers has thus been confirmed.

Figure 12.13: Pitch response to a unit step input of 0.3 rad at t=2 s Figure 12.14: Roll response to a unit step input of 0.3 rad at t=2 s

Table 12.1: Rise time and overshoot for the roll and
pitch unit test responses

Pitch
response

Roll
response

Rise time [s] 0.311 0.309
Overshoot
[expressed
as % of final
value]

107.80 107.83

Now that the individual blocks of code work and output the
signals as desired, they are combined into a subsystem, which
ought to verify that the outer loop controllers, which control
position in the horizontal plain, work in coherence with the in-
ner loop controllers. Evidently, testing whether the outer loop
controllers function as desired while the attitude and altitude
controllers are active and controlling their respective states ef-
fectively tests the functionality of all the unit blocks and as such
of the entire control system. Providing a change in the refer-
ence position and monitoring the position response can there-
fore be used as a system test for the linear model.

In doing so, it was decided to provide consecutive step inputs
of 1 m in x- and y position, as a result of which the reference position is first updated to

(
x, y

) = (1,0) and
then to

(
x, y

) = (1,1), provided that the reference position at the start is
(
x, y

) = (0,0). Since a right-handed
coordinate frame is used this implies that the drone in the world frame first moves right and then moves
forward, all the while simultaneously maintaining attitude and altitude.
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The resulting position response is displayed in figure 12.15, where the step input in x-direction is provided at
t = 2s and the step in put in y-direction is provided at t = 5s. From figure 12.15, it is visible that the position
responses track to the updated reference position without overshoot, and the system test thus verifies the
outer loop controllers and thereby the control system in the linear model.

Figure 12.15: Responses of the outer-loop position controllers to step inputs at t = 2s and t = 5s

The performance of the linear model can be verified by analyzing the characteristics and differences of con-
troller responses in the linear model versus the nonlinear model when a step input is provided.

From figure 12.16 and figure 12.17, which show the yaw responses to a step input for the linear and nonlinear
models, differences in most prominently the overshoot and settling time can be noted. Nevertheless, the
trend of the response for yaw appears to be mostly similar. The fact that the trend of the response is similar
was also apparent for other controllers, but these responses are not shown here for brevity.

Figure 12.16: Yaw response in the linear model to a step
response of 0.3 rad

Figure 12.17: Yaw response in the nonlinear model to a step
response of 0.3 rad

Instead of the showing the responses, however, the differences in step response characteristics can be an-
alyzed to clarify the differences in the responses between linear and nonlinear model further. The step re-
sponse characteristics that were analyzed comprise the following:

• Delay time, i.e. the time it takes until 10% of the final value is reached.
• Rise time, i.e the time it takes to advance from 10% to 90% of the final value.
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• Settling time, i.e. the time it takes for the response to remain within 5% of the final value.
• Overshoot, i.e. how much the response overshoots the final value.

The step response characteristics for the six PID controllers in the linear model versus the nonlinear model
are presented in table 12.2 and table 12.3. It should be noted that pitch and roll display exactly the same re-
sponse characteristics as a result of symmetry, and as such the responses to a step input for x and y positions
is the same as well.

Table 12.2: Rise time and delay time characteristics for the linear model versus the nonlinear model

Rise time [s] Delay time [s]
Linear
model

Nonlinear
model

Error
(%)

Linear
model

Nonlinear
model

Error
(%)

Altitude 2.029 2.412 15.88 0.128 0.198 54.69
Yaw 0.486 0.307 -58.31 0.069 0.073 4.17
Pitch and roll 0.280 0.249 -12.45 0.057 0.059 3.51(
x, y

)
position 0.438 0.513 17.12 0.127 0.165 29.92

Table 12.3: Overshoot and settling time characteristics for the linear model versus the nonlinear model

Overshoot [% of final value] Settling time [s]
Linear
model

Nonlinear
model

Error
(%)

Linear
model

Nonlinear
model

Error
(%)

Altitude 100 100 0 3.523 3.968 11.21
Yaw 111.3 117.7 5.44 1.917 2.256 15.03
Pitch and roll 110.87 113.87 2.71 1.810 1.261 -43.53(
x, y

)
position 100 100 0 0.729 0.756 3.70

It can be noted from table 12.2 and table 12.3 that differences between the linear and nonlinear model are
apparent. As this model is tuned to match the overshoot as closely as possible, the most notable errors are
for the altitude response delay time, the pitch and roll response settling time, and yaw response rise time.
It should be assessed further whether the current gains still result in acceptable responses for the nonlinear
model. For the yaw rise time and pitch and roll settling time, however, the error of the nonlinear model
with respect to the linear model is negative, as a result of which the error of the nonlinear response decays
faster than the linear response. It can thus be concluded that the nonlinear response is actually beneficial
compared to the earlier found linear response.

As can be seen from the tables, there is tuned for as little as possible overshoot for position and altitude.
Notably, the result is that it goes at the cost of increased delay time. This is acceptable, as a fast response in x
and y is not paramount for the safety of the drone. A slow response in x and y does not increase risk of hitting
obstacles, and the induced battery drainage by the extra time needed is negligible. This extra time is above all
accounted for in section 11.2.2. Also, regarding the error between the linear and nonlinear, the greater delay
time in the nonlinear model is not problematic enough to require a nonlinear updated tuning scheme for the
PID gains.

From the above, the performance of the linear model for the gain tuning process is deemed sufficient with
respect to the nonlinear model, which therefore allows the predetermined controller and corresponding PID
gains to be used in the simulation and possible real-life operations.

12.1.2. VALIDATION

Since it is outside the scope of the DSE to build our final product the closest one can get to a full systems level
validation is to run a simulation. The simulation is described in section 10.6. In the following is a description
of the validation that was performed using the simulation.
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12.1.2.1. CONTROL

The control algorithm as exported from the Simulink model using the C Coder was run inside the simulation.
This allows validating its performance under the normal operating conditions of the drone.

By running the control algorithm in the simulation we were able to visually inspect the stability of the drone,
while running it on a non-linear model that was developed separately to the one used to check performance
in section 12.1.1.3.

Furthermore, the linearization of the drone model was checked for validity under normal operating condition
the drone would encounter inside the tank. In section 10.5.1 it was established that for pitch and roll angles
under 10° the model is sufficiently linear. During a test run of the drone in the simulation the maximum roll
and pitch angles were 3.66°, well within the range of linearity.

Another aspect that is validated is the algorithms ability to deal with measurement errors. The noise density

for the angular rates is given as 0.07 deg

s
p

Hz
. This gives a value of σ2 =

√∫ 255Hz
0

(
0.07 deg

s
p

Hz

)2
dx = 0.1396762 deg

s

for the standard deviation of the angular rates (using a value of 255Hz for the Bandwidth). By the same
approach a value ofσ= 0.2397419 m

s2 was determined. With these values added to the actual correct values for
angular rates and linear acceleration the drone is not noticeably disturbed (maximum disturbance measured
was 0.9mm). It has to be noted however, that the IMU noise is not gonna be the biggest source of disturbance.
Especially the aerodynamic disturbances such as non-steady flow and interactions with the walls are notable.

Besides running step inputs in Matlab, visually inspecting that the overshoot is small enough to not cause
any problems in the fuel tank is of great importance.

12.1.2.2. NAVIGATION

Running the MSCKF-VIO algorithm on the stereo images created by the simulation gives valuable inside into
the feasibility of performing stereo VIO in the environment of the fuel tank.

One concern of running VIO inside the fuel tank is whether or not enough features will be detected. As can
be seen in figure 12.18 the algorithm is finding numerous features in the stereo pair. As can be seen not all
of the detected corners are correct though. Some of the corners that are detected are just the intersection of
two lines at different depth. This is the main reason why the algorithm that is planned to be implemented on
ARTIS is using lines instead of corners.

Figure 12.18: Stereo features inside the simulation

Another aspect to validate is that the camera field of view chosen is big enough to successfully find and match
enough features. From figure 12.18 it can be seen by inspection that the FOV is big enough even with objects
that are within decimeters of the drone.

12.1.2.3. GUIDANCE

Time constraints have not allowed implementing the guidance solutions, explained in section 10.4, into the
3D simulation (see section 10.6) whose purpose was validating the GN&C subsystem. This section aims at
giving the reader an overview of future approaches to validate the guidance models.
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The first approach to validation will be implementing the guidance programs into the mentioned simulation,
assessing whether the models match the expected outcomes within decided accuracy requirements. Aiming
at checking the simulated data with real-life experiments, the next step would consist of implementing the
proposed algorithms onboard an existing drone. Possible deviations between the computational outcomes
of the simulation and the experimentally observed data will then be assessed, minimized and resolved.

The codes shall be tested in several environments, one resembling the C130 fuel tank and one differing,
assessing the robustness of the guidance solution. Changing the environment, domain and obstacles in a
real-world scenario would be a good validation procedure of the developed programs.

Furthermore, a final experimental test could be inputting a wrong path planning in the guidance codes, to
check whether the A∗ algorithm would recognize the infeasibility of the proposed path and still effectively
avoid the encountered obstacles.

12.1.2.4. GENERAL DESIGN

There are 3 aspects relating to the general design that were validated using the simulation. These aspects
are whether or not ARTIS fits through the holes inside the wing, whether the combined field of view of the
cameras is big enough, and whether ARTIS can inspect all parts of the fuel tank.

Firstly, the drone does fit through all holes in the simulated fuel tank with enough margin to safely pass them.
Secondly, the combined field of view of the cameras enables inspection of floor, ceiling, and walls. Thirdly,
all relevant parts of the fuel tank are accessible by the drone for inspection.

12.2. STRUCTURES & MATERIALS

In this section the frame and propeller design verification processes undertaken are presented. Furthermore,
the necessary tests required to validate the designs are outlined.

12.2.1. FRAME DESIGN VERIFICATION

The airframe design verification process is broken down into code verification and numerical model results
verification.

12.2.1.1. MATLAB TOOL CODE VERIFICATION

The code verification has been performed by checking that the results for all cases satisfy equilibrium of
forces and of moments. Furthermore, for symmetric loading cases, the results were checked to satisfy sym-
metry.

12.2.1.2. MATLAB TOOL RESULTS VERIFICATION

Figure 12.19: Fine meshing with tetrahedron elements with side
of 0.5 mm

The structure designed with the matrix methods
implemented in MATLAB are verified using Ansys
static structural analysis. Design verification is es-
pecially necessary in this case as the frame analysis
method is not capable of calculating stress concen-
trations. Furthermore, the frame approximation as-
sumes that the beam elements are slender, which is
not an accurate description especially for members
BC and BD from figure 8.11. The join area between
members B-C and C-CP, and members B-G and G-
GP has a significant influence on the stress distribu-
tion which can not be modelled as a frame. Finite
element analysis is necessary to verify that no pre-
mature failure will occur locally due to a stress con-
centration. A very fine mesh of tetrahedral elements
with a side lengths of 0.5 mm was used in order to be
able to observe the occurring stress concentrations,
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as in figure 12.19. For coarser meshes the value of
stress at concentration points would be averaged over a larger area, thus lowering the calculated concentra-
tion value. The bodies were combined with boolean operations in SpaceClaim before analysis in order to
eliminate the numerical errors associated with inter-body contact. This unification is realistic as the entire
structure will be manufactured by 3D printing in one single process. No bonds will be present, so no contact
definitions are required.

In order to simplify the discussion, the "node" nomenclature from figure 8.11 is maintained, with the men-
tion that the real structure does not have nodes. The following critical load cases have been considered, with
the forces determined in section 8.3:

1. 300 N force normal to surface at node E. This load is critical for the upper arch structure, i.e. the struc-
ture approximated by nodes C, D, E, F, G.

2. 300 N force normal to surface at node EP. This load is critical for the upper arch structure, i.e. the
structure approximated by nodes CP, DP, EP, FP, GP.

3. 300 N force normal to surface applied next to node CP, on top arch. This load is critical for members
C-CP, B-G an A-B because of the extra torsion induced by the large asymmetrical loading.

4. 150 N force vertically applied next to node CP, on top arch. This is the area in which the maximum
vertical load would create the highest stresses in member A-B because of the large bending moment
couple with torsion.

Final design results are presented in figure 12.20 and in table 12.4. An iterative approach was required to
reach those results, as the sharp edges at structural joints had to be rounded with a minimum of mass added.
The maximum stress occurring in all load cases is below the failure stress, except for case in figure 12.20c
where a stress concentration occurs at the root end of the main strut. That concentration can be ignored
however, as the joining with the other struts will reinforce that area.

Comparing the results obtained from the MATLAB tool and the finite element simulation in Ansys, the MAT-
LAB tool provides an accurate estimation of the results for load cases 1 and 2, which are symmetrical load
cases. However, it becomes unreliable for asymmetrical loading, because of the assumption of slender beams.
The beam joints are assumed by the frame approximation to be nodes with negligible area, which is not rep-
resentative for the design. In loading cases 3 and 4, which are asymmetrical, stress due to torsion is therefore
significantly overestimated in the arch elements (C-D, D-E, E-F, F-G, CP-DP, DP-EP, EP-FP, FP-DP). Only the
results for members A-B, B-C, B-G, C-CP, E-EP and G-GP were considered in the asymmetrical loading cases.
The maximum stress in an arch structure occurs when the load is placed on the crown, corresponding to the
symmetric loading cases. The results used for the symmetrical loading cases were used entirely. This way,
the tool was used to estimate the maximum stresses occurring in each section of the approximation during
the identified critical loading cases, which allowed for the elements to be sized appropriately. The design is
successfully verified with Ansys.
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Table 12.4: MATLAB tool numerical results, maximum von mises stress in each member

Loading case 1 σv Loading case 2 σv Loading case 3 σv Loading case 4 σv

A-B 7.19058e+06 4.85806e+07 1.19246e+08 8.11129e+07
B-C 5.01427e+07 1.52245e+08 1.32014e+08 5.57885e+07
B-G 5.01427e+07 1.52245e+08 1.22464e+08 2.52390e+07
C-D 1.62022e+08 2.76441e+07 3.35576e+08 1.63391e+08
D-E 1.74880e+08 3.51412e+07 3.25409e+08 1.64255e+08
E-F 1.74880e+08 3.51412e+07 3.01712e+08 7.10101e+07
F-G 1.62022e+08 2.76441e+07 2.89167e+08 6.75050e+07
CP-DP 8.79359e+07 1.34792e+08 4.51811e+08 3.92709e+07
DP-EP 8.98918e+07 1.62530e+08 4.47295e+08 4.10252e+07
EP-FP 8.98918e+07 1.62530e+08 2.28357e+08 4.10149e+07
FP-GP 8.79359e+07 1.34792e+08 2.19213e+08 3.90350e+07
C-CP 2.62735e+07 2.03741e+08 1.88642e+08 1.82281e+07
E-EP 2.25460e+07 2.83613e+07 7.54554e+07 2.33189e+07
G-GP 2.62735e+07 2.03741e+08 1.14897e+08 2.41313e+07

(a) Analysis results, 300 N normal to surface force
applied at node E

(b) Analysis results, 300 N normal to surface force
applied at node EP

(c) Analysis results, 300 N normal to surface force
applied next to node CP, on top arch

(d) Analysis results, 150 N vertical force applied next
to node CP, op top arch

Figure 12.20: Ansys analysis results

12.2.2. PROPELLER DESIGN VERIFICATION

Hand calculations performed on the propeller blades can be verified by performing finite element analysis in
Ansys for the same loading cases. Figure 12.21 displays the results. The maximum stress predicted with the
simple hand calculation is 78.1 MPa, and the maximum occuring stress in the FEM simulation is 73.5 MPa.
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Both values are well under the tensile strength of the material, of 310 MPa. Therefore, the propeller design is
verified.

Figure 12.21: Von Mises stress occuring in propeller

12.2.3. FRAME DESIGN VALIDATION

The structural design can be validated by performing two kinds of tests: compression tests on 3D printed
drone arm specimens, and drop tests of the entire assembled structure with foam. For the compression tests,
one of the drone arms can be manufactured, clamped at the electronic compartment end and compressed
at the duct end with a press with the design loads. For the drop test, the entire structure can be manufac-
tured, leaving out the electronics from the assembly to reduce the cost of the test, and dropped repeatedly
from the equivalent maximum estimated potential energy. It is necessary that the printing technology is se-
lective laser sintering in order to get relevant test results. As no such printer is available to the team at the
moment, the test would have to be performed post-DSE. Validating tests are required to eliminate uncertain-
ties related to material properties associated with the manufacturing procedure. In case the results are not
satisfactory, further design iterations are necessary for the structure subsystem, possibly even reconsidering
the manufacturing procedure.

12.2.4. PROPELLER DESIGN VALIDATION

The propeller design can also be validated with a laboratory test in which it is rotated to the specified maxi-
mum angular velocity. As injection molding is a highly predictable manufacturing procedure, and the occur-
ring stress is not high relative to the strength of the material, it is likely that the result of a practical test will
be positive.

12.3. AERODYNAMICS & PROPULSION

Verification of the propeller performance predicted by JBLADE is done using a CFD simulation in ANSYS
Fluent. The domain is constructed by enclosing a CAD model of the propeller, which was made in CATIA, by
a fluid disk with a radius of 65 mm and a height of 20 mm, which in turn is enclosed in a larger cylindrical
fluid with a radius of 0.4 m and a height of 0.8 m.

The domain is meshed in ANSYS Mesher. The default element size is 20 mm with a growth rate of 1.2, mesh
defeature size of 0.1 mm and a minimal curvature size of 0.2 mm. Furthermore, the faces near leading, trailing
and tip edges of the propeller are refined using an element size of 6×10−2 mm. This results in a mesh of ap-
prox. 2400000 tetrahedral elements with a minimal and average orthogonality of 0.23 and 0.77 respectively.

In ANSYS Fluent, a steady state, realizable k-ε turbulence model is used with scalable wall functions [57]. A
Multiple Moving Reference Frame (MMRF) is used to rotate the inner disk (with propeller geometry) at a rate
of 11000 RPM 1. The circular faces of the outer cylinder are set as pressure outlets, while the side surface and
propeller are set as no-slip wall boundaries. The SIMPLE algorithm [58] is used with second-order spatial
discretizations.

1Due to the limited timeslot, only the approximate RPM needed to hover is analyzed
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Figure 12.22: Propeller top surface pressure contour Figure 12.23: Propeller bottom surface pressure contour

The pressure contours on the top and bottom surfaces of the propeller can be seen in figure 12.22 and fig-
ure 12.23. As expected, the gauge pressure is positive on the top surface and negative on the bottom sur-
face, and the pressure difference is greater near the blade tips. A total force (pressure and viscous forces)
of 0.8158 N is found in axial direction, while the total torque around the rotation axis is 6.605 mNm, which
equates to a power of 7.6 W. Normalizing these values according to equation (8.2) and equation (8.3) results
in a CT0 of 0.1981 and a CP0 of 0.1008. The FOM is evaluated at 0.6982 using equation (8.4), which is 1.8 %
lower than the predicted value of 0.711 from JBLADE. Both the CT0 and CP0 values obtained from JBLADE
differ significantly, but the FOM is very close. A real life test should be performed to validate these results,
similar to the ones performed in [51], but again this is not within the scope of this project.

12.4. PAYLOAD AND ELECTRONICS

In this section the payload and electronics subsystem design is validated. Verification was deemed not suit-
able for payload and electronics, as no software of analytic models have been used in developing the payload
and electronics subsystem. Instead, several tests that either are performed or are to be performed in the
future are described as validation. The results are stated and linked to both the requirements and the risks.

12.4.1. VALIDATION

This subsection presents the validation tests that were either executed or that are proposed for future design
phases. These tests cover the validation of the fuel tank illumination and the validation of the green mask
detection algorithm.

12.4.1.1. ILLUMINATION VALIDATION

The required illumination of 100 lm/ft2 is validated by illuminating the inside of a wing with a LED light. The
LED source that was used is a simple smartphone flashlight. Via measurements it was found that this flash-
light outputs approximately 60 lm. The test video was shot at a distance of approximately 1 m illuminating an
area of 1 m×1 m, which is similar to the maximum distance of the drone cameras to the tank structure. An
example of the green masks to be detected by the tank is shown in figure 12.24. An image of the illuminated
tank structure is shown in figure 12.25.
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Figure 12.24: Green masks of dye during inspection [6] Figure 12.25: Test image of similar wing [6]

As can be seen in the test results, the tank is illuminated well enough to spot all individual elements in the fuel
tank. Therefore, this test adds confidence to the fact that green spots in the tank can be seen by the cameras
with this amount of illumination. This test is not very accurate due to the inaccuracy in the brightness of the
phone light. For this reason, a safety factor of 2 was applied to find the required illumination. Based on this,
the required value of 120 lm/ft2 was determined and proper LED sources were selected accordingly.

12.4.1.2. DETECTION ALGORITHM VALIDATION

Validation of the Simulink color detection algorithm was performed by running it via a smartphone camera
on a paper sheet with green areas on it. The result is visualized in figure 12.26. The algorithm was run on a
printed sheet with green marks with RGB code 0, 120 and 0. The module was set to detect this color with a
margin in HSV of 0.3, 0.22 and 0.32, respectively and return a red pixel for each detected green pixel. As can
be seen, the module detects the preset green color as intended. At some points a few pixels are not detected
as for example in the lower left corner of the big square, but when moving the camera over the image, all
green pixels are highlighted at some instance.

Figure 12.26: Simulink color detection algorithm run on
green paper

This test was performed at a height of approximately
30 cm. This distance is similar to the distance of the
drone camera inside the fuel tank. As this test shows that
all four objects in figure 12.26 have been clearly identi-
fied, it is validated that the drone could use this algo-
rithm to detect green dye at similar distance. As the exact
fuel tank conditions differ from the test conditions, the
thresholds for detection should be adjusted for optimal
results. Therefore, when testing the algorithm further in
a real tank, the margins for HSV should be iterated over
to find the optimal value where only the green dye is de-
tected. For actual inspection, it would be better to set
the thresholds to slightly higher values than optimal, as
it is better to accidentally inspect a spot that is not actually an anomaly than to miss an actual crack in the
tank. In this way, risk C6 is mitigated, as the certainty of detecting an anomaly is increased.

12.5. GROUNDING

This section will elaborate on how the grounding solutions explained in section 9.4 can be verified and val-
idated. As this section primarily describes physical tests, it mainly focuses on validation. For grounding, no
numerical or analytic models are used, so no verification is performed in this area. A flowchart visualizing all
the tests related to grounding can be found in figure 12.27. This figure shows the main steps to be taken to
validate the selected grounding solution. First, general static charge tests will be performed, in addition to
tests for the redacted solution. If it turns out that only this is not sufficient to prevent sparks, the addition of
an anti static agent will be tested. Finally, if it turns out that this also does not gives the desired results, other
options are looked into. The following sections will elaborate on all individual tests that either are performed
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or should be performed in the future to ensure safe operation of ARTIS.
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Figure 12.27: Verification and validation of the grounding

12.5.1. ELECTROSTATIC CHARGE TEST

Creating sparks within the environment in which ARTIS is operating must in all cases be avoided (AMD-
NF-CNST-Sfty-02 (S,D1)). In order to get a first order approximation on the static charge build-up due to
hovering of a drone the following test was performed.

For the test the following equipment was used; an electrostatic field meter, Zero volt ionizer, non-conductive
landing pad, tape measure and a DJI Phantom 4 drone. The environment in which the test was performed
had a low level of humidity and a temperature of 20 ◦C. This means that the actual static discharge test
functions as a worst case scenario test. The relation between humidity and static discharge is explained in
more depth in section 9.4.1. A positive result would thus mean even better things for the real scenario in
which ARTIS will operate.

The test was performed as follows: the hand held device was connected to the grounding pins of a wall socket
and pointed at the wall socket to see if a field of 0 kV/m was present. This is done to verify if the device and so
the wall socket is grounded properly. Then the field at the heart of one of the drones propellers was measured
at a fixed distance of 0.1 m to see if there was any electrostatic charge present. If a field existed the zero volt
ionizer was pointed towards that propeller and charge was removed until it reached a value close to 0 kV/m
for the electric field. Next up the drone was put into hover mode at an approximate height of 1 m so some
ground interference was introduced to simulate the slightly unstable hover. After 10 minutes the drone is
landed on the non-conductive landing pad. This 10 minutes of flight time is related to AMD-F-P&P-Endu
(S,Y). Finally the electric field was measured, again at a distance of 0.1 m to have consistent results.

Performing the test resulted in a zero measurement of −0.065 kV/m and a final value of 0.210 kV/m. During
the measurements the human body heavily interacted with the electric field, changing the measurement by
half a magnitude. Using this observation a quantitative conclusion is made. The static electric field generated
by hovering with a DJI Phantom 4 (Larger size than ARTIS) for 10 minutes is around the order of magnitude
of the electric field around a human body. This result is not conclusive enough to actually state that no sparks
will be created.

Further recommendations and improvements for this test are as follows. In the first place the environment
must be as simplistic as possible and surrounding objects must be grounded, including all persons within
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the room. Secondly a rigid tripod shall be used for the measurement device, as well as landing spot markings
for the legs to always ensure the same measurement position and distance. Thirdly a thermometer, humidity
indicator and climate control should be used to better regulate the flight environment. Lastly one might in-
troduce flying in a more compact environment to see if the wall induction might introduce more electrostatic
charge.

12.5.1.1. CHARGE DISTRIBUTION

The assumption made previously in section 9.4.3, regarding the lack of electrostatic charge buildup outside of
the ducts and propellers will have to be validated before operation of the drone in the hazardous environment
can begin. Even though this is assumption is supported by the fact that ARTIS does not fly very fast and should
avoid any collisions, which would mean the triboelectric effect could be negligible. This verification can be
done by testing the distribution of static charge in a drone that has been hovering for a certain amount of
time and comparing with a drone that has been flying around slowly for the same amount of time.

If the drone, outside of the ducts and propellers, does not hold any significant static charge this assumption
can be considered confirmed. However, in the case that there is a significant charge found on the drone, any
solutions based upon this assumption will have to be considered not enough.

12.5.1.2. TESTING THE REDACTED SOLUTION

Several tests have also been proposed for the solution for which a patent is currently being considered. This
has thus been left out of the report since it revealed the nature of this solution too much.

12.5.1.3. TESTING THE ANTI STATIC AGENT

In case it is found that the selected solution is not sufficient, anti static agent is applied on the drone as shown
in figure 12.27. The purpose of this agent is to make the drone more conductive so that any built up charge
can be more easily dissipated. Testing the drone with the agent applied will be done via three steps:

1. Test the effect of the anti static agent on the drone. The anti static agent is a spray that will be applied to
the drone before flight. Research should be done on how the agent interacts with the drone. The drone
is designed to be air and liquid tight, but spray vapours might still hinder for example the performance
of the motors. The influence of the spray can be investigated by spraying the drone with the agent
and then flying it. Afterwards, the drone should be disassembled to check if any parts got damaged or
affected in any way.

2. Test how the anti static agent influences the conductivity of the drone. One should apply the agent to
the drone and perform measurements on how the agent affected the conductivity of the drone. Using
an electrostatic charge meter, one should investigate if all parts on the drone carry the same amount of
charge, meaning that the charge is homogeneously distributed.

12.5.1.4. OTHER GROUNDING TESTS

If it is found that both the redacted solution and the anti static agent do not ground the drone as desired,
other options are considered. These options are visualized on the right side of figure 12.27 and described in
section 9.4.2. These solutions include venting the tank with inert gasses, venting the fuel residues out of the
tank, ionizing the air inside the tank and dissipating the charge via intentional collisions. All of these options
will be further investigated and the best of the aforementioned options will be implemented in the drone
accordingly.
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OPERATIONS AND LOGISTICS
This chapter will elaborate on the operations and logistics of ARTIS. Firstly section 13.1 contains a RAMS
analysis. Then section 13.2 will go into the operational environment, the actual operations for the customer
and finally the logistics.

13.1. RAMS ANALYSIS

This section is dedicated to the discussion of the reliability, availability, maintainability and safety charac-
teristics of the ARTIS project. Risks have already been discussed in chapter 6, considered throughout the
design and will be once again be discussed in chapter 16. This section will therefore focus on other RAMS
characteristics.

13.1.1. RELIABILITY

The reliability analysis relates to the ability of ARTIS to operate continuously and to a satisfactory level. Note
that this section is speculative, and an objective truth about the reliability of ARTIS can only be determined
once tests have been performed and ARTIS has been in use for a substantial time period.

Figure 13.1: Failure rate bathtub curve

It is assumed that the failure rate over the lifetime of AR-
TIS shall be distributed in a similar way to the bathtub
curve shown in figure 13.1. The failure rate will proba-
bly be high in the start phase of the usage and the end
phase when the product wears out. During the remain-
ing useful life period, the failure rate should be approx-
imately constant. Standard commercial drones (non-
autonomous quadcopters) have been estimated to fail
at a rate of 1 per 1000 hours [158]. Nevertheless, this
would be an optimistic estimate for ARTIS given its au-
tonomous nature and the rough environment it must
operate in. This failure rate should thus be updated in order to be an applicable estimate for ARTIS.

Table 13.1: Reliability of components

Component Reliability
CPU 0.99996 [159]
VPU 0.9
IMU 0.99996 [159]

Battery 0.9967
Motors 0.99996 [160]

Cameras 0.97 [161]

Firstly, hardware components are analyzed. Table 13.1 lists the reli-
ability of the main hardware components used in ARTIS. The relia-
bility of the VPU was estimated based on information found about
CPU reliability [159] rounded down to one decimal point given that
the VPU that will be used is new and not released to the public yet,
it is thus expected to have lower reliability since its still in an early-
life phase. The battery reliability was estimated based on its life time
(see figure 9.8). All remaining values were based on literature sources
[158–161]. From this data it can be seen that most hardware compo-
nents have a high reliability and should not cause the the failure rate
to increase from 1/1000h.

In order to investigate other possible causes for failure apart from hardware reliability, a high level fault tree
was composed as seen in figure 13.2. The tree includes major events that can cause the system to fail and
thus highlights the driving components for ARTIS’ reliability.
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Figure 13.2: High level fault tree for unsuccessful inspection

The structural failure events are dependent on the structural frame of ARTIS. Without testing, it is not suitable
to make predictions on the failure rate for structural systems. For electronic subsystem failure, an upper limit
for failure is taken from literature corresponding to a failure rate of 3/1000h. The upper limit was taken given
the infant stage of the design. This failure rate is based on big data information on electronic systems from
the US Navy, British Telecom and Bell Telephone [162]. Given this information, the failure rate is brought up
from 1/1000h to 3/1000h. The propulsion systems failure, if considered independently from hardware failure,
can only result from structural damage to joints or to the propellers themselves. Similar to the structural
subsystem failure, this is challenging to predict at this stage of the design. The final failure events are those
relating to the GN&C subsystem. It is suspected that these events are those which will result in a higher failure
rate. Autonomous flight in a confined environment with low error margins is uncommon and innovative,
thus the technology is not fully developed and the system proposed at this stage may need to be updated and
corrected during the growth phase of ARTIS’ lifetime. A preliminary estimate based on a study of monocular
SLAM autonomous flight results in a time to failure of 90 minutes (equivalent to approximately 667 failures
per 1000h). In this study the algorithms used were ORB-SLAM and ORBSLAMM [163]. The final failure rate
during ARTIS’ useful life period is thus estimated to be 1 failure per 90 minutes. The failure rates can also be
seen in figure 13.2.

13.1.2. MAINTAINABILITY

Maintenance operations are key for the continuous, safe and optimal performance of the ARTIS. Therefore
it is crucial to outline maintenance procedures for the ARTIS’ lifecycle. To this end several maintenance
polices must be determined, including the description of regular and periodic checks as well as corrective
and preventive measures.

For each deployment of ARTIS, damage checks should be performed before and after operations. The damage
checks include visually inspecting the structure, motors, propellers, battery and SD cards (an outline for
visual inspection can be seen in table 13.2). In case the inspector suspects there is an anomaly, the drone
can not be deployed into operation and should undergo an unscheduled thorough inspection as outlined
in table 13.3. If the visual inspection is passed before operation, a short flight test should be performed to
determine if ARTIS is behaving nominally. This test only needs to be performed before deployment into the
fuel tank. Once again if suspicious features are observed, ARTIS should undergo a more thorough inspection
and can not be used in operations. If both pre-operation tests are passed ARTIS can perform the mission.
After the mission is complete, only the visual inspection needs to be performed.

When a thorough inspection is performed, any defect parts should be replaced. The downtime due to re-
placement depends on the availability of spare parts and the time it takes to order required parts. The thor-
ough inspection outlined in table 13.3 should also be performed periodically independently of the outcome
of visual inspections. It is suggested that a thorough inspection is performed in between 10 and 20 inspec-
tions. This period is a preliminary suggestion and should be updated as a result the ARTIS testing period. A
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Table 13.2: Visual inspection outline

Visual inspection action What to look for
Structure Cracks, especially in the joints, foam condition and any other surface

damage.
Motors Condition of shaft and copper coils
Propellers Structural damage e.g. chipped edges
Battery Bloated battery, damaged battery connectors
SD cards Worn out contacts, structural damage and storage space
Aluminum cover large ripped portions and scratches
Communication check data relay from drone to outboard monitoring unit
Total estimated time <10min

Table 13.3: Thorough inspection outline

Thorough inspection action Estimated time
Check electronics compartment cables and hardware 40min

Check motors individual for full RPM range 20min
Measure battery charge 5min

Inspect structure for cracks and fatigue. 10min
Check aluminum cover for damage 5min
Check air and liquid tight property 40min

Perform flight test 10min
Check communications system 5min

Total inspection time 2h 15min

second periodic action to consider is the replacement of the battery due to degradation. The battery should
be replaced after 300 to 500 inspections as per the degradation cycle discussed in section 9.3.1.1.

It should be noted that these maintenance activities aid in mitigating various risks discussed in chapter 6 by
preventing unfit use of ARTIS. The likelihood of risks A2, A5, A6, C1, C3, E1, P2, S1 and S3 is reduced by the
implementation of the discussed preventive maintenance inspections.

13.1.3. AVAILABILITY

Availability deals with the ability of ARTIS to be readily available for use when required. In order to min-
imize downtime and satisfy customers, ARTIS should be consistently readily available to use. To this end,
availability characteristics and policies must be determined.

Table 13.4: Spare part list

Part Quantity
Propellers 8
Batteries 3
SD cards 8
Cameras 4

LED lights 8

Following on from maintenance inspection on ARTIS, there may arise the need
to replace certain components. If all new parts would need to be ordered when
required, the downtime for repair would be high. Therefore a set of spare parts
should always be available with ARTIS. The list of spare parts that should always
be available along with ARTIS can be seen in table 13.4.
Once the spare parts reach a quantity threshold of 2, the parts should be ordered
in order to maintain the listed quantities of spare parts. This policy would im-
prove the availability of the drone as it would make most of the common parts
readily available for repair. If a part that is not included in the spare part list is
required it would have to be ordered. In this case the repair downtime would
increase due to the delivery time. The time would vary depending on the part supplier.

In order to maximize availability, it is suggested that at least two drones are present at the MRO facility where
the fuel tank inspections are performed. It is also suggested that certain personnel are trained to work with
ARTIS, in order to perform thorough inspections and repairs.
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13.1.4. SAFETY

Safety functions and policies are critical considerations for the ARTIS project. As risks have already been dealt
with, and will be further discussed in chapter 16, this section is limited to the outlining of safety policies in
order to both address possible risk consequences and improve the overall operational safety.

The following list outline suggested safety procedures and considerations that should be followed when op-
erating ARTIS:

• While ARTIS is performing the fuel tank inspection, all personnel should not be in contact with the
wing structure.

• All fuel inside the fuel tanks should be drained before the deployment of ARTIS (small puddles that are
not removed with normal draining activities are acceptable).

• There should only be one drone operating inside a fuel tank compartment at any point in time.
• The aircraft should be grounded at all times during the inspection.
• No exposed electronics should be present on ARTIS when it is deployed.
• All onside personnel working on the aircraft should be aware of the use of ARTIS.
• There should always be two people operating ARTIS.
• ARTIS should be handled with care and always be transported safely.
• ARTIS should never be deployed under circumstances that are suspected to be unsafe.
• ARTIS should not be deployed when atmospheric conditions are not within acceptable limits (e.g. ex-

tremely high temperature, high pressure etc.)

13.2. OPERATIONS AND LOGISTICS ANALYSIS

ARTIS is designed for inspecting the fuel tank of the C-130. First the inspection environment will be explained
to show where ARTIS will operate. Then a breakdown of the operations is done. Within this breakdown
a diagram will show the tasks done by either ARTIS or the operational personal from unpacking of ARTIS
until packing ARTIS again for storage. After the operations, the logistics behind ARTIS from ordering up to
discarding will be examined.

13.2.1. OPERATIONAL ENVIRONMENT

As ARTIS is mainly designed to be operative inside the fuel tank of a C-130 aircraft, a more detailed descrip-
tion of the working environment is provided. According to the maintenance document of the C-130 and
personal contact with Lockheed Martin cooperation the fuel tank consists of multiple bays [14, 164]. Each
wing half has three separate fuel bays all having elliptical entrances that are located on top of the wing. In-
side these fuel bays fueling pipelines cross both horizontally and vertically, obstructing the open flight space.
Besides the fueling system itself, other obstacles and geometrical features are present within the tank. Along
the top and bottom panel stringers are present in spanwise direction. These stringers have a height of ap-
proximately 60 mm, which constrains the allowable flight altitudes. Moreover, ribs consisting of triangular
truss structures are present in spanwise direction with a constant placement pitch. A simple view of the fuel
tank bottom with ribs (flat plate ribs, ribs with holes and truss structured ribs) is presented in figure 13.3. All
these features plus the before mentioned fueling system pipes within the fuel tank create a complicated flight
environment. As ARTIS flies autonomously, the GN&C was designed according to this intricate environment,
as explained in chapter 10. Besides the geometrical features that are always be present, the environment also
changes dynamically. As ARTIS will enter the fuel tank after every four flights fuel residues might be present,
even after draining the tank. Moreover, during flight, cables and or pipes might come loose, changing the
environment. These dynamic changes are taken into account within the mitigation of risk C5 as described in
section 10.3. Even though ARTIS is designed for the C-130 fuel tank environment, other airplanes have sim-
ilar fuel tank configurations, e.g. Lockheed Martin’s C-5 aircraft Martin [165]. This will improve the market
position as explained in chapter 4.

13.2.2. OPERATIONS BREAKDOWN

Now that the environment is described, the operations for performing such inspection will be elaborated on.
The overall operations are shown in a flowchart diagram figure 13.4. This diagram consists of four main op-
eration activities. First (1.0) is the preparation and initialization of ARTIS. Within this process the customer
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Figure 13.3: Open view of the fuel tank wing section

shall check ARTIS for defects and make sure that the battery and SD cards are ready for use. If defects are
detected a maintenance overhaul is required. The procedure for this is explained in section 13.1.2. Then, be-
fore deploying ARTIS into the fuel tank, the SD cards inserted in ARTIS will be switched on via the capacitive
switch on the motherboard, and then the battery charge is checked. Following the initialization of ARTIS, a
hover test will be executed to observe the flying capabilities. During this test the user can check the status of
ARTIS on a monitor and see if no problem flags are sent and ARTIS can perform a stable hover.

Secondly (2.0) ARTIS will be deployed inside the tank. When inside, the user can send the start inspection
command to ARTIS, which will then start the inspection. During the entire inspection the user should moni-
tor ARTIS to see if no problems arise. For the inspection ARTIS will follow a path determined by the guidance
algorithm described in section 10.4 based on the key points set in section 11.2.2. If no problems arise it will
inspect the fuel tank and save the video and images. ARTIS will keep the operator up to date by sending flags
and its position to the outboard monitoring unit. For more detail about communication during the inspec-
tion an explanation with accompanying diagrams are found in section 9.1.2 and section 9.1.3 accompanied
by figure 9.2 and figure 9.3. As explained in section 13.2.1 the tank consists of multiple bays. When ARTIS
is done inspecting one bay, the operator will check if the battery has enough charge to inspect another bay.
This will decrease the likelihood of running out of battery when inside, i.e the likelihood of risk P3.

Thirdly (3.0) different problems might arise during the inspection. The severity of these unexpected situ-
ations are explained in section 13.1.1 with an accompanying fault tree figure 13.2. When a problem arises
ARTIS will notify the user by switching a flag via the transmitter to the outboard monitoring unit. As the envi-
ronment is dynamic, the avoidance of unexpected obstacles will lead to going off-track, creating a sub-path
for going back to the normal procedure. Another problem that might arise due to the dynamic environment
is getting stuck. There are three possible options for this, of which all comprise different approaches to de-
crease the severity of risk C1. First the environment might change after ARTIS passed by blocking the way
back or the navigation fails in identifying a hole within a rib. This will make ARTIS activate safe mode leading
to a controlled landing. Secondly, it might hit something and as a result may not be able to fly away. This will
make ARTIS switch off the engines so no further damage will be done. Thirdly, an object might block the path
so that no further inspection is possible. This will make ARTIS return to the exit. Then, during the inspection
a component might fail. Depending on the severity ARTIS will either go to the exit or activate safe mode.
Activating safe mode is done to mitigate risk A6. A problem might not only arise concerning ARTIS, but an
outside emergency may happen. The operator will then send a return command to ARTIS and retrieve ARTIS.
Lastly, as mentioned in section 11.2.2 the total inspection time is longer than one battery charge lasts. When
a battery charge of below 10% is reached the operator will be notified and ARTIS will return for charging.
Charging before deployment for inspection also helps mitigate risk P3.

To retrieve ARTIS the official method of entering a fuel tank needs to be performed as explained in [164].
One should start looking for ARTIS if no sign of life is noted for 15 minutes or a flag has been sent that ARTIS
landed within the tank. The 15 minutes is based on flight time battery life of 10 minutes and 40 seconds, this
makes sure that ARTIS has ran out of power and that the longer taking official procedure is not started when



111

there might still be possibility for ARTIS to return on its own.

Lastly (4.0) is for the operations when ARTIS is finished with the inspection it will locate the exit and land
as it would during an emergency. The operator then switches ARTIS off. As before the inspection started a
visual check is done after which the SD cards are removed. The battery will be charged and the SD cards
will be emptied onto the outboard monitoring unit. The operator then runs the green primer algorithm on
the video feed and images and afterwards checks the results. During the reviewing of the video and images
data the operator will check for false positives which do not lead to further action, moreover it will check for
positives which will lead to further action. This post data processing mitigates the risks A4 and C6. If data
is corrupted the operator will notice this during the data processing and resend ARTIS back in to capture
the corrupted parts. This mitigates risk C3. In the end ARTIS will be switched off and stored inside a case,
including the charger and SD cards.
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Figure 13.4: Operations diagram for inspection of a fuel tank by ARTIS

Now all the operations have been described an approximation on the total operation time is made. The
operations done will be based on figure 13.4. The estimation will be made under the assumption that no
other problems arise and charging is not required after every bay. Moreover the inspection is done with one
drone. If a problem arises it will add additional time to the final time stated. The actual inspection path
time explained in section 11.2.2, resulted in a time of 27 minutes and 19 sec. With 1 battery charge ARTIS
can fly for 10 minutes and 40 sec and so charging is required. This will both be done during the inspection
and after the full inspection to make sure the battery is charged before storing ARTIS. The retrieving and
placement of ARTIS, connecting the charger and performing the hover test is included within inspection
preparation. For running the green primer algorithm and reviewing the results a first order time estimate



112

was made. This estimate is based on the total inspection time which is in correlation with the amount of
video and image data. Then before deploying and storing ARTIS a visual inspection is performed for which
the time was determined in section 13.1.2. Lastly storing ARTIS and making sure all parts are included will
approximately take 5 minutes. Adding all these operational tasks summarized in table 13.5, comes down to a
total operational time for one inspection of 235 minutes and 55 sec.

Table 13.5: Total operational time for one inspection

Time [min:sec] Amount Total time [min:sec]
Visual inspection 10:00 2 20:00
Inspection preparation 5:00 6 30:00
Inspection (1 charge) 10:40 2.56 27:19
Battery charging (full charge) 60:00 2.56 93:36
Green primer Algorithm 30:00 1 30:00
Image and video review 30:00 1 30:00
Inspection ending 5:00 1 5:00
Total operation time 235:55

As the estimation above is based the operational use of only one drone it can be noticeably improved. One
improvement is reached when multiple drones are used sequentially, so there is no waiting time for in be-
tween charging. An even larger improvement is made when multiple drones are used simultaneously. When
multiple drones are used simultaneously a stronger outboard monitoring unit must be used to handle all the
communication links. This is preferred over using multiple outboard monitoring units to keep all data on one
screen which is easier to monitor for the operator. Both off these improvement will save time on charging but
more visual inspection are needed to check all the drones used. In the end it will be up to the user and the
available resources to optimize the personal operations.

13.2.3. LOGISTICS BREAKDOWN

Besides operations the logistics is another important aspect. A customer can order ARTIS. When a customer
orders a drone they shall receive ARTIS from the stock or when a larger order is placed ARTIS will be produced
on demand. The total Cost of ARTIS and additional parts will be determined in section 14.1. Before shipment
ARTIS will be tested and than marked as ready for use. As ARTIS is shipped fully assembled (SD cards not
inserted), the package also includes a charger, storage case, manual and spare parts. The amount and spe-
cific spare parts were described within section 13.1.3. For the overall operations the procedure is shown in
section 13.2.2, this will also be included inside the manual. When the customer needs additional spare parts
he can make a request and the spare parts will be delivered against certain costs. The main operations and
maintenance of ARTIS are described in section 13.2.2. At a certain moment ARTIS might be irreparable due
to a crash or it reaching end of life. For disposal extra attention should be noted for the battery as this is
the most harmful component for the environment. For the other components a specific protocol will be
made and included within the manual. All the recycling and disposal is done with the purpose of leaving the
smallest possible carbon footprint.
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FINANCIAL ANALYSIS
The total cost of producing, assembling and internationally distributing a maintenance drone for the Lock-
heed Martin C-130 must be established to assess potential savings compared to the current expenses. As
was outlined in chapter 4, with approximately 26000 C-130 fuel tank inspections being performed per year,
Lockheed Martin incurs a total cost of $42.9 (i.e. e38.30 ) millions per year for this specific inspection pur-
pose. Aiming to reduce their overhead expenses, the financial analysis presented in this section will outline
the revenues the team would make during the first year of its commercial activity, as well as the benefits to
its first contractor, Lockheed Martin.

Throughout the financial analysis, the first year of sales (anno. 2020) is the centre of attention. Years following
will be considered as later stages and will be discussed qualitatively. A conversion rate from USD to EU of 0.89
will be maintained throughout the section, based on an average of Google Finance’s conversion rates in the
month of June 2019.

14.1. COST BREAKDOWN STRUCTURE

To come up with an efficient estimate, a Cost Break-down Structure (CBS) is set up. This AND tree identifies
all elements involved in the production, assembly and international distribution of the ARTIS. The total costs
will be segmented into system costs (with a e2500.00 AMD-NF-CNST-Cost-01 requirement presented in [6]
and supporting costs, in [6] being set at e5000 per drone by AMD-NF-CNST-Cost-02). Initially focusing on
the latter expenses, figure 14.1 shows how the tree is further segmented into shipping & delivery costs, main-
tenance & support, research & development, the sales & marketing team and the management board. The
supporting costs have thus been structured under an all-inclusive framework. For the first-level categories,
the percentages shown below refer to the part on the total ARTIS cost, and will be elaborated on in the rest of
this section’s discussion. The value being shown for the supporting costs (i.e. e8806.7, above the mentioned
requirement of e5000.00 ) is to be intended for the overarching supporting structure lying at the base of the
first year of operations of a for-profit institution capable of producing, assembling and internationally dis-
tributing a maintenance drone for the Lockheed Martin C-130 fuel tank. Hence, it shall not be compared to
the mentioned requirement.

Figure 14.1: Cost breakdown of ARTIS supporting costs

The focus of the present discussion will be firstly on the CBS structure itself, followed by the approach to the
set-up.

113
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For delivery costs involved in the post-preliminary system design stages, it is expected that the first office,
production lab and assembly facility lie within Delft and its vicinity. It is worth mentioning as the drone
distribution is then performed mainly overseas (i.e. to the main customer Lockheed Martin), however later
possibly to more local companies (see KLM and Airbus). On the long-term, the company aims to move pro-
duction to the United States to further strengthen the contacts with the customer Lockheed Martin and the
US commercial aviation sector, due to its growth mentioned in chapter 4. For this, a first cash inflow is how-
ever required, thus this is expected to happen only after the first year of operation.

Throughout the ARTIS life-cycle, maintenance and repair activities shall be performed to ensure a smooth
running of its functional operations. For logistic purposes, the repair centres should be located closely to the
13 Lockheed Martin MROCs around the world, with a more in-depth overview of those being explained in
[17].

A key component of the ARTIS costs will be reserved for all purposes related to research and development,
where most of the current team efforts and budget is spent. The importance of cutting-edge solutions call for
a further division in 4 separate sub-teams, those being the engineering design team, the research & innova-
tion team, mainly hunting for novel concepts to propose to the former team, a group of professionals dealing
with client relations and feedback, and finally a testing team, mainly focusing on autonomous flight testing,
material and structural strength testing, and electronic charge testing.

Within sales and marketing, 3 sub-teams will be formed. One for marketing and promotional events, one
for focusing on strategies for growth and one for direct sales. Regarding promotion and marketing, two sub
units will be formed, dealing with direct marketing efforts, whether in the use of social media, ads and email
marketing, to name a few, and on possible ARTIS prototype projects. These projects will be held in the form
of exclusive reveal events, in which interested parties are cordially invited to hear about the newest solutions
and innovative prototypes.

Finally, expenses covering the team management shall be covered, and include the administrative costs.

Under the total system costs, on the left side of the presented CBS, a visual display is offered in section 14.1.1.
The production and assembly section can be further segmented in fixed and variable costs. Furthermore,
as explained in chapter 8, the materials required for the ARTIS can be either produced in-house via additive
manufacturing, or bought via a third party provider.

14.1.1. COST ANALYSIS

Having given a brief explanation of the total costs breakdown, attention will now be turned to quantitative
cost estimations.

The approach used to come up with the total ARTIS cost aims at making as few assumptions as possible,
and at having as close an estimate to a real-case scenario as feasible. The only premises being made are the
ones concerning the 6 categories of individual contributions to the total cost, those being production and
assembly, shipping and delivery, maintenance and support, research and development, sales and market-
ing, and management. A qualitative assessment was first set in place, with 4 categories being low, medium,
medium-high and high contribution to the total cost. Those were then assigned numerical values as 3, 5, 7
and 9 respectively, as shown in table 14.1. The percentages reported below have been rounded.

Table 14.1: Categories percentage contribution to total ARTIS cost

Category Contribution to Total Cost Value % Total Cost
Production & Assembly Medium 5 14
Shipping & Delivery Medium-High 7 21
Maintenance & Support Low 3 9
Research & Development High 9 26
Sales & Marketing Low 3 9
Management Medium-High 7 21
Total 34 100
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The qualitative values were assigned according to engineering judgment and looking into open-source cor-
porate cost structures. The values were in line with aircraft division of budget [106]. Scaling the obtained
values resulted in the relative percentages shown in the right-most column of the table above.

Of course, the explanation thus far does not stand-alone to justify the cost contributions. Hence, with the
purpose of verifying the results, a research study concerning corporate cost breakdowns was performed.
The range of spend is, of course, varying across industries and companies, but some guidelines confirming
the estimates proposed thus far were found. More concerned with software providers than actual hardware
manufacturers, high-tech companies tend to spend 23 % of total revenues on their R&D team [166], close to
the value reported in table 14.1.

The next educated guess shown in table 14.1 that was verified is the sales percentage of the total system
cost. According to research commissioned by the US Small Business Administration, sales and marketing
budgets of thriving businesses should be around 7 to 8 percent, thus perfectly fitting the value obtained
with the qualitative assessment [167]. Finally, an estimate of the required management spend confirmed
an average between 15 % and 30 % of gross revenues on payroll, according to a 2012 survey by the National
Small Business Association [168]. Using the proposed qualitative assessment, backed by a research study, it
is believed the cost percentages distribution is a solid first-level estimate.

Having discussed the high-level cost distribution among which the total system is segmented, attention shall
be turned to the actual estimation of the individual costs. Computing these and knowing their percentage
contribution to the total will then allow assessing the ARTIS cost.

Before proceeding with the cost estimates, a small digression to assess the number of drones being produced
per year is required. The market analysis in chapter 4 concluded that 26000 C-130 fuel tank inspections are
performed per year. Hence, with the ARTIS inspection time around 3 hours, 2 inspections (to be conser-
vative) shall be performed per working day. With an average of 261 working days per year, 522 C-130 fuel
tank inspections are needed per year. With each ARTIS being sold with a 1-year warranty agreement, 26000

522
≈ 50 drones are required to be produced, per year, to keep up with the current Lockheed Martin schedule
standards.

Now turning the attention to the cost estimates, as shown in the left-side of figure 14.2, production and as-
sembly costs can be further segmented into fixed, being paid independent of ARTIS sales, and variable costs,
those being a function of the quantity of ARTIS drones being produced.
The fixed costs include the drone production labs, to be originally established in Delft, the Netherlands,
aiming at overseas expansions, lab technicians for assembly and the cost of a 3D printer. The cost values
reported in CBS are on a per-drone basis. Starting with the 3D production, the Vit Natural Robotics SLS
printer [169] perfectly fits the size and weight requirements of the ARTIS and shall be bought as a one time
expense. Assuming a 5 years usage, a total cash outlay ofe2000 is then obtained. With an estimated 50 ARTIS
being produced per year, the 3D printer cost per drone results ine40, as shown in the CBS.

As far as the payroll for lab technicians for assembly goes, a $21.50 average rate is expected [170], which,
converted to euros and considering an average of 261 8-hours working days per year, leads to e39943.44
as yearly expense. Considering the explained 50 drones per year production rate, assembly costs per drone
amount toe798.87 as shown in the cost breakdown structure.

The last item to be added to the ARTIS fixed costs per year is a drone production lab. It was decided to
rent office space in the team original location, Delft, in the Netherlands. The chosen office is part of a start-
up incubator, YES!Delft, further strengthening the commercial viability of the ARTIS. Besides basic rent (
e168.96 per m2), yearly service costs amount to e71.28 per m2, leading to a total of e7207.2 cost per year
for a 30 m2 space in the incubator offices location [171]. The space applies only to office spacing for the first
year activities, and are subject to drastic changes once the company will gain revenues. Dividing this by the
number of drones per year, the drone production lab expenses amount to e144.14, then summing up the
fixed costs (i.e. 3D printer, assembly and drone production lab) leads toe983.01 per drone.

Figure 14.2 reports the expenses the team will have to incur for the ARTIS material production in the lower
part of the tree. Those have been further divided into in-house production, i.e. being 3D printed, or bought
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Figure 14.2: Cost breakdown structure for production and assembly costs of the ARTIS
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via a third party source. Table 8.1 overviewed the material weights needed. A carbon powder filled nylon
for the chassis and ducts arms will be ordered from Guangdong Silver Age Sci.& Tech. [172], at the price of
$110.00 per kg. Given the weight reported in table 8.1, e88.14 worth of carbon powder filled nylon shall be
ordered per drone for the chassis and structural layout. Following the same line of reasoning, with 0.012 kg
and 0.011 kg of LD and MD foam needed,e0.418 ande0.383 are required for high impact polystyrene (HIPS)
dissolvable filament[173].

As far as items ordered from a third-party source go, electronics components with their respective costs were
presented in table 9.3 in chapter 9 and power hardware in table 9.6. Those values are also reported in the cost
breakdown structure for production and assembly in figure 14.2. The propellers will be injection moulded
by an external provider using a long carbon fiber reinforced nylon thermoplastic composite, impregnating
the fiber with the matrix resin to improve performance [25]. Once several items are injection moulded, the
effective cost per part is lower than the 3D printed cost per part [174]. Hence, being conservative due to the
high volume rates required for the ARTIS throughout the year, the propeller cost was set up as the 3D printing
one, ate10.

Having arranged all the necessary materials resources, the production will then proceed in-house, supported
by the Vit Natural Robotics SLS printer.

Addition of fixed and variable costs yields a total system cost of e1460.14, clearly below the e2500.00 AMD-
NF-CNST-Cost-01 requirement presented in [6]. figure 14.2 shows how producing and assembling the drone
amounts to 14.7 % of the total ARTIS costs. Back-engineering the calculation, the total first year cost of setting
up and running a for-profit institution capable of producing, assembling and internationally distributing a
maintenance drone for the Lockheed Martin C-130 fuel tank amounts to e10429.57. Of course, it could be
argued that the costs shown in figure 14.2 and figure 14.1 are extremely low to run an established company,
but it is believed sufficient for a start-up. During the first year of activity, government subsidies would have
to be arranged, alongside potential offers from venture capitalists to survive in a competitive business envi-
ronment.

As argued at the beginning of this section, a drastic expense drop would be experienced by Lockheed Martin
in utilizing the ARTIS solution.

14.2. RETURN ON INVESTMENT AND OPERATIONAL PROFITS

To find out whether or not ARTIS is a profitable investment, this section will calculate the Return of Invest-
ment for both the customer Lockheed Martin and the production team of ARTIS, which will be refered to as
the company. In order to do this, the following equations are consulted.

For Lockheed Martin, the return of investment is as follows.

RoILockheed2020 =
Cur r ent V alue by Investment −Cost o f Investment

Cost o f Investment
= Saved Cost by i nvest i ng

Cost o f Investment
(14.1)

In order to calculate the above parameters, the following steps will be taken to find meaningful numbers for
this equation.

First, the market price for the product is established. In the first year, ARTIS is planned to be sold fore166000.
Market research from market analysis shows expectancy of selling 50 drones in the first year to Lockheed
Martin, leading up to a total income of 50×166000 =e8.3 M. As all of this income is expected to arrive from
Lockheed Martin, this value is the cost of investment.
From chapter 4 follows that as their current cost of inspection is calculated to be e38.30 M. Subtracting the
cost of investment ofe8.3 M, this investment implies a saved cost ofe30 M.
Thus, for the customer Lockheed Martin, the following return of investment is expected.

RoILockheed2020 =
e38.3M−e8.3M

e8.3M
= 361% = 3.6 : 1 (14.2)
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For Lockheed Martin, the return of investment is 3.61:1, which is considered an attractive opportunity for the
customer.

For the company, the following parameters are required.

RoICompany2020 = Cur r ent V alue o f Investment −Cost o f Investment Sy stemcost

Cost o f Investment
(14.3)

For the companies first year, e0.75 M is expected to be required to produce, assemble, and support the op-
erations of the drone. This value is therefore equal to the cost of investment. As a way of verifying that this
is a sufficient value, 14 % of e0.75 M is planned to go to production and assembly, equating e105000 per 50
drones and thus e2100 per drone. This is by a margin of 46% than the required e1434 , thus validating that
the expected income suffices.
Thee8.3 M which Lockheed Invests can be considered as the current value of investment.

RoICompany2020 = e8.3M−e0.75M

e0.75M
= 1007% = 10 : 1 (14.4)

For the company, the return of investment is high for the first year as computed in equation (14.4). This
is due to this being a small start-up, and in the initial phase, the team agrees on low wages. Moreover, re-
search and development is supported by assistance from TU Delft. Although the return of investment is
high, the company does anticipate a lot of cost to unforeseen issues like software updating, hardware repair,
and unexpected manufacturing resource limitations, especially in the first year. This is taken into account
and mitigated in the chapter 6, in which therefore the percentage of R&D and tech support is set to 9 %, which
is approximately e0.75 M. The design and engineering costs for the year prior to assembly and production
will be considered the "zeroth" year, and are discarded in this chapter.

The above plan of expenditure implies thate7.55 M is left to reinvest for the year after. This budget could be
used to expand facilities, increase R&D efforts, expand team sizes, or to invest more in promotion and over-
seas growth, all resulting in an increased drone order and production. It is expected that during reinvestment,
the percentages indicated in the CBS will roughly stay the same.

The given analysis is performed with a market volume of 50 drones for the first year. This is based upon
calculations in section 14.1.1, and is based upon two important assumptions. Firstly, that Lockheed Martin
is our sole customer in the first year of sales, and secondly, the drones only operate inside one of the 13
Maintenance, Repair, Overhaul Centers (MROC). From the market analysis in chapter 4, it is expected that
the market volume will grow upon opening up to commercial aviation later years. As it is estimated 300000
fuel tanks per year are expected. the result is 11 times as many drones sold. This estimate is however on the
low side, as there are far more than 13 locations, as well as companies to sell the drone to. The company is
aware that this estimate is conservative.

In the second year, it will come to light how the drone performs throughout the year. After approximately
five hundred runs, ARTIS’s battery is expected to reach its end-of-life. This means that after 500 runs, which
equates to roughly one year of inspection, all other components should have proven to be fail-proof and fully
functional. If so, the market volume can be increased with confidence, and the company would expand its
service to outside of the MROC’s. Granted all compondnts work as expected,

Lastly, one must remain critical on the results. The return of investment formula does not take into account
compound effects, so over the years the error would accumulate. Also, the conversion rate between USD and
EU is assumed constant, while for large sums, this might influence the outcome.
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SUSTAINABLE DEVELOPMENT STRATEGY
This chapter will detail the approach to sustainability within this project. This will be done in several parts,
starting with the general considerations in section 15.1, this also includes health effects. Section 15.2 will de-
tail the materials and manufacturing techniques used in the design, along with their environmental impact.
Section 15.3 will then be used to give an overall sustainability score to the design.

15.1. GENERAL CONSIDERATIONS

The main contribution of this project to sustainability is the elimination of the health hazards for the person-
nel inspecting the tank. The fumes in the JP8 jet fuel are shown to be highly toxic, having adverse effects on
liver function [34]. Furthermore, JP8 can also enter the body through the skin [35, 36]. This means that mere
gas masks are not enough to sufficiently protect one from the harmful effects. These effects do not only in-
clude the aforementioned physical effects but also include neurological degradation, leading to depression
and anxiety [37, 38]. The use of ARTIS will cut down the exposure of Lockheed personnel to JP8 and thus
greatly improve the quality of life for those tasked with inspecting the fuel tank.

Another contribution is the reduction in time and money spent on tank inspections. This is because the
tank inspections currently require several people, as well as constant venting during inspection and venting
beforehand. Together with trained personnel. Using ARTIS instead means venting is not required, so there is
time saved due to not venting.

15.2. ENVIRONMENTAL IMPACT ANALYSIS

The first step in evaluating the overall sustainability of a product and establishing effective sustainability
strategies is to identify the environmental impact a product will have during its lifetime. A useful tool in
achieving this is the UNEP MET (Material usage, Energy usage, Toxic emissions) matrix, which provides in-
sight in the environmental characteristics based on the lifecycle stages of a product. As the name implies the
MET matrix assesses the environmental profile based on the material usage, energy usage, and toxic emis-
sions, which are represented as separate columns in the matrix, whereas the sustainability performance of
the distinct lifecycle stages is enclosed in the rows of the matrix [39]. The exact lifecycle stages that are used
in this endeavor are determined based on the relevance of certain lifecycle stages with respect to the product
lifetime1, and are presented below:

1. Selection of materials and components with low environmental impact
2. Optimization of manufacturing procedures
3. Diminishing impact during product utilization
4. Optimization of product durability
5. Decrease of impact of end-of-life system

Since all the materials, energy usage, and toxic emissions are known, the MET matrix can be constructed. The
final MET matrix for ARTIS is shown in figure 15.1. This MET matrix can then be used as a tool in establishing
the EcoDesign strategy wheel, which will be done in the next section.

1It is illogical and ineffective, for example, to include distribution as a lifecycle stage for a product that is manufactured at the location
where it is supposed to be used. Distribution in this light can therefore be considered irrelevant with respect to the product lifetime
and is therefore not included in the sustainability assessment. The distribution of the components is included in the materials
stage.
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Figure 15.1: MET matrix for the environmental impact analysis of ARTIS

15.3. ECODESIGN STRATEGY EVALUATION AND SUSTAINABILITY SCORING

The establishment of the complete environmental profile of ARTIS as displayed in figure 15.1 enables the
overall sustainability of ARTIS to be assessed and subsequent strategies that aim to improve the sustain-
ability characteristics to be formulated. In the scope of the UNEP sustainable engineering approach, the
so-called EcoDesign strategy wheel is the standard tool to assess sustainability and identify possible sustain-
ability strategies [39]. The EcoDesign strategy wheel visualizes the sustainability score for each lifecyle stage
defined in section 15.2 by means of an ordinal scale that runs from one to five, with a higher scoring indi-
cating better lifecycle stage sustainability performance. The EcoDesign strategy wheel therefore provides a
clear indication of which lifecycle stages need improvement in terms of sustainability, after which an effective
sustainability development strategy can be devised [39].

Evidently, the scoring levels of the ordinal scale that is used for the sustainability assessment of the lifecycle
stages need to be defined before a meaningful strategy wheel can be constructed. The definitions of the
scoring levels for each of the previously defined lifecycle stages are shown below:

• Selection of materials and components with low environmental impact

Level 1 - Materials used are non-renewable, non-recyclable and highly toxic. Production processes for the
raw materials require high amount of energy and have significant toxic emissions.

Level 2 - Materials used are non-renewable, but recyclable and not very toxic. Production processes for
the raw materials require high amount of energy and have some toxic emissions.

Level 3 - Materials used are non-renewable, but recyclable and not toxic. Production processes for the raw
materials require high amount of energy and have low toxic emissions.

Level 4 - Materials used are renewable, recyclable and not toxic. Production processes for the raw materials
require only a moderate amount of energy and have no toxic emissions.
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Level 5 - Materials used are renewable recyclable and not toxic. Production processes for the raw materials
require only a small amount of energy and have no toxic emissions.

• Optimization of manufacturing procedures

Level 1 - Inefficient distribution of production steps, leading to a large number of production steps, each
consuming a large amount of energy. A large amount of non-recyclable waste is produced.

Level 2 - Fairly inefficient distribution of production steps, leading to a moderately large number of pro-
duction steps, each consuming a moderate amount of energy. A large amount of non-recyclable
waste is produced.

Level 3 - Decent distribution of production steps, leading to a moderate number of production steps, each
consuming a moderate amount of energy. The amount of non-recyclable waste produced is not
very large.

Level 4 - Efficient use of production steps, leading to a fairly small number of production steps, each con-
suming a small amount of energy. The amount of non-recyclable waste produced is fairly small.

Level 5 - Efficient use of production steps, leading to a very small number of production steps, each con-
suming a tiny amount of energy. The amount of non-recyclable waste produced is negligible.

• Diminishing impact during product utilization

Level 1 - High energy consumption, with all the used energy originating from energy sources that are non-
sustainable. Energy is wasted to an unacceptable extent. A great amount of consumables is
needed during operation, with all consumables being non-sustainable. The number of consum-
ables that is wasted is unacceptable.

Level 2 - High energy consumption, where the majority of the energy is derived from non-sustainable
sources and only a minority originates from sustainable energy sources. A significant amount
of energy is wasted. A large amount of non-sustainable consumables and a small amount of sus-
tainable consumables is required. The number of consumables that is wasted is significant.

Level 3 - Average energy consumption, where the majority of the energy is derived from non-sustainable
sources and only a minority originates from sustainable energy sources. Average amount of en-
ergy waste. Average number of consumables is needed, where the amount of non-sustainable
and sustainable consumables needed is equal. An average number of consumables is wasted.

Level 4 - Average energy consumption, where the majority of the energy is derived from sustainable
sources and only a minority originates from non-sustainable energy sources. Low amount of en-
ergy waste. The majority of consumables needed is sustainable. A small amount of consumables
is wasted.

Level 5 - Low energy consumption, with all the used energy originating from energy sources that are sus-
tainable. A small number of consumables is needed, where all the consumables are sustainable.
A small amount of consumables is wasted.

• Optimization of product durability

Level 1 - ARTIS is highly unreliable and has low durability. Repairing parts, as well as performing mainte-
nance, is impossible. ARTIS is not intuitive to use.

Level 2 - ARTIS is unreliable and not very durable. Repairing parts, as well as performing maintenance, is
difficult. ARTIS is not very intuitive to use.

Level 3 - ARTIS is fairly reliable and does not break very easily. Repairing parts, as well as performing main-
tenance, is not difficult. ARTIS is also intuitive to use.

Level 4 - ARTIS is reliable and does not break easily. Repairing parts, as well as performing maintenance,
is easy. ARTIS is also very intuitive in its use.

Level 5 - ARTIS is highly reliable and does not break under normal use. Repairing parts, as well as perform-
ing maintenance, is very easy and does not require any training or instructions. ARTIS is also very
intuitive in its use.

• Optimization of end-of-life system
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Level 1 - Refurbishment is not possible, nor is reusing the product. Recycling is impossible and a signifi-
cant amount of harmful fumes are introduced in the environment upon incineration.

Level 2 - Refurbishment is not possible, nor is reusing the product. Recycling is possible but incineration
introduces a significant amount of harmful fumes in the environment.

Level 3 - Refurbishment is possible, but the product cannot be reused. Recycling is possible and incinera-
tion introduces a small amount of harmful fumes in the environment.

Level 4 - Refurbishment as well as reusing the product is possible. Recycling is possible and incineration
introduces a small amount of harmful fumes in the environment.

Level 5 - Refurbishment as well as reusing the product is possible. Recycling is possible and incineration
introduces no harmful fumes in the environment.

At the beginning of the design process, it was additionally decided to establish minimal requirements for
the sustainability performance of the lifecycle stages. These minimal sustainability requirements were set to
act as a benchmark for the identification of lifecycle stages that are insufficiently sustainable. The minimal
sustainability requirements can be expressed in terms of the above defined ordinal scale for sustainability
scoring and then be displayed in a strategy wheel, which is shown in figure 15.2 together with the final score
which will be elaborated upon below. It was decided to set the minimal sustainability requirements to the
levels shown in the aforementioned figure for the respective lifecycles for the following reasons:

1. Selection of materials and components with low environmental impact

• Since the drone has to operate within a dangerous environment, it is more important that the se-
lected materials do not deteriorate within the environment than that they are sustainable in their
production. Materials incapable of operating within such an environment would be less sustain-
able due to them having to be replaced often. A Level 3 minimum sustainability requirement was
set for that reason.

2. Optimization of manufacturing procedures

• It is projected that the drone will be produced using additive manufacturing, where ARTIS in its
entirety is likely to be printed in one piece. This makes concurrent production of components
challenging, leading to a relatively complex production and manufacturing steps. Moreover, de-
pending on the type of additive manufacturing procedure that is used, the energy usage might be
considerable [175]. As such, it was decided to set a minimal sustainability requirement of 2 for
the manufacturing lifecycle stage.

3. Diminishing impact during product utilization

• ARTIS is projected to not produce any emissions during operation, and has been designed with
maximizing flight efficiency in mind through e.g. increasing the propeller diameter to as large
as possible within the given size constraints. It is expected, however, that the battery ought to be
replaced after a certain amount of time to maintain optimal performance. Evidently, replacing the
battery requires careful handling of the harmful components it contains in terms of sustainability.
This therefore offsets the benefits of the respectable flight performance, and since no other user
requirements were found that specifically relate to the sustainability of the operational phase, a
minimal sustainability score of 3 is set.

4. Optimization of product durability

• The user requirements that have been provided do not disclose any details on the durability or re-
lated notions. Considering the manufacturing procedures that have been outlined, it is assumed
that the modularity will be low and maintenance will involve some degree of difficulty. Accord-
ingly, a minimal sustainability score of 2 was set.

5. Decrease of impact of end-of-life system

• Similar to the previous lifecycle stages, no user requirements were provided that touch upon the
disposal or incineration at the end-of-life. However, since the drone is likely to include numerous



123

plastics that allow for recycling, but nevertheless release some degree of harmful fumes upon
incineration, it was decided to set the minimal sustainability score to 3.

After the minimum sustainability levels have been defined, each level needs to be assigned an actual score to
be filled in in a wheel, done in figure 15.2. The actual scoring for ARTIS is disclosed below:

1. Selection of materials and components with low environmental impact

• A score of 3 was found - The biggest advantage for this stage is the fact that there is a very low
amount of toxic materials in ARTIS. The entire structure at the very least is completely non-
toxic. There is however a high likelihood of there being some toxic materials in the printed circuit
boards. Furthermore, the pre-manufactured electrical components and cables require transports
which also leads to emissions. Finally the metals in the cables and circuitry require a relatively
high amount of energy to be made. Moreover, the selected CFR Nylon is 3D-printable as opposed
to e.g. aluminum, which is more sustainable and in part the reason why CFR Nylon was selected
over aluminum.

2. Optimization of manufacturing procedures

• A score of 3 was found - The biggest advantage for this stage is the low waste of the selected 3D
printing technique - SLS - relative to traditional, substractive manufacturing methods. Moreover,
SLS requires no additional support structures, and thus leaves less waste compared to other 3D
printing techniques, and enables the production of thin-walled structures [175]. This however
comes with the disadvantage of a somewhat higher energy usage. For this reason it was decided
to stay conservative.

3. Diminishing impact during product utilization

• A score of 3 was found - The most important positive aspect for this stage is the advantage to
the health of the personnel working on inspecting the tank as described in section 15.1. Also
described in section 15.1 is the benefits of not needing to vent the tank. Inspecting the tank still
costs energy but significantly less than venting. There is of course the disadvantage of the battery
replacement, but the battery has a relatively high lifetime (300 to 500 charge cycles as described
in section 9.3.1.1). The battery is considered to be largely outweighed by the health benefits, but
is definitely not negligible. Looking at the battery usage for all C-130 inspections (26000 per year),
an approximate of 200 batteries per year was found.

4. Optimization of product durability

• A score of 3 was found - The biggest contribution to the durability is the foam, it does not only
protect the tank from damage but also enhances the durability of ARTIS by protecting its struc-
ture. It is fairly difficult however to replace the battery, which lowers the score for this stage. This
is paired with a low degree of modularity.

5. Decrease of impact of end-of-life system

• A score of 4 was found - The structure is fully recyclable, the metals in the cabling are also fairly
easy to recycle. The only disadvantage is the recyclablity of the electrical components. It is possi-
ble but not very easy [176].

In accordance with the above attributed scores, a final design strategy wheel can be created, which is shown
in figure 15.2. Figure 15.2 also displays the minimal sustainability requirements, and therefore demonstrates
that all the minimal sustainability requirements have been met. It is therefore concluded that the product
lifetime of ARTIS contributes sufficiently to sustainability in light of the five described lifecycles.

15.4. FUTURE SUSTAINABILITY PROSPECTS

The discussion regarding sustainability at this stage has not yet considered the improvements that can still
be made in further design iterations. Nevertheless, several lifecycle stages have been identified in which
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Figure 15.2: Final sustainability scoring for ARTIS versus the minimal sustainability requirements

steps can still be taken to improve their sustainability score. Most notably, in increased level of modularity
in future versions has the prospect of making the product utilization phase more sustainable. Partly through
making it easier to tear ARTIS apart, having smaller parts which are easier to recycle. Strides can additionally
be made in terms of sustainability for the product utilization phase by establishing an NFC transfer for the
captured video data inside the fuel tank. The current proposed method would require a significant amount
of available data storage space on the processing platform to facilitate the storage of all the captured data.
Depending on how long the data is kept, a significant amount of this stored data could turn out to be waste.
This problem can be circumvented by streaming the video feed from inside the fuel tank in real-time to the
human operator, as it would generally require less data storage space on the processing platform.

Currently CFR Nylon is used, since this is stronger than regular nylon which is needed as described in sec-
tion 8.3. This nylon is however not easy to recycle due to its high carbon content. It is however definitely
possible [177], hence the meeting of our minimal sustainability requirements. Regardless, it would be more
optimal if another material with the same strength was found to allow for a more sustainable design.
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RISKS COMPLIANCE AND MANAGEMENT
Risks severely affecting the safety of performing autonomous fuel tank inspections arise when performing the
design of a complex system such as ARTIS. The present chapter will overview the mitigation techniques being
proposed thus far, alongside a post-mitigation risk map, as well as further considerations to be implemented
in future design iterations.

16.1. RISK MITIGATION APPROACHES

Throughout the design process, the risks discussed in chapter 6 have been considered and mitigated. Having
consistently and integrally considered risks, ARTIS has been designed with inherit safety in mind. In this
section the result of the mitigation of risks is summarized so as to have a concise overview of how the risks
have been managed. Those risks that have not been mitigated or have not been dealt with to a satisfactory
level, will be further discussed in the ensuing section.

A1. ERRORS WITH SYSTEMS INTEGRATION

This risk has not been mitigated during the design stage, therefore it shall be dealt with in the upcoming
section 16.2.

A2. EXPLOSION INDUCED BY SYSTEM MALFUNCTIONING

This risk has been dealt with on three occasions. Firstly in section 9.3.1.2 where the likelihood has been miti-
gated by the use of a battery protection circuit. In section 9.4 it has been approached by tackling static charges
and thus the likelihood has been mitigated. Finally maintenance practices as discussed in section 13.1.2 fur-
ther prevent such anomalous events. As a result of the combined features, the likelihood has been mitigated
two levels down to low likelihood.

A3. INDUCED SPARKS DURING OPERATIONS

Four approaches have been proposed to mitigate the mentioned risk, firstly in section 8.1.1 and section 8.2
by using brushless electromotors and in section 9.3.2.3 by including all wiring internally within the structural
frames. Finally in section 9.4 via the grounding subsystem, thus lowering the likelihood to low.

A4. BROKEN PARTS DUE TO COLLISIONS REMAIN UNDETECTED INSIDE FUEL TANK

The mitigation of this risk was based on post-data processing activities analyzing any potentially suspicious
behaviour, overviewed in section 13.2.2, further lowering its likelihood from medium-low to low.

A5. COMMUNICATION FAILURE

Different suggestions have been made regarding possible communication failures. In section 9.2.2.1 the use
of two SD slots for on board data storage was proposed, whereas section 13.1.2 and section 13.2.2 dealt with
preventive maintenance inspections. The likelihood of the mentioned risk is thus lowered from medium to
low.

A6. DAMAGE TO FUEL TANK STRUCTURE DUE TO COLLISIONS

The addition of a duct and protecting structure around each propeller to protect the blade tips was explained
in section 8.3, thus reducing the risk of damaging the fuel tank. Furthermore, maintenance activities and
safe mode approaches were also discussed, in section 13.1.2 and section 13.2.2, respectively. From high like-
lihood, as shown in figure 6.1, the risk is lowered to medium-low, as seen in figure 16.1.

C1. VEHICLE GETS STUCK INSIDE FUEL TANK

The risk has been dealt with via maintenance and operational activities in section 13.1.2 and section 13.2.2,
with the severity being reduced to medium.

C2. LOSS OF STABILITY AND CONTROL

Extensive tuning of the flight controller, presented in section 10.5.3, allows for a relatively fast response for
attitude corrections and minimization of collision with the walls of the fuel tank while updating position
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and altitude. The loss of stability and control, being a major point of concern, will be further investigated in
section 16.2, with extensive explanations of so-far neglected aerodynamic interference due to wall proximity.

C3. DATA CORRUPTION DURING ON-BOARD PROCESSING

To mitigate this risk, a controlled landing mitigation feature was mentioned in section 10.3.1, bringing its
severity to a medium level. Furthermore, the maintenance activities overviewed in section 13.1.2 bring the
likelihood from medium to medium-low.

C4. INACCURATE POSITION KNOWLEDGE

Section 10.3.1 assessed the impact of adequate calibration of cameras, IMU and ToF sensors to mitigate this
likelihood of the risk. Furthermore, computing position and orientation information with the IMU when
computer vision is not sufficient and applying the possibility of controlled landings with the ToF sensors
mitigate the severity. In conclusion the severity is lowered two levels to medium-low and the likelihood to
medium.

C5. INACCURATE OBSTACLE AVOIDANCE AND PATH PLANNING

The integration of flight distance sensors (FDS) within the navigation framework (see section 10.3.1) and the
addition of margins to the obstacle coordinates as explained in section 10.4.3 substantially reduce the risk
likelihood from medium-low to low.

C6. INACCURATE DETECTION OF FUEL TANK DAMAGE/CORROSION

Validation of the Simulink color detection algorithm as explained in section 12.4.1.2 and post-data processing
activities (see section 13.2.2) help mitigate the risk. Nevertheless, this risk has not been discussed to a satis-
factory level, therefore further approaches to mitigate the risk will be discussed in the following section 16.2.

E1. ELECTRONICS SUBSYSTEM FAILURE

The use of a battery protection circuit significantly reduces the severity of electronics subsystem failure as
outlined in section 9.3.1.2, alongside preventive maintenance inspections activities (section 13.1.2 and sec-
tion 13.2.2), thus bringing the risk severity to a medium level.

P1. POWER REQUIRED EXCEEDS AVAILABLE POWER

This risk has been considered mainly when selecting the motors in section 8.2. Since the motors consume
90.7% of the available power they are the most crucial component when managing this event. An appropriate
choice of motor in section 8.2 reduces the likelihood that the motor will cause the realization of risk P1. The
risk is thus mitigated one level to medium-low likelihood.

P2. PROPULSION SUB-SYSTEM FAILURE

This risk has not been mitigated to a satisfactory level during the design stage, therefore it shall be dealt with
in the upcoming section 16.2.

P3. INSUFFICIENT RANGE AND ENDURANCE DURING FLIGHT OPERATIONS

Chapter 13 and section 13.1.2 mitigate this risk by taking into account the charging of the batteries before
inspection and the checking of battery conditions before and during the inspections. The likelihood is re-
duced to low and the severity is also mitigated to medium since as discussed in chapter 13 ARTIS will end the
inspection once the battery level is too low.

PL1. IMAGE QUALITY NOT SUFFICIENT FOR ANALYSIS

Risk PL1 has been mitigated in section 9.2.1.1 by the choice of a suitable camera with a high resolution and by
making sure that the constraints for sufficient resolution are determined and complied with. Furthermore,
the use of four cameras ensures redundancy such that in the case certain cameras are not producing the
required quality, the others can serve as replacements. Finally, operational flags and watchdogs prevent the
use of poor image quality use for inspection. The severity of this risk is thus lowered to medium.

PL2. PAYLOAD MASS OR POWER EXCEEDS SET BUDGET

This risk was mainly approached by the use of a mass and power estimation tool and by the choice of elec-
tronic components capable of meeting the requirements with a margin on performance. In section 9.2.1.4
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it is mentioned how some of the electronic components require low power and thus help mitigate the likeli-
hood of this risk to medium.

PL3. PAYLOAD SUBSYSTEM FAILURE UPON IMPACT

The structural elements of ARTIS were designed in section 8.4 with payload safety considerations in mind and
by keeping the cameras protected as well as the electronics compartment and other sensors, thus mitigating
the likelihood of this risk to low. The controlled landing feature mentioned in chapter 10 and chapter 13
lowers the consequences of an impact to medium severity.

S1. UNDETECTED MANUFACTURING FLAWS

Risk S1 has been mitigated by the choice of manufacturing process and operational and maintenance pro-
cedures. In section 8.3 the choice of 3D printing is discussed as beneficial tool for replicable manufacturing
thus avoiding anomalous flaws. Finally, in section 8.4 and section 13.1.2 the risk is approached through pre-
ventive inspection and maintenance practices thus also mitigating the likelihood of occurrence. The risk has
thus been lowered one level to low likelihood.

S2. UNEXPECTED MANUFACTURING RESOURCE LIMITATIONS

As a manufacturing related risk, the mitigation of risk S2 has been discussed in section 8.4. The likelihood
of this risk has been reduced by the choice of 3D printing as the main manufacturing technology, a readily
available and easily acquired tool for manufacturing. Furthermore in chapter 14 the severity is mitigated
by taking into account possible limitations and delays and thus being prepared for such events. The risk is
therefore mitigated to medium likelihood and low severity.

S3. STRUCTURAL SUB-SYSTEM FAILURE UPON IMPACT

This risk has been dealt with mainly in section 8.4 where the likelihood of collisions has been determined and
minimized. Furthermore in section 13.1.2 maintenance practices prevent ARTIS from being deployed with a
fragile structure thus also mitigating the likelihood of the risk. Finally the thorough verification and validation
of the structural frame in chapter 12 increases the confidence in the design. The likelihood of this risk is
reduced by one level to medium-low. Furthermore, the structural design being made of few individual items
and the foam keeping elements together in case of collision, the severity decreases from high to medium-
high. As future concerns, actual physical tests should be performed to completely validate the performance
of the structure.

POST MITIGATION RISK MAP

Figure 16.1: Post-mitigation risk map

Some preventing measures have been proposed to
decrease the severity and likelihood of occurrence
of the risks. The post-mitigation map shown in fig-
ure 16.1 suggest the presence of risks that shall be
more carefully dealt with (those in the yellow and
red areas). As of now, many approaches to risk
mitigation have been outlined throughout the AR-
TIS design explanation. Yet, for instance, the sever-
ity of risk A2 (i.e.explosion induced by system mal-
functioning) has no immediate solutions, as explo-
sion would imply catastrophic failure of the mission
and severe damages to the entire operating environ-
ment. Section 16.2 proposes strategies and mitiga-
tion techniques the team would implement in late
stages of the design for those risks that have not
been mitigated so far (seen in orange in figure 16.1.
These risks have not been mitigated as there was no
immediate solution during the design stage and no
feasible design implementations at this early stage
of the project were manifested.
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16.2. FURTHER CONSIDERATIONS FOR RISK MITIGATION

Some risks have been left unmitigated at the current state of the design, either due to the complexity of
the risk or the fact the risk was only identified at a late stage, which made formulating an appropriate risk
mitigation strategy in the remaining scope of the project difficult. This section presents a few risks that have
been left unmitigated in an unsatisfactory manner, as well as possible strategies in which these risks can be
mitigated in future design iterations.

A1. ERRORS WITH SYSTEM INTEGRATION

Assembly and integration during a second design iteration will consist of a model validation approach and of
structural integrity verification activity. The former will be composed of 4 stages, starting with a simulation
of the ARTIS inspection in a pure host PC. Having satisfied the requirements of such phase, testing aimed at
verifying software integration into the ARTIS onboard computer will be performed. The third stage consists
of the integration of the electronics and power hardware for interface testing which, if satisfactory, will be
followed by the final stage, a full functional integration of the ARTIS subsystems’ software and hardware.

To verify the mechanical integration of components, the ARTIS assembly shall be reliable and practical. An
early indication of the systems structural integrity will be performed using an available shaker at the faculty
of Mechanical, Maritime and Materials Engineering at the Delft University of Technology. A prototype ARTIS
version shall be used as input, so as to imitate vibrations loads.

C2. LOSS OF STABILITY AND CONTROL

As explained in section 8.1, it was found that the stability of the drone is hampered considerably in the vicinity
of fuel tank walls. Hence, the current discussion aims at mitigating the loss of stability and control due to wall
proximity aerodynamic interference. This behavior, which was confirmed by a test that comprised flying an
existing drone into a fuel tank, demonstrated that the drone has the tendency to be sucked towards the wall,
which may result in a wall collision .

The suggested approach to mitigating the risk of an aerodynamic interference induced loss of stability (see
risk C2) close to walls is to expand the current linear control system by gain scheduling in order to provide
better response characteristics to the nonlinear behavior in the proximity of the walls. Constructing an ap-
propriate gain schedule first and foremost requires the identification of the scheduling variables that different
gain sets have to be designed for. A switch that is implemented inside the control loop is then responsible
for selecting a particular set of gains based on the values of the scheduling variables, and a simplified control
loop that demonstrates this principle which should be implemented for the six PID controllers is displayed
in figure 16.2 [7, 178].

Figure 16.2: Gain scheduled enhanced
control loop [7]

Logically, the scheduling variables that ought to be designed for should
relate the position of the rotors with respect to a set of walls. Due to the
limited size of the confined wing section compared to the size of ARTIS,
three scenarios that stipulate a particular wall configuration proposed
by [179] were deemed appropriate:

• In Channel Effect (IChE). Two walls are present, with one being
downstream of the rotors and one being upstream of the rotors
[179].

• In Low Corner Effect (ILoCE). Two walls are present, with one be-
ing downstream of the rotors and one being perpendicular to the
plane of the rotors [179].

• In Upper Corner Effect (IUpCE). Two walls are present, with one
being upstream of the rotors and one being perpendicular to the
plane of the rotors [179]

The resulting flow disturbances from the three above mentioned scenarios are in turn a function of the ratio
of the distance between the wall and the rotor, perpendicular to the rotor plane (h/R), and the distance
between the wall and the rotor, parallel to the rotor plane (d/R) [179]. The ratios h/R and d/R can as such
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be used as scheduling variables, where the magnitudes of these variables first determine which of the three
wall configuration should be chosen1. The appropriate set of gains for a wall configuration can then be
determined using a gain scheduling surface in terms of h/R and d/R. Such a gain scheduling surface that
can e.g. be used to select a set of gains for the ILoCE of IUpCE scenario is shown in figure 16.3, where ideally
the transient between two sets of gains should be smooth to prevent aggressive transient responses [178].

P2. PROPULSION SUB-SYSTEM FAILURE

Figure 16.3: Exemplary gain scheduling surface for
ensuring proper control and stability in the vicinity

of a set of walls (ILoCE or IUpCE)

There are two main causes for propulsion subsystem failure:
Damage to the propellers or to the motor/propeller joints and
motor failure. As discussed in section 13.1.1 the reliability of
electric motors is relatively high, especially since ARTIS uses
brushless motors, and damage to the propellers has been mit-
igated by the use of ducts and other protective structural fea-
tures (see section 8.4). Nevertheless, one of the most crucial
elements that can fail is the propeller joint which after vari-
ous operational cycles will suffer from fatigue. Therefore the
structural design of this joint should be further investigated
and tested in order to determine the failure rate and reliabil-
ity of the propulsion subsystem. It should also be outlined that
during inspection of the drone before deployment, special at-
tention should be given to the condition of propeller integra-
tion, and the propellers should be replaced if needed.

C6. INACCURATE DETECTION OF FUEL TANK DAMAGE/CORROSION

As mentioned in section 9.2.1.2, color detection is currently done off board with a simple algorithm that com-
pares HSV values for all pixels in an image. This approach can be improved via machine learning solutions,
in the form of neural networks trained on detection datasets. Also, the thresholds for detection can be set
relatively high so that ARTIS will not miss a detection easily. This comes at the cost of having more false
detections, but as a human operator will always look at the footage to check for actual green masks at the
locations where the algorithm detects something, false detections are not considered a big problem.

MISSED DETECTION DUE TO PATH DEVIATIONS

This risk had not been identified in chapter 6 and was instead identified when reviewing the design stage.
Thus, it is managed in this section.

Currently ARTIS performs the inspection on a pre-planned path, ensuring the entire tank is inspected, as
outlined in section 11.2.2. However, if ARTIS were to encounter an obstacle while traversing this path, it will
have to deviate. This deviation might lead to ARTIS not inspecting a part of the tank. Furthermore, sudden
inputs to the control subsystem could lead to a blurred inspection, incapable of capturing corrosion marks.
In future design iterations, the ARTIS will be equipped with mechanisms capable of sending red flags if a
surface were to be left not inspected. At this stage in the design, the ARTIS would just avoid the obstacle and
continue following the preset path.

1It can e.g. be argued that IUpCE should be used when, for example, h/R is greater than half the height of the confined section while
d/R > 0.05, while IChE can for example be used when d/R > 0.05, regardless of the value of h/R.
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REQUIREMENTS COMPLIANCE
This chapter will look back to the requirements stated in chapter 5 and check whether they are met or not.
The requirements compliance table is presented in table 17.1. This table states the subsystem requirements
stated in section 5.2, the category 1 and 2 driving requirements from [6] and the driving requirements from
[6]. These requirements were chosen as they are the most important for this mission and all play a vital role
for the missions success. The remaining requirements stated for this mission, labelled as ’other’ in [6], are
not analyzed in this chapter for brevity sake and because they are less important for mission success.

The left most column of table 17.1 shows the requirements to be analyzed. The other columns show the
categories of compliance: Fully met, partially met, not met and to be tested/investigated. A requirement is
labelled ’fully met’ if that requirement is adhered to via measures explained in this report. An example of
this is AMD-NF-CNST-Mass-01 (S,Y): The drone’s total mass shall not exceed 300 g. The ARTIS was sized and
designed to meet this requirement and as a result, the final ARTIS mass turned out to be 285 g. This thus is a
clear example of a requirement that is fully met by designing the drone specifically for that requirement.

Only one requirement is placed in the ’partially met’ category. This category is used for requirements that
changed a bit during the design phase. The originally stated requirement is thus not exactly met, but as this
requirement changed during the design phase it is not placed in the ’not met’ category. This requirements
will be stated below, including an explanation as to why it is not met.

• AMD-NF-LFCC-Bat-02: The drone shall be able to notify the operator if the battery charge level gets be-
low 5 %. Initially, 5 % battery charge was assumed a sufficient charge level to notify an outside operator.
This would correspond to 32 seconds of flight time, which was considered to low to safely return from
every location in the tank. Therefore, the drone now notifies an operator when the battery level drops
below 10 %, which translates to 64 seconds of flight time (or approximately 12.8 m. This is sufficient to
fly through all holes to the closest exit if necessary with reasonable margin. Also, if the design were to
change to a flight time of 10 minutes, 10% battery charge would still give a flight time of 60 s, which is
still sufficient to fly out of the tank.

In the ARTIS design, no requirements were considered to be completely unmet. All set requirements were
either met, partially met, or to be investigated. This last category will now be further explained.

Lastly, nine requirements are placed in the ’to be tested/investigated’ category. These requirements are likely
met as throughout this report several measures have been taken to comply with them, but no guarantee on
meeting them is assured. An example of this is AMD-NF-CNST-Sfty-02 (S,D1): The drone shall not create
sparks during inspection. In section 9.4, the design process of eliminating charge in the drone is explained.
Still, one cannot say with 100 % certainty that ARTIS will never create a spark. For that reason, several tests are
proposed in figure 12.27 to increase to confidence on complying with this requirement. Only after extensive
testing and investigating this requirement can be moved to ’fully met’. Another example is AMD-NF-CNST-
Cost-02 (S,Y): The supporting systems cost of the drone shall not exceede5000 per drone. This requirement is
again likely to be met, but as no actual drone operations have taken place, one cannot yet be fully confident
that the operational costs will stay below e5000 per drone at all times. Further investigation into this aspect
is required.

Overall, it can be seen in table 17.1 that most requirements are fully met. Only one requirement is partially
met as the this requirement was changed during the design phase. A few requirements should still be further
tested or investigated to ensure compliance. The table shows that the ARTIS design followed the strategy of
designing based on the requirements well. If after testing it is determined that all blue requirements can be
moved to the green ’fully met’ category, the ARTIS meets all requirements that are considered important for
the mission success.
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Table 17.1: Requirements compliance table

Requirement Fully met Partially met Not met To be tested/investigated
General requirements:
AMD-NF-CNST-Sfty-03 (D1) X
AMD-NF-CNST-Sfty-02 (S,D1) X
AMD-F-ST&M-Join-03 (D1) X
AMD-NF-CNST-Regu-02 (D1, K) X
AMD-F-CNST-Material-01 (D1) X
AMD-NF-CNST-Size-02 (S,D2) X
AMD-NF-CNST-Size-01 (S,D2) X
AMD-NF-CNST-Sfty-04 (S,Y) X
AMD-NF-CNST-Sfty-05 (S,Y) X
AMD-F-C&T-Grst-01 (Y) X
AMD-F-C&T-Grst -02 (Y) X
AMD-NF-CNST-Cost-03 (Y) X
AMD-NF-CNST-Cost-01 (S,Y) X
AMD-NF-CNST-Cost-02 (S,Y) X
AMD-NF-CNST-Mass-01 (S,Y) X
Aerodynamic requirements:
AMD-F-AERO-Ent-01 (D2) X
AMD-F-AERO-Thr-01 X
AMD-F-AERO-Duc-01 X
AMD-F-AERO-Thr-02 X
Structural requirements:
AMD-NF-CNST-Sfty-01 (S,D1) X
AMD-NF-CNST-Sfty-06 (S,D1) X
AMD-NF-CNST-Sfty-07 (S,D1) X
AMD-F-ST&M-Join-01 (D1) X
AMD-F-ST&M-Imp-01 (S,Y) X
Electronics and power requirements:
AMD-F-P&P-Endu (S,Y) X
AMD-NF-LFCC-Dura-05 X
AMD-NF-LFCC-Bat-05 X
AMD-NF-LFCC-Bat-02 X
AMD-NF-LFCC-Bat-03 X
Payload requirements:
AMD-F-PAYL-Cam-01 (D2) X
AMD-F-PAYL-Cam-02 (S,Y) X
AMD-F-PAYL-Cam-03 (Y) X
AMD-F-PAYL-Ill-01 (Y) X
GNC requirements:
AMD-F-GN&C-Navi-02 (D2) X
AMD-F-GN&C-Navi-03 (Y) X
AMD-F-GN&C-Cont-05 (Y) X
AMD-F-GN&C-Guid-05 (Y) X
AMD-F-GN&C-Guid-03 (Y) X
AMD-F-GN&C-Navi-01 (Y) X
AMD-F-GN&C-Guid-02 (Y) X
AMD-F-GN&C-Guid-01 (Y) X
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CONCLUSION AND FURTHER RESEARCH
Human inspection of aircraft fuel tanks today is a wearying and error-prone manual task. A cost of e38.3
millions per year is estimated for Lockheed Martin, who commissioned an autonomous inspection system,
which is presented in this report. By this mean, DSE Group 05 at the Delft University of Technology aims
to prove that there is a more efficient and reliable way to perform hazardous inspections. The ARTIS is an
unmanned aerial vehicle capable of autonomously inspecting the inside of empty fuel tanks in aircraft wings,
expecting to savee30 millions to Lockheed Martin in its first year of operation.

Characterized by a total mass of 285 g, and requiring 85 W of power for its operations, mostly due to the
demands of the 4 motors, the ARTIS is capable of flying for 10 minutes and 40 seconds before battery charg-
ing must occur. Considering all necessary operational tasks, one full inspection is expected to last around
236 minutes including data handling and battery charging, which is substantially lower than the downtime
required for venting of hazardous gases in the tanks when regarding a human inspection.

As far as the ARTIS materials are concerned, the duct, struts and the compartment exposed to direct airflow
from the propeller will be covered in a 0.016 mm aluminum layer, making the parts conductive, aiding static
electricity dissipation. Also, polymer foam will be placed around the ducts for protection. Moreover, the
structural frame and propeller shall be made out of CFR Nylon.

The ARTIS is also equipped with 4 cameras, providing stereovision and 180° view of the tank, an IMU, and
6 times of flight sensors to measure the distance to surrounding walls. For the autonomous flight, the IMU
measurements will be integrated with the computer vision algorithms, aimed at minimizing the error with
the ground truth, resulting in position estimates. Furthermore, the stereo images generate a depth map
leading to information about grid occupancy and obstacle locations. Having detected obstacles, the A∗ path
planning algorithm will provide the shortest collision-free path from start to the target location. The required
manoeuvres, proper flight control and stability will be ensured by virtue of a cascaded controller consisting
of six PID controllers. Furthermore, all GNC algorithms will be performed on board, with video data being
stored on a micro SD chip for later retrieval.

Thorough verification and validation activities have been performed to assess the correctness of the devel-
oped programs and models. In particular finite element analysis in Ansys successfully verified the design,
whereas a full 3D simulation environment served as a validation framework for the guidance, navigation and
control programs. During the entire design process risk mitigation was accounted for. As most important
aspect was setting up a further testing plan for mitigating the risk of inducing sparks during operations A3.
Further design iterations will aim at continuously improving the performance of the ARTIS design, which, at
the present stage, is believed to be a reliable for fuel tank inspections.

PROJECT DEVELOPMENT AND FURTHER RESEARCH

To ensure the design process would progress smoothly, system engineering methods were used throughout
all design stages. An example of this is the mass and power iteration tool that was used to update the whole
design if one parameter were to change. In addition, team meetings and small talks were used to notify the
team when design iterations occured. In this way, the team always was fully informed, leading to a coherent
design.
Now, this section will elaborate on the design & development logic after this report. These tasks can be
performed by the client, Lockheed Martin, if they would like to pursue this project and actually use it for
inspecting their aircraft. Running in parallel to all steps described below, a different team can work on Re-
search & Development to further improve the drone and research new innovations that are applicable to the
design. An example is further designing the addition of slots for the SD cards so that they are easily retriev-
able. Further aspects that need to be further developed include the outside computer, the human interface
of the mission and the inclusion of more advanced electronics. Also, the scalability of the system to other
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mission needs can be analyzed, for example using the drone to inspect other aircraft fuel tanks or for other
inspection procedures.

With the detailed design of ARTIS finished, the first logical step is to build a prototype. All required materi-
als, manufacturing tools and off-the-shelf parts should be acquired, after which the manufacturing of new
parts can be done. With all parts ready, they can be assembled into subassemblies, which are after system
verification assembled into the prototype.

Once the prototype is constructed, it can be subjected to testing in order to validate the predicted behavior.
Five different categories of tests should be performed. First, propulsion tests allow to check if the propulsion
system provides enough thrust for hover and control. Second, with static charge tests it can be checked if the
risk of spark generation is mitigated sufficiently in order to operate safely in an explosive environment. This
also includes testing of any applied explosion proofing, such as the anti static agent. Third, an endurance
test should check if the drone can fly long enough to perform the inspection efficiently. Fourth, the GNC
system should be tested to observe the ability of the drone to perform an inspection autonomously. Fifth
and last, structural tests should be performed to inspect possible structural damage during collisions, both
on the drone and the environment. For each of these test categories, the testing procedures should be deter-
mined strictly, after which the testing environment can be setup and the necessary testing equipment can be
acquired. When all the previous steps are completed, the tests for each category can be performed. The test
results can then be analyzed and compared to the predicted behavior and requirements. Any possible design
flaws, such as insufficient thrust, catastrophic structural failure or poor endurance, will become apparent at
this stage.

If the design flaws that are uncovered during the prototype tests are deemed detrimental to the performance
of the drone, the design will have to be reiterated. To solve these flaws, one can either improve the design
choices that are currently implemented, select different design options or a combination of both. After the
design iteration, a new prototype can be built and tested, with the same procedures described above. This
iteration process can be repeated as often as necessary.

Once the design has been iterated enough, a test in a real operating environment (i.e. fuel tank with fumes)
can be performed in order to validate the product. Again, a clear testing procedure needs to be determined
before performing the actual test. With this test the overall product performance is validated. Afterwards this
validated product can be sent to the authorities to get regulation certification.

With the final product validated, a market plan can be set up and executed. As discussed in the market anal-
ysis, the drone could potentially be sold to other aircraft manufacturing and servicing companies. The most
important aspect is the yearly budget, which comprises projecting several incomes and expenses: production
cost per unit, production volume, transport costs, turn-over per unit, return on investment, etc.

Once the validation of the product is done and the yearly budget is set, production will be the following step.
During the entire production process the management will keep close contact to monitor this stage of the
project. First the different parts that will be custom made are identified and specific part tolerances are set,
keeping in mind the manufacturing process used for each specific part. Then after identification several
manufacturers will be selected and contacted. These will produce the parts, check if the quality is coherent
with the tolerance set and the correct quantity is ready for sending. Finally the parts that will be sent to the
location where the assembly will take place.

Before actual assembly can start a manual must be set-up to guarantee the quality and integrity of the final
product. Moreover an assembly working environment must be arranged and the needed tools must acquired.
Then when all the parts arrive at the location assembly can start and the final product named ARTIS is ready
for software implementation. Afterwards it can be sent to the customers.

After the drone has been in operation for one month, a quarterly evaluation can be performed, where input
from customers can be gathered. This feedback can be used to update the design and be relayed to the R&D
team.

All the design & development steps provided above are summarized in figure 18.1. The most important blocks
are colored and explained in more detail on the bottom of this figure. The Gantt chart describing the project
continuation including time scale is found in the page after.
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ID Task Name Duration Start Finish Predecessors

1 1 Research and Development 50 days Fri 24-5-19 Thu 1-8-19

2 1.1 Set up R&D team 5 days Fri 24-5-19 Thu 30-5-19

3 1.2 Gather customer feedback 5 days Fri 31-5-19 Thu 6-6-19 2

4 1.3 Research scalability 40 days Fri 7-6-19 Thu 1-8-19 3

5 1.3.1 Expand on market analysis in commercial sector 30 days Fri 7-6-19 Thu 18-7-19

6 1.3.2 Research amount of products to build in coming year 10 days Fri 19-7-19 Thu 1-8-19 5

7 1.4 Research improvements for the drone 40 days Fri 7-6-19 Thu 1-8-19 3

8 2 Market Planning and execution 17 days Fri 24-5-19 Mon 17-6-19

9 2.1 Set up bank account 1 day Fri 24-5-19 Fri 24-5-19

10 2.2 Receive development cost from LM 1 day Mon 27-5-19 Mon 27-5-19 9

11 2.3 Set up yearly budget 10 days Tue 28-5-19 Mon 10-6-19 10

12 2.4 Evaluate target cost and compare with current budget 5 days Tue 11-6-19 Mon 17-6-19 11

13 3 Prototype Building 28 days Fri 24-5-19 Tue 2-7-19

14 3.1 Acquire materials, manufacturing tools and off-the-shelf parts 6 days Fri 24-5-19 Fri 31-5-19

15 3.2 Manufacture custom parts 10 days Mon 3-6-19 Fri 14-6-19 14

16 3.3 Assemble parts into subassemblies 5 days Mon 17-6-19 Fri 21-6-19 15

17 3.4 Assemble subassemblies into prototype 2 days Mon 24-6-19 Tue 25-6-19 16

18 3.5 Implement on-board software 5 days Wed 26-6-19 Tue 2-7-19 17

19 4 Prototype Testing 34 days Wed 3-7-19 Mon 19-8-19 13

20 4.1 Determine prototype testing procedure 5 days Wed 3-7-19 Tue 9-7-19

21 4.1.1 Determine propulsion test procedure 5 days Wed 3-7-19 Tue 9-7-19

22 4.1.2 Determine static charge test procedure 5 days Wed 3-7-19 Tue 9-7-19

23 4.1.3 Determine endurance test procedure 5 days Wed 3-7-19 Tue 9-7-19

24 4.1.4 Determine GNC test procedure 5 days Wed 3-7-19 Tue 9-7-19

25 4.1.5 Determine structural test procedure 5 days Wed 3-7-19 Tue 9-7-19

26 4.2 Setup testing environment 5 days Wed 10-7-19 Tue 16-7-19 20

27 4.3 Acquire testing equipment 5 days Wed 10-7-19 Tue 16-7-19 20

28 4.4 Perform prototype tests 2 days Wed 17-7-19 Thu 18-7-19 27;26

29 4.4.1 Perform propulsion tests 2 days Wed 17-7-19 Thu 18-7-19

30 4.4.2 Perform static charge tests 2 days Wed 17-7-19 Thu 18-7-19

31 4.4.3 Perform endurance tests 2 days Wed 17-7-19 Thu 18-7-19

32 4.4.4 Perform GNC tests 2 days Wed 17-7-19 Thu 18-7-19

33 4.4.5 Perform structural tests 2 days Wed 17-7-19 Thu 18-7-19

34 4.5 Analyze and report test results 10 days Fri 19-7-19 Thu 1-8-19 28

35 4.6 Check requirement compliance with test results 2 days Fri 2-8-19 Mon 5-8-19 34

36 4.7 List design flaws 2 days Fri 2-8-19 Mon 5-8-19 34

37 4.8 Update design 10 days Tue 6-8-19 Mon 19-8-19 36;35;1

38 4.8.1 Improve current design choices 10 days Tue 6-8-19 Mon 19-8-19

39 4.8.2 Implement new design options 10 days Tue 6-8-19 Mon 19-8-19

40 5 Final product testing and validation 15 days Tue 20-8-19 Mon 9-9-19 37

41 5.1 Determine final product test procedures 5 days Tue 20-8-19 Mon 26-8-19

42 5.2 Perform final product tests 5 days Tue 27-8-19 Mon 2-9-19 41

43 5.3 Analayze and report final test results 5 days Tue 3-9-19 Mon 9-9-19 42

44 5.4 Perform regulation certification 15 days Tue 20-8-19 Mon 9-9-19

45 6 Production 22 days Tue 10-9-19 Wed 9-10-19 40

46 6.1 Monitor the production process 22 days Tue 10-9-19 Wed 9-10-19

47 6.2 Identify parts to be manufactured 2 days Tue 10-9-19 Wed 11-9-19

48 6.3 Establish production tolerances 2 days Thu 12-9-19 Fri 13-9-19 47

49 6.4 Establish contact with manufacturers 5 days Mon 16-9-19 Fri 20-9-19 48

50 6.5 Identify tools needed to manufacture parts 5 days Mon 16-9-19 Fri 20-9-19 48

51 6.6 Manufacture parts 5 days Mon 23-9-19 Fri 27-9-19 50

52 6.7 Check quality of manufactured parts 5 days Mon 30-9-19 Fri 4-10-19 51

53 6.8 Check quantity of parts 1 day Mon 30-9-19 Mon 30-9-19 51

54 6.9 Transport parts to assembly workspace 3 days Mon 7-10-19 Wed 9-10-19 52;53

55 7 Assembly 20 days Thu 10-10-19 Wed 6-11-19 45

56 7.1 Monitor assembly process 20 days Thu 10-10-19 Wed 6-11-19

57 7.2 Arrange and prepare working space for manufacturing team 5 days Thu 10-10-19 Wed 16-10-19

58 7.3 Set-up manual for workers 5 days Thu 10-10-19 Wed 16-10-19

59 7.4 Employ manufacturing workers 5 days Thu 10-10-19 Wed 16-10-19

60 7.5 Perform assembly 5 days Thu 17-10-19 Wed 23-10-19 59

61 7.6 Implement software 5 days Thu 24-10-19 Wed 30-10-19 60

62 7.7 Send to customers 5 days Thu 31-10-19 Wed 6-11-19 61

63 8 Quarterly evaluation 8 days Fri 15-11-19 Tue 26-11-19 55

64 8.1 Gather input from customers 5 days Fri 15-11-19 Thu 21-11-19

65 8.2 Implement feedback; update design 2 days Fri 22-11-19 Mon 25-11-19 64

66 8.3 Communicate with R&D team 1 day Tue 26-11-19 Tue 26-11-19 65
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