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Summary

Direct measurement of river discharge is time coniag and financially demanding. Continuous river
discharge measurements are therefore generallyedefiom continuous stage measurements, through a
stage-discharge relation, also called a ratingeuRating curves are determined by fitting a cuove
limited number of pointsh{; Q), wherebyh; and Q; represent stage and discharge measured in ancertai
cross-section of a river at a fixed geographicabtmn. Commonly these pointk;,(Q) originate from
measurements done under regular flow conditions,tdwhich a considerable part of the curve is dase
on interpolation and extrapolation. Therefore theauntainty in the rating curve particularly durifigods

can be considerable, which directly translates umtoertainty in the discharge data. Calibratingadeh

on uncertain discharge observations leads to biassdel parameter estimates, which directly lead to
biased model predictions.

This research shows an approach whereby a conteptofall-runoff model is calibrated on the baefs
stage data only. In addition to the existing comgglpmodel parameters, extra parameters have been
added that define the rating curve. A stepwisebcation method has been applied whereby first dtiag
curve parameters were determined and subsequdetlyemaining model parameters. Once the rating
curve parameters had been fixed, the reanalysetb¢maph was established using the observed stage
readings. Subsequently, the model hypotheses arhroaht behaviour were tested by conventional
methods.

In this research these methods have been applibe srarcely gauged Endau River catchment, lodgated
the South-East of peninsula Malaysia. The initiults are promising. It was found that the ratngre
parameters are well defined and optimise to vatlhascorrespond to the physical property they regme
When comparing the reanalysed rating curve withattiginal rating curve it can be seen that theahit
part of the rating curve overlaps, correspondinth\lie most reliable part of the original ratingvau
When comparing the reanalysed rating curves wisitchdirge measurements, a high correspondence is
observed, while the similarity between the measerdm and the original rating curve is very low.
Finally, the modelled hydrographs appear to beively well able to mimic the reanalysed hydrograph
even though it was impossible to find a proper nhéatethe original hydrograph.

To test the sensitivity of the calibrated ratingveuto model structure, both a lumped and a togugra
driven model structure have been tested. Additlpn#hese models were exposed to two rating curve
definitions and a variable model forcing. The resuaif this sensitivity analysis show that the aalibd
rating curve is relatively insensitive to modelusture and relatively sensitive to the number of
parameters used for the rating curve definitiomd@oning the forcing, the rating curve is highinsitve

to precipitation and less sensitive to potentighmration. The reason for this sensitivity is that
established rating curve is strongly determinedhgywater balance, which is dominated by the prymar
driverP.

The calibrated models have been validated on intpe data by split-sample validation and by transf
to a different catchment. The topography driven et@dppear to perform best during both forms of
validation. An additional way of validating was gad out by coupling the best performing rainfalhoff
model to a steady state salt intrusion model: &happroach which offers mutual model validatioheT



results show that the predicted discharge of thwfalkrunoff model corresponds rather well witheth
discharge determined by the salt model.

So, the most important conclusions from this redeare: calibration of a rainfall-runoff model dlage
reduces discharge uncertainty in scarcely gaugsithdiaopography driven models are better tranbfera
than lumped models; and linking a salt intrusiondeiato a rainfall-runoff model offers mutual model
improvement.
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CHAPTER 1

Introduction







1.1. Hydrological modelling

Hydrological modelling is about understanding tlydriblogical cycle: what happens when a rain drag hi
the ground? Conceptualising the processes thatehapdpanslating this into mathematical equations,
subsequently simulating reality and finally compgrit with observations is what hydrological modedl

do. Models are used because the hydrological yeritextremely complicated. Models increase the
understanding of the processes that take placdhendffect of changing conditions, e.g. the effeifts
land-use or climatic change. Models are also odtgiaportance to do a water resource assessmemt: ho
much water is available in the catchment and whettee flood risks? How will climatic change influee

the water quantity? Finally, hydrological models anportant in order to do planning and management:
how will system interventions affect system perfante (Beven, 2001b)?

1.2. Conceptual models

Many types of models exist: empirical, conceptughchastical or physically-based. In this thesis
conceptual models are dealt with, models in whiobcesses are mathematically described and where
storages are modelled as reservoirs. Every resdrasia closing water balance (Shaw, 1994). Conakpt
models have the benefit of limited data demand ared therefore widely applicable in operational
hydrology, also they are generally easy to undedstay a non-expert (Bergstrém, 1992). A said
disadvantage is that conceptual models demandvediaimore calibration to determine the parameter
values (Refsgaaret al, 1989), but this is challenged by Savenije (2009b)

1.3.Challenges

All hydrological models require parameter calibwati This procedure is inevitable as models are Ijere
an approximation of reality, due to which parametdo not directly represent measured physical
properties at the scale of the schematization (Be2600, 2001a, 2002a,b). Calibration involves the
processing of forcing data by the model and thesidjent of parameter values in order to produce a
reliable simulation. This goodness of fit is evatuhby comparing the modelled variables with a time
series of the corresponding observed variables.daneémagine that the calibration process is seagio
various uncertainty sources, e.g. uncertainty i@ fbrcing data (such as precipitation and potential
evaporation), model structure, model parameters taedobserved calibration/validation data. These
uncertainties directly translate into biased patamestimates (e.g. Kavetsd al, 2006a,b; Vruget al,
2008; Thyeret al, 2009) and these biased parameter estimates saeiedead to biased model
predictions.

This research focuses on the latter error souneeuncertainty in calibration/validation data. Coomty

this data exists of discharge data measured aiutiet of the catchment, which is a convenientalag
since it represents the integrated catchment behavin this way, the lumped parameters can be
calibrated at the appropriate scale (Wagener, 2dDigcharge can be highly uncertain, due to several
combined sources, among others: measurement énr@tage and velocity during individual gauging,
assumptions on the form of a rating curve, extragmt of the curve and variability of the crosstsst
(McMillan et al, 2010). Previous studies on discharge uncertamgye on the determination of
uncertainties in the rating curve parameters, wWheeesingle rating curve definition of a specifarm
was used (e.g. Venetis, 1970; Petersen-@verled4;2Ployeedet al, 2005; Pappenberget al, 2006;
Reitanet al, 2006, 2009; Di Baldassaret al, 2009; Kruegeet al, 2009; Liuet al.,2009). Other studies
investigated the possible effects of rating cunveantainty on the calibration of the model paramsetad

the predictions from the calibrated models (e.gnmigaet al, 2006; Montanari, 2004).




In this research we approach this challenge difttyelnstead of calibrating on the error-pronectiagrge
data, we calibrate directly on stage. Drawbackhi$ method is the inevitable addition of ratingwaur
parameters, enlarging the risk of over-parametisde.g. Beven, 1993, 1996, 2001a; Savenije, 2001
However, different from ‘normal’ conceptual modalrameters, these parameters have a clear physical
meaning and have been well-defined in literatureddiionally, when these parameters can
unambiguously be identified, an increased riskvareparameterisation is very low.

Calibration on stage could be a suitable approattonly for scarcely gauged basins to reduce diggha
uncertainty, but also for ungauged basins, whergroand measurements are available at all. Theae is
great need for hydrological models in ungaugednsai assess water resources, flood and drouddt ris
and effects of changes in river basins due tohaman influences of climatic change. Many initiasv
have been taken already, which have been reponteUB (Sivapalan, 2003), a research initiative
launched in 2003 by the International Associatibidgdrological Sciences. In an ungauged basin radar
altimeters could be used for directly measuringestaariation in (large) rivers. Subsequently, thstad
models could be calibrated on these time series.

1.4.Outline

This thesis consists of three main chapters, e#tusking one of the three hypotheses. Each chapter
contains an introduction, methods, results, disonsand conclusions. Prior to these chapters ttseee
chapter on the study area and this thesis is fiealvith concluding remarks.

Chapter 2 - Study area
Chapter 2 describes the study area for which thgottneses are tested and elaborates on the data
availability and reliability.

Chapter 3 - Hypothesis one: Calibrating a rainfall-runoff model on stage reduces discharge uncertainty

in poorly gauged basins

Calibrating a model on uncertain discharge obsemsiieads to biased model parameter estimateshwhi
directly lead to biased model predictions. Chaptdiscusses a novel method in which a model ithjre
calibrated on stage in order to check the followiggothesis: Calibrating a rainfall-runoff model stage
reduces discharge uncertainty in poorly gaugechbasi

Chapter 4 - Hypothesis two: Topography driven rainfall-runoff models are better transferable than
lumped rainfall-runoff models

It is argued whether validation on an independemniog proves something, since it is very likelytttize
model will give satisfactory performance, as thedeids calibrated on data from the same locatiaimdu
calibration (e.g. Pokhradt al, 2011). Therefore chapter 4 tests a different ofayalidating, whereby the
developed models are tested in a different catchrii@e hypothesis we test is the following: Topgina
driven rainfall-runoff models are better transféeaihan lumped rainfall-runoff models.

Chapter 5 - Hypothesis three: Linking a rainfall-runoff modd to a steady state salt intrusion model

offers mutual model improvement

Chapter 5 discusses a novel validation method, ettyea rainfall-runoff model, which predicts thesfne
water flow into an estuary, is coupled to a steathte salt intrusion model, which predicts the salt
intrusion length on the basis of among othersfrimh water discharge. Chapter 5 aims at highlgjtine




vast variety of mutual opportunities offered by theupling of these two fields of study. The
corresponding hypothesis is: Linking a rainfall-offrmodel to a steady state salt intrusion modédref
mutual model improvement.

Chapter 6 - Concluding remarks
Chapter 6 shortly summarizes the most importauwliriigs of this thesis.







CHAPTER 2

Study area







2.1.Introduction
The hypotheses described in Chapter 1 have betadtes the Endau River catchment, located in the

State of Johor in the South-East of peninsular W&da (Figure 1a). The most important reason for
choosing this location is the close relations vilie ‘Universiti Technology Malaysia’ (UTM) due to
which field work could easily be performed. An a@hial reason is the increasing flood risk in Malay

due to changing physical characteristics of therdiggical system caused by human influence:
urbanization of the catchments and deforestatitwod-forecasting and warning systems are used, but
proved to be unable to predict floods. Better modat needed to improve the ability of flood prédic
(Chan, 1997). This chapter elaborates on the canhmharacteristics as well as data availabilitg an
reliability.

2.2.Climate, topography and geology
Peninsular Malaysia experiences a wet and humpdabclimate that is characterized by a high ahnua

precipitation (2000 — 4000 mm/a), a high humidBg ¢ 86 %) and a rather stable high temperature-(22
32 °C). The peninsula is exposed to the southwestsoon from roughly May to September and the
northeast monsoon from November to March. Area®saq to this northeast monsoon are wetter than
those exposed to the southwest monsoon (Suhaildemédin, 2007). The area studied here is located in
the South-East and is therefore wetter than aneabeWest, but drier than areas in the North-EEst.
catchment receives an average annual precipitatioabout 2700 mm/a (based on TRMM data see
Section 2.4.2.). Heaviest rainfall is experiencetha beginning of the northeast monsoon in thethwon
November — January, while drier periods are obskdiging June and July. The highest rainfall reedrd
on one day in this catchment was 430 mm/d over asoréng period of 21 years (Suhaila and Jemain,
2007).

The study area boundaries are based on the aredr#ias into the estuary mouth through the Endau
River (see Figure 1B and Appendix A for an elakiorgt The full area has a size of almost 45006.kphe
Endau River finds its origin in the mountain chamnthe North-West. The Endau River has various
attributes, among others the Sembrong, LenggorEands River. Each of these rivers has its own sub-
catchment within the full study area, indicatedhwiumbers 1 to 4 in Figure 1b. This study focuses o
sub-catchment 1 and 2, with an area of 636 &nul 214 krhrespectively.

The catchment has a mountain range in the North-@fesa smaller one in the South-East. The elavatio
ranges from 0 to 1000 m above MSL (Figure 2a). [Bingest part of sub-catchment 1 is covered by the
Endau Rompin National Park and therefore undistur@dne dominant vegetation on the hillslopes is
tropical rainforest. On the lower lying areas grasd crop land is dominant. Sub-catchment 2 has bee
more disturbed as a result of human activitiegdararts of the area are covered by palm oil abtdeu
plantations. The undisturbed parts have the sametation as sub-catchment 1: tropical rainforestsg
and crop land.

The catchment’s soils are dominated by planosdIIS- World Soil Information, 2013), a type of soll
with a rather course texture that shows signs oiodie water stagnation. This type of soil usually
overlies denser, finer and slowly permeable claggy soils (FAO, 2006).

2.3.Landscape classification

During a field visit from the 25till the 29" of March, various locations in the catchment waessified
into the three landscape classes defined by SavijL0), being wetland, hillslope and plateausTihi
field classification has been compared with a diassion based on slope and HAND (Hight Above
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Figure 1 — a) The location of the Endau River catament in the South-East of peninsular Malaysia and Jthe location of
sub-catchments and measuring stations.

Nearest Drainage) (Reéret al, 2008). The slope and HAND are based on a digitevation model
(DEM) that was obtained from radar altimetry in tBleuttle Radar Topography Mission (SRTM). The
DEM data from this space mission covers most of gbpulated regions of the world and is freely
available at a spatial resolution of 3x3 arc sespedual to about 90x90 meters around the equEhter.
DEM data has a vertical accuracy of 16 meters amgrizontal accuracy of 20 meters (Beetyal,, 2007).
The stream initiation threshold required for theNHA algorithm has been set at 15 upstream cellsalequ
to 12 hectares. The thresholds for HAND and slapetbeen set at 5.9 m and 0.129, respectivelylasimi
to what Gharari (2011) did. An analysis has beefopmed on the sensitivity of these thresholdsmfro
which can be concluded that the sensitivity is IGvis low sensitivity implies that there is a clear
distinction in between the classes. Errors caugealWwrong set of thresholds will be negligible cargd

to other errors induced.

Sub-catchment 1 is classified into 59% hillslop@@terrace and 21% wetland and sub-catchment 2 into
27% hillslope, 38% terrace and 35% wetland, onbtsis of threshold values for HAND and slope, as
shown in Figure 2b and Table 1. In Table 1 the aretlis again subdivided in sloped and flat wetland,
similar to Gharari (2011), however, in this catciminthe percentage of sloped wetland is very limited
The classification made during the field campaigmresponds with the classification based on the
threshold values.
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Figure 2 — a) The elevation and b) the classificath map of the Endau River catchment.

Table 1 — Classification of the full catchment andts sub-catchments into hillslope, terrace, slopedvetland and flat
wetland.

Class Full catchment Sub catchment 1 Sub catchment 8ub catchment 3 Sub catchment 4
Hilslope 25% 59% 27% 30% 11%
Terrace 30% 20% 38% 30% 46%
Wetland 45% 21% 35% 40% 43%

Sloped wetland 1% 4% 1% 2% 0%
Flat wetland 44% 17% 34% 38% 43%

2.4.Data availability and reliability

The Endau River catchment is considered a poorligee basin, due to a relatively scarce amount of
reliable hydrological data. The catchment has thgeeund stations for stage/discharge, five for
precipitation and one for evaporation, of which tbeations are indicated in Figure 1b. Satellited a
climatic models provide additional meteorologicatal series for the Endau River catchment. An
overview of the data characteristics is given ibl€a2, where the last column indicates which das h
actually been used in this research.
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Table 2 — Overview of the available hydrological grund data.

Station Observed Data source Elevatior ~ Observatiol Start End Missing data Used
variable (m) interval (over 2003-2013)
Discharge JPS (ground data) 36 Daily 1961 2013 27%
Discharge JPS (ground data) 34 Daily 2000 2013 18%
Discharge JPS (ground data) 20 Daily 1978 2013 24%
1 Stage JPS (ground data) 36 Daily 1961 2013 27% v
2 Stage JPS (ground data) 34 Daily 2000 2013 18% y
3 Stage JPS (ground data) 20 Daily 1978 2013 24%
1 Evaporation JPS (ground data) 37 Daily 1962 2013 32%
Evaporation STEAM (model based) - Daily 2003 2013 0% v
1 Precipitation JPS (ground data) 63 Daily 1980 2013 10%
2 Precipitation JPS (ground data) 29 Daily 2003 2013 24%
3 Precipitation JPS (ground data) 31 Daily 2000 2013 9%
4 Precipitation JPS (ground data) 36 Daily 1975 2013 12% \/
5 Precipitation JPS (ground data) 11 Daily 1970 2013 16%
- Precipitaton ~ TRMM 3B42 (satelite data) - 3 hourly B 2013 0% \

2.4.1. Discharge, Stage

Average daily stage is observed at four statiolhgparated by the Department of Irrigation andiDage
Malaysia (JPS), of which three are still activeribg a field survey, various JPS stations wergedsall
over peninsula Malaysia of which two in the EndaweR catchment. All visited JPS stations measure at
unlined locations. Various stations measure invibiity of a bridge, whereby some stations areated
downstream and others upstream of this bridgejngskhe effect of backwater to be included in the
measurements. On most locations both an autometisos and a manual staff gauge are present, it is
assumed that the automatic logger is commonly weedp observers were spotted during the survays. |
the Endau River catchment station 2 was the only aszessible gauging station, here we performed
additional discharge measurements and surveyettdle-section, see Appendix B.

This study focuses on station 1 and 2, with comading sub-catchments 1 and 2. At station 1, stage
been measured since the year 2000 and at statimte the year 1961. The stage data from statimmdl

2 have 27% and 18% of missing data, respectiviéigse gaps were not filled in this research, buewe
disregarded. JPS converts the stage readings isthalge using a stage-discharge relation (a rating
curve). The rating curves used over time are unkndéwevthe authors. However, when plotting the
observed stage versus the observed dischargeaongdistinguish the various curves that were used ov
time. Visualisation of the time series togetherhwitie rating curves provide better understandinghef
reliability of the data.

Figure 3 and Figure 4 show the time series of diggd and stage for sub-catchment 1 and 2, respbctiv
At first sight, the discharge and stage data ofcatbhment 1 look reliable until 2007, while aftbat
year a lot of data is missing and the behavioungha. A closer look reveals that the peaks coultbbe
high, caused by a wrong extrapolation of the ratinye. The stage data of sub-catchment 2 lookerat
stable and reliable. The maximum observed valugbimut 17 m, which is about 5 m higher than the
observed water level during a field campaign. Figite inspection including investigation of erosion
patterns and preventive measures against erosicar) ibe concluded that a 5 meter higher watertdept
not unlikely to occur. The corresponding dischatgta for sub-catchment 2 look on the other hand ver
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Figure 3 — a) Average daily discharge and b) averagdaily stage of sub-catchment 1 over the entire gging period.
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Figure 4 — a) Average daily discharge and b) averagdaily stage of sub-catchment 2 over the entire gging period.
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Figure 5 — a) The rating curves used at dischargaagion 1 over the period 2000 — 2013 and b) ratingurves used at
discharge station 2 over the period 1961 — 2013. &hdifferent colours indicate in which year a certai rating curve was
used.

messy. It can be seen that the peak dischargesataschment 2 fluctuate tremendously over thesyear
this is far from likely behaviour. Figure 5 showsetstage plotted versus the discharge for both sub-
catchments, whereby the different colours indidhte year in which the rating curve was used. From
these graphs it becomes clear that the rating suoresub-catchment 1 have been rather stabletbeer
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years, while at sub-catchment 2 the variabilityjmyain the high flows is unrealistically high. 1095 a
stage reading of 14 m gives a discharge of 88,mvhile 5 years later the same stage readingsgive
discharge of only 17 ffs. In order to realize this change in discharge,dross-sectional area must have
changed tremendously within only 5 years, thisdasywnlikely. Therefore the sub-catchment 2 rating
curves are treated as far from reliable; sincediseharge is calculated from stage using thesegati
curves, the discharge of sub-catchment 2 is coreidenreliable as well.

2.4.2. Precipitation

Precipitation is available from two sources: growamdl satellite data. For the satellite data thelycb
3B42 is used, which has been obtained in the TabgRainfall Measurement Mission, a joint space
mission of the National Aeronautics and Space Adbtretion (NASA) and the Japan Aerospace
Exploration Agency (JAXA). Ever since its launchli®97, TRMM is providing rain radar and microwave
radiometric data that gives the vertical distribntof precipitation over the tropics in a band kw25
degrees north and south of the equator (NASA, 20TRg relevant instruments that are used for
precipitation estimations are the Precipitation &a@R), the TRMM Microwave Imager (TMI) and the
Visible and Infrared Scanner (VIRS). PR yields mfiation on the intensity and distribution of ralivli
guantifies water vapour, cloud water and rainfaténsity in the atmosphere and VIRS measures radiat
coming up from the earth (from visible to infraredhich serves as an indicator of rainfall. TRMM éas
precipitation estimates are created using the TRMitisatellite Precipitation Analysis (TMPA), which
has led to precipitation estimates at a minimumptena scale of 3 hours and a minimum spatial sctle
0.25° x 0.25°. In this study, 3-hourly precipitatiestimates have been used that were correctetbbyid)
data (3B-42 V7.1). The Endau River catchment fithiw a square of 4 by 4 TRMM cells.

The ground data is measured with a tipping buckéta locations, as indicated in Figure 1b. Durig
field campaign various rain stations were visitedm which can be concluded that not all rain etadi
are set up according to the standards. Often Ht®iss do not meet the rule of thumb indicating tha
obstacles should be present nearer than aboutiriinvs the obstacle height, as this will influenke #ir
flow and therefore the rainfall in the gauge (Lukemg et al, 2011), see the illustrative photo in
Appendix B. Missing data (9 — 24%) in the groundesehas been filled up by taking the value meakure
by the nearest precipitation station, if that statalso had a missing value, the next closestostatias
taken and so on. Not all the precipitation gauageasure the same amount of rain. In the filling up
process this has been accounted for by scalingldtee accordingly. For the days at which all gauging
stations had a missing value, the missing valuesgao 0. Missing data in the TRMM series wereelyar
found; the few missing values have been replacéu Qvi

The precipitation measurements have been checkeddgularities by means of a double mass analysis
whereby the accumulated values of the station uimdestigation have been plotted against accurmlilate
values of the average of other stations over threegzeriod. In the ideal situation the double masse
should follow a straight line, which means that tinestigated station is affected to the same etign
the same trends as the other stations. A bredieislbpe of the curve would indicate that condgiahthe
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Figure 6 — Potential evaporation based on a) pan aporation and b) Penman open water evaporation.

Table 3- The long term annual average precipitatioomeasured by gauge and satellite.

Long term annual average precipitation (mm/a)

Staton Gauge TRMM
1 1875 2782
2 1932 2820
3 1661 2782
4 2953 2763
5 2506 2649

station under investigation changed, while at o#itations this was not the case. Appendix C shbes t
double mass plots of both the satellite and tHedfiup ground data. The double mass curves of the
satellite data form almost perfect straight linedile the gauge data show more irregularities. teas
irregularities are observed at gauge 4. The lorg snual averages of the gauge and the satddliteate
shown in Table 3. Note that the long term averdgbegauge is compared with the long term averdge
the geographical TRMM cell in which the gauge islied. We see that gauge 4 and 5 show a rather good
resemblance, while gauges 1, 2 and 3 measure oagave/ay less than the satellite does. In Sectidn 2

it became clear that the long term annual averaggtation on peninsula Malaysia ranges from 2@00
4000 mm/a, whereby the East coast is classifidti@svettest zone due to the northeast monsoone Sinc
the Endau River catchment is located on the Eaastcdt can be concluded that the precipitation
measured by gauges 1, 2 and 3 is too low. Duegadviation in the long term annual average and the
bad performance on the double mass analysescdaniduded to classify the data series from rairggau

1, 2 and 3 as unreliable.

2.4.3. Evaporation

Potential evaporation is available from two sourcpan evaporation and open water evaporation
calculated with the Penman equation (Penman, 1®&h time series are shown in Figure 6 over the
period 2003 to 2013. The first series has been unedsver since the year 1962 at a location ineétat
Figure 1b, however, 32% of the measurements ismyis$hese gaps are filled by the average of thag v
month. When more than half of the data of that mastmissing, the long term monthly average is used
instead. Potential evaporation based on Penmaaldslated in geographical cells at 1.5 degree abati

15



resolution using STEAM (Simple Terrestrial Evapamatto Atmosphere Model) (Wang-Erlandssiral,
2014). The meteorological data (radiation, tempeeatrelative humidity and wind speed data) reqLas
model forcing is obtained through ERA Interim (Beeal, 2011), the latest global atmospheric reanalysis
produced by the ECMWF. Berrisforet al. (2009) provided a detailed description of the ER#erim
product archive; information on the current produand data avialability can be found at:
http://www.ecmwf.int/research/era. In order to make open water evaporation suitable to use as
potential evaporation, the data series are contduyea factor 0.8, according literature values (sioled

et al, 2012). The Penman open water evaporation isablaifrom 2003 until present.

We observe large differences between the two tienies in absolute magnitude and in annual cycle. In
fact, no clear cycle was observed in the pan piaestaporation, while the Penman potential evaipmra
shows a clear annual variation: lower potential pevation values during the monsoons, when
temperatures are lower and higher values out ofntb@asoon season, when higher temperatures are
experienced. The average annual potential evaparadi roughly 950 mm/a according to the potential
evaporation based on pan evaporation and roughb® Btcording to Penman. When comparing the
typical daily potential evaporation with literatuwalues, the pan evaporation is too low, whileReaman
potential evaporation gives a good estimate. Adiditily, when observing the pan evaporation, we see
that a large amount of measurements has been mtndke value of 1 mm/d. This could have different
explanations, which all lead to one conclusionséhmeasurements look far from reliable. It is tforee
decided to use the Penman potential evaporatitndrstudy.

2.5.Conclusion on data usage

Based on the data reliability, it is decided t@cgjthe uncertain discharge data and use the dtagefor
calibration. For the potential evaporation the Panmpen water evaporation is used, corrected hytarf
0.8 (Mohameckt al, 2012). The precipitation input should preferadiginate from ground data, as this
is considered the truth. Gauge 4, located in thaity of sub-catchment 1, shows good correlatioth w
the TRMM data and shows minor irregularities onoalide mass curve, therefore, the time series ef thi
gauge are used for sub-catchment 1. Since the mgusgations in the vicinity of sub-catchment 2 are
considered unreliable, it is decided to use TRMNadastead. The downside of using TRMM data is that
the precipitation has been averaged over the emtir@ as a result of which peaks are flattenedtontis
therefore decided to test the gauged data as dedlpite the unreliability of the rain gauges clgsel
located to sub-catchment 2. Using these precipitateries, the models gave very bad performance and
hence the data from the rain gauges was rejected.
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CHAPTER 3

Hypothesis one: Calibrating a rainfall-runoff model on stage
reduces discharge uncertainty in poorly gauged bass







3.1.Introduction

Direct measurement of river discharge is time coniag and financially demanding. Continuous river
discharge measurements are therefore generallyedefiom continuous stage measurements, through a
stage-discharge relation, also called a ratingeuRating curves are determined by fitting a cuove
limited number of pointsh, Q,), wherebyh, andQ, represent stage and discharge, measured in ancerta
cross-section of a river at a fixed geographicabtmn. Commonly these pointk;,(Q;) originate from
measurements done under regular flow conditions,tdwhich a considerable part of the curve is dase
on interpolation and extrapolation (e.g. Leonatdal, 2000; Pappenberget al, 2006; Shresthat al,
2007). Therefore the uncertainty in the rating euparticularly during floods can be considerablbiciv
directly translates into uncertainty in the flowtala

In hydrological modelling a hydrograph (dischargesus time) is commonly modelled using forcing data
(e.g. precipitation and potential evaporation),etbgr with a model structure and model parameters
(Figure 7a). Subsequently, this modelled hydrogriaptompared with an observed hydrograph to check
its performance. However, as we just discussedhdige is not directly measured, but originatesfro
stage readings. A rating curve model is requirettdnslate stage into discharge, schematized iar€ig
7b. Uncertainty in this rating curve model directgsults in uncertainty in the ‘observed’ hydrodrap
Calibrating a model on uncertain discharge obsemsiieads to biased model parameter estimateshwhi
directly lead to biased model predictions.

This chapter shows an approach whereby a conceqatinéhll-runoff model is calibrated on the basfs o
stage data only. In addition to the model pararsetextra parameters are added that define thegratin
curve. Subsequently, the modelled hydrograph isstaéed into modelled stage through this ‘reanalyse
rating curve, this conceptualization is schematieBigure 7c. Finally, the modelled stage is corega
with the observed stage. The above explanationaislynused to provide clarity, for practical reasan
was decided to work slightly differently, althoutite outcome remains the same: once the rating curve
parameters have been calibrated, the ‘reanalysgifobraph is established using the observed stage
readings. Subsequently, the model hypotheses arhroanht behaviour are tested by conventional
methods.

3.2.Methods

3.2.1. Model descriptions

To check the influence of the model structure anplocess of stage calibration, two conceptual iisode
have been tested for sub-catchment 1 and 2. A tapbyg driven semi-distributed model has been used
that distinguishes between different topographitadses and a lumped model that treats the cat¢lamen
a whole. The structure of the topography driven ehéglsimilar to the FLEX model structure developed
by Gao (2013) and was already successfully appbecatchments in North-West China and Thailand.
The lumped model is similar to the HBV concept @trom, 1992). Both models operate on daily
timescale. Although timing may be important, no fagction has been included in any of the modeds, a
the scarcity of the rainfall data does not allowettimate the timing. This issue was implicitlyidated

by calibration on the flow duration curves (Sect®B.5.1.).

The upcoming sections describe the two conceptualeis. Since there are a lot of similarities betwee
the lumped and the topography driven model, it dexsded to extensively elaborate on the lumped ode
description, and only explain the new or differeahceptualisations in the description of the topphy
driven model.
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Figure 7 — a) Schematised conceptualisation of threodelling process, whereby a modelled hydrograph i®rmed. b) The
construction of the ‘observed’ hydrograph from wate level measurements using a rating curve model. cyhe novel
approach whereby water level is modelled rather tha a hydrograph.

3.2.1.1. Lumped model
For the lumped model, the best results have be#mingldl with the four reservoir model of which a

schematic representation is depicted in Figure s Tumped model comprises four reservoirs: an
interception reservoir (IR), an unsaturated roohezaeservoir (UR), a fast reservoir (FR) and a
groundwater reservoir (GR).

I nterception module

The interception module was conceptualised as esliotd process as proposed by Savenije (2004).
Precipitation first reaches IR, of which the wabatance is given in Eg. 1. IR has a maximum storage
capacity represented .. When the interception storage excelds the reservoir spills and the excess
precipitation takes part in subsequent processeh as infiltration and surface runoff. The interies
water can evaporate from IR as long as there isrveaitd energy available, according Eq. 2.

as;
() L=p-g-n
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—> Qtot

Figure 8 - Lumped model structure including the moel parameters (red) and model fluxes (black).

Hillslope Wetland/Terrace

Figure 9 - Topography driven model structure includng the model parameters (red) and model fluxes (REtk).
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. Si
(2) E;=min (E’Ep)

(3) P, = max (S; — Ipax, 0)

In Which% (mm/d) is the storage change in IR,(mm/d) is the interception evaporatiakt, (d) the

calculation time stef (mm) is the storage in IR, (mm/d) is the potential evaporatid®, (mm/d) is the
effective precipitation ant,.x (mm) is the maximum storage capacity of IR.

Unsaturated root zone module

When the interception storage exceeds the threshgldhere is effective precipitatioR,, that enters UR
or becomes runoff depending on the saturation sfatéR. The fractiond) of effective precipitation that
comes to runoffR) is determined through a nonlinear function of tblative root zone moisture content
(S/S.may Of the unsaturated reservoir and a shape parapeiféhen UR is filled to capacity, all excess
rainfall is routed to FR or GR. The part of theeeffve rainfall that does not infiltrate is paxitied into a
fast component into FRR() and a preferential recharge component into QR.{, according to the
partitioning coefficientD. The actual evaporation from UR (representing sedporation, transpiration
and possibly open water evaporation) depends onethtive root zone moisture conte®/§, may When
this ratio is below the threshold When a higher ratio is obtained, the actual ekatjmn equals the
potential evaporation reduced by the energy useihtflerception evaporation.

Percolation from UR to GR is linearly related te ttelative root zone moisture conte8Y/$, may With a
maximum percolation ratePf,,). Capillary rise from GR to UR takes place in cdlsere is excess
potential energy after interception and evapora#ind is linearly related to the relative excess pibal

evaporation@) and the maximum capillary ris€{ay.
14

dsy,
dt

(4) = Rinf + Qcap —E,— Qperc

(5) p=min(t,(2))

Su,max

(6) Rinfz(l_p)Pe
(7) R, =pP
(8) Ry = DpP,

(9) Qprefz(l_D)pPe

. Su
(10) E, = (E, — E;)min (1'p5u,max
.Sy Su
(11) Qperc = min (E' Prax Swma

.S E,—E;~Eqg
(12) Qcap = min (A_i' Crnax pT)
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Where%‘ (mm/d) is the storage change in Uy (mm/d) is the infiltration into URQ,, (Mm/d) is the

capillary rise flux from GR to URE, (mm/d) the actual evaporatioQye. (mm/d) is the percolation flux
from UR to GR,p (-) represents the runoff coefficier, (mm) the storage in UR}, nax (MM) the
maximum storage in UR anl (-) is a measure to describe the spatial hetemtyedistribution in the
catchmentR. (mm/d) is the fraction of effective precipitatitiiat comes to runofD) (-) is a splitter that
separates fast runoff from preferential flo®, (mm/d) is the fast runoff into FRQuer (Mm/d) is the
preferential flow into GRp (-) the fraction ofS, .« above which the actual evaporation is equal to the
potential evaporation, when the fraction is lowartp theE, is constrained by the water availableSin
Pmax (Mm/d) the maximum percolation rate from UR to GR(mm) the storage in GR a@.« (mm/d) is

the maximum capillary rise from GR to UR.

Fast and slow reservoir module
The FR and GR are conceptualised as linear ressrimirepresent surface runoff (Eq. 15), fast riinof
(Eqg. 16) and base flow (Eq. 17), together the titwal (Eq. 18).

(13) ZL=R, - Q- Qs

das
(14) d_’;q = Qperc + Qpref - Qcap — Qs

1
(15) Qo= K_Omax (OISf - Sf,max)

(16) QfZK_fo

(17) Qszisg

Ks

(18) Quor = Qs+ Qf + Qo

Where% (mm/d) is the storage change in I%% (mm/d) is the storage change in GR,(mm/d) is the

rapid surface overland flow with timescdfg (d), active when the storage exceeds the threskalce
S max (Mm), Qs (mm/d) is the subsurface drainage of UR with tinadsk; (d), Qs (mm/d) is the base flow
from GR with timescal&s(d) andQ, (mm/d) is the sum of the three individual compogsent

3.2.1.2. Topography driven model

A schematic representation of the topography drinedel is depicted in Figure 9. This model is a
simplification of the model used by Gao (2013) iastern China and was developed on the basis of the
model structures as presented by Savenije (20H¥erfe (2010) distinguished between three parallel
classes: wetland, terrace and hillslope. Eachetthsses was conceptualised in a model strucsusach

to fulfil its dominant mechanism. Since terracesevaot found on the geologically young peninsula
Malaysia and to simplify the conceptualisation &zmtase the amount of parameters, wetland and¢erra
are in this research combined in one structure.deowenience we shall now refer to this combined
structure as ‘wetland’. The wetland and the hipgestructure run parallel but are connected thrabgh
groundwater reservoir (GR). Next to GR, both tHksllope and the wetland structure have an unsatdrat
root zone reservoir (UR) and a fast reservoir (FR).
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Wetlands are relatively flat areas, with shallovlss@ shallow water table depth and thereforaratdid
residual storage capacity. The dominant runoff getien mechanism is saturation excess overland. flow
This is a lateral and fast process, therefore wdtlashow a fast response to precipitation. Hillstopre
mostly forested. Two important life-support funcisofor a forest ecosystem are drainage to maitain
aerated soil and moisture retention to bridge ¢wlls. To fulfil these contradicting functions, the
dominant mechanism is subsurface drainage througfenential pathways. This mechanism does not
cause excessive erosion, drains excess waternbbtes the wetting of stagnant pockets in thefsamih
which the roots can tap their water (Savenije, 2010

I nterception module

Interception in the topography driven model struetis considered a threshold process, calculatédeas
minimum of the precipitation, the maximum interéept flux, F, and the potential evaporation, all
expressed in mm/d (de Groehal, 2006). The maximum interception flux has diffdrgalues for the
hillslope and wetland structur&y and Fy, respectively (Eq. 19 and Eq. 20). When the preatijoit
exceeds the maximum interception flux, water istedutowards the unsaturated reservoir as effective
precipitation P\ for the wetland an®. 4 for the hillslope).

( 19) Ei,H = min (EPIFHIP)

( 20 ) Ei,W = min (Ep, Fw, P)

In which, E;y; (mm/d) andE;;, (mm/d) are the interception evaporation from hif@ and wetlandg,
(mm/d) is the potential evaporatiof, (mm/d)andF,, (mm/d) are the maximum interception fluxes for
hillslope and wetland arfld (mm/d) is the precipitation.

Unsaturated root zone module

The runoff is conceptualised in the same way athénlumped model. The thresholds for maximum
storage in UR and the value for the coeffici@mtre again landscape dependent. Different is ttestiold
mechanism, which is added to UR. When the stonad¢R exceeds the maximum storage capacity, the
overflow becomes active and routes the excess \vdtethe fast reservoir.

The hillslope structure has a splitter functiont thartitions the runoff in groundwater recharge arfdst
component. The splitteDy, works the same as in the lumped model. The wettktnicture does not have
this splitter, since it is assumed that wetlands sgepage areas rather than infiltration areasthall
effective rainfall that becomes runoff directly tesi into the fast reservaoir.

The actual evaporation (representing soil evapmmatranspiration and possibly open water evapmmati
in the hillslope structure is conceptualised thmeas in the lumped model, however, prfactor is here
calledpy, see Eq. 21. The actual evaporation in the wetkindture is equal to the potential evaporation,
unless the storage in UR is not sufficient, acaagdtq. 22. Capillary rise only occurs in the wedan
structure from GR to UR and is conceptualised &qn23.

(21) Euy = (E, — Ey)min (1, —2i__)

su,max,HPH

. Su
(22) Eqw = min (Ep — Eyw,=3")
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, Ss
(23) Qcap = min (CpaxW, E)

In which E; 4 (mm/d) andE,w (mm/d) are the actual evaporation from hillslopel avetland,S, 1 (mm)
andS, w(mm) are the storages in UR of the hillslope aetland,S, nax1(mMmm) is the maximum storage in
UR, py (-) is the fraction ofS, naxn above which the actual evaporation is equal to pgbeential
evaporation, when the fraction is lower thap theE, , is constrained by the water availableSn, Qcap
(mm/d) is the capillary riseCnax (mm/d) is the maximum daily capillary ris@y (-) the part of the
catchment classified as wetland éydmm) is the storage in GR.

Fast and slow reservoir module

As mentioned before, the two parallel structurescamnected through one ground water reservoiinaga
conceptualised as a linear reservoir, similar as d@ne in the lumped model. The outflow of the fast
reservoirs in both the wetland and the hillslopeicttire is also conceptualised similar to the ludhpe
model, however no threshold function is presentthedime scales are again structure dependent.

3.2.2. Model parameters

Both the topography based and the lumped modetameeptual and require a set of parameters that
corresponds with physiographic properties of thairban order to generate reliable simulations (Sham
2005). These parameters are catchment specificamdither be determined by direct measuremehiein t
field (those parameters that reflect measurablehoa¢nt properties, which are in practice barelgs@ng),
derived from analysis of measured variables (parars¢hat can be directly estimated through anyaisal

of the input-output behaviour of the system), dedlifrom literature or determined by automatic or
manual calibration. The more parameters, the epaimmeters can compensate for each other angin th
way cause equifinality (over-parameterisation).(Bgyven, 1993, 1996, 2001a and Savenije, 2001).

3.2.2.1. Parameter ranges

The lumped model has 11 parameters and the todugedpmodel has a total of 14 parameters to be
determined. In the topography driven model the petars indicating the part of the catchment clessif
as wetland\() and hillslope Ifl), can directly be determined from the landscapssification, described

in Section 2.3. (Figure 2 and Table 1). To limi¢ ttegrees of freedom even more and therefore decrea
the chance of over-parameterisation, fheoefficient (the fraction ofS, n.x above which the actual
evaporation is equal to the potential evaporatifrihe lumped model and the similar coefficient of the
topographical model have been given a value of8avenije, 1997). The depletion of the slow resiervo
indicated by variabl&s, has been fixed using a recession slope anabysssribed in Appendix D. In the
lumped model, the timescalk,, for the surface runoff has been set at 1 dayjtfaras assumed that
overland flow is such a fast process that it readhe stream in (less than) a day (e.g. Saver(j@9d).
This results in 8 free parameters for the lumpedieh@nd 10 free parameters for the topographical
model. The prior parameter range of both conceptuadlels is given in Appendix E. Note that the
parameterdd andW have been left out and the value Karhas not yet been fixed in this table, as this
value differs per sub-catchment.

The topography driven model has thus 2 more freanpaters than the lumped model. One may therefore
conclude that the topographical model will alwags better capable of simulating a certain time serie
(Akaike, 1973; Schoupst al, 2008). However, imposed parameter constraintsti®e3.2.2.2.) reduce
the degrees of freedom substantially. Additionatlyis study does not directly focus on comparing

25



different models, therefore the issue of an unequahber of parameters is considered of minor
importance.

3.2.2.2. Parameter constraints

For the topographical model, parameter constraimse introduced and applied after the random
sampling process (Section 3.2.5.). Parameterghsstslid not meet these constraints were treatewas
behavioural and rejected directly after the sangpprocess. These parameter constraints are based up
our perceptual understanding of the catchmentgsiigation of the hydrographs and expert knowledge.
The interception threshold for hillslope was asstitigher than that of the wetland, as forests (assu
the most important land cover on hillslope) haviarger interception capacity than grass or crom lan
(assumed the most important land cover on wetlafiggse differences in land cover also result in the
constraint whereby the maximum root zone storagbeforests$, max) Was assumed larger than that of
the wetland, since forest roots deeper than gragskinally, there are constraints on the timeesalhe
time scale of the outflow from the groundwater resg was assumed longer than thoseKay andKs ,
since release from the groundwater reservoir iskwest process of all. For the constraints betvgg

andK; various options have been tested. The best resalis obtained with the constraint whereby the
time scale of the hillslope was shorter than theetscale of the wetland. This could be due to adrig
gradient, causing the potential energy and thugitietic energy to be higher as well.

(24) Fy> Fy,
(25) Sumaxs > Sumaxw
(26) Ks> Key
(27) Ks> Key

(28) Kinw < Kew

3.2.3. Rating curve parameters

Calibration on stage as described in the introductif this chapter, requires the addition of partanse
that define the relation between discharge andesthg rating curve. In this research it has besoraed
that the rating curve parameters do not vary olerrhodelling period (we elaborate on this topic in
Section 3.2.3.3.).

3.2.3.1. Rating curve definitions
To check the sensitivity of the rating curve to thgng curve definition, two rating curve definitis have

been tested. The first definition is the widely kggb relation of Eq. 29, this method requires no
information on the cross-section. The second &t the Strickler-Manning equation (e.g. Ableital,
1986), shown in Eqg. 30. This method requires ceestional information and was therefore only agplie
to sub-catchment 2, where a field inspection wasedand the cross-section was surveyed. The cross-
section was assumed trapezium-shaped, accordinglEdable 4 gives an overview of which models are
developed for which sub-catchment.
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Table 4 - An overview of which models are developddr which sub-catchment.

Sub- Rating curve definition
catchment Model structure 2 parameters 3 parameters

Lumped X

Topography driven X
Lumped X

Topography driven X

2

Lumped X

Topography driven X

(29) Q =a(h—hy)?
(30) Q:A‘EZM

With for a trapezoidal cross-section:

31) A=Bd+ 0.5m;d?+ 0.5m,d?
1 2

(32) P=B+d(ym;+1+my+1)

A

(33) R=3
(34) d=h—h,

WhereQ (m%s) is the average daily dischargm) is the average daily stade,(m) is the stage reading
at zero flow,a (m*?s) is a coefficient catering for primarily widtHf the cross-section, roughness and
slope,b (-) is the exponent depending on the shape ottthss-sectionA (m?) is the wet cross-sectional
area,v (m/s) the average flow velocitiR (m) the hydraulic radiu€? (m) the wetted perimetes,(-) the
energy slopen (s/n®) the Strickler-Manning roughness coefficieBt(m) is the bed widthd (m) is the
water depthm, (-) is the side slope of the left bank, definedreshorizontal displacement in case of 1 m
vertical displacement and, (-) is the side slope of the right bank.

Eq. 29 has three unknown parameters which reqalieration:a, b andh,. In the second definition (Eq.
30) the Strickler-Manning roughness has been ettiinan the basis of stream characteristics (natural
vegetated and meandering) at 0.045"§/(ven te Chow, 1959) and the paramet®rsn, andm, have
been defined by a cross-section survey (Appendix Bis results in two unknown parameters that mequi
calibration: the energy slops, and the location dependemt It should be noted that the roughness and
the slope are part of the same calibration factia possible error in the estimatenéé compensated by
the calibrated slope.

The prior ranges of the to-be-calibrated ratingzeysarameters are shown in Appendix E and weredbase
on literature values and site inspection. The egpbh has a value of 1.59 in a rectangular channel, a
value of 1.69 in a trapezoidal channel with sidget of 1.1 and a value of 2.68 in a triangulamole&
(Luxemburget al, 2011). Therefore, the expondntvas given a prior range of 1 to 3. The coefficiant
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was allowed to vary freely. The stage at zero flgvwas first set at the lowest water level measorext

the simulation period; this already gave ratherdgperformance. However, this assumption is notrelgti
valid since it is possible there still is some flatvthis lowest stage (possibly by seepage thrdaegh
forms), implying that the actudl, is lower, or the zero flow status is reached eaflihe lowest water
level measured was present in a very dry perioll @iot of evaporation), implying a higher actualue

for ho. To find the actual value fdm, it was decided to apply a range of roughly 4 mateund the lowest
stage observed and determine the value Hprby calibration. It was shown that the best model
performance was obtained with a value Hgisimilar to the lowest value measured. Note thatepends
on the location; in Appendix By, represents thiy applied to sub-catchment 1, wherbas corresponds
with sub-catchment 2. The energy slope at statjaggal to the bed slope under uniform flow, cdugd
estimated using the DEM at 0.00017. However, sileeDEM has a rather course spatial resolution
(90x90 m), it was decided to determine the valuechljbration, whereby the calibration range was
defined between 0 and 0.002. The optimised slopeaned to be roughly two times higher than the
estimated value (whereby it possibly compensatethéerror in the roughness estimate).

3.2.3.2. Sensitivity rating curve to forcing

To check the sensitivity of the rating curve to fivenary driversE,: andP, the influence of 50% more
Eqot and a 50% lesP on the rating curve has been tested. This inflegacexpressed as the ‘potential
evaporation elasticity o)’ and the ‘precipitation elasticity of’, which measure how the long term
annual average @ changes in response to a change in the long tenmaa averages d,,; andP (EqQ.
35 and Eq. 36). Here, the long term annual aveisagased on four years of data. An elasticity lothean

1 indicates inelasticity (discharge is less serssitdo the considered parameter), while an elagtiggher
than 1 indicates elasticity (discharge is highlysstive to the considered parameter) (Smith, 1 B&ayicz

et al, 2011).

— _9Q Epot
(35) EEpot—aEW 0

adQ P
(36) Er=73,5
In which Eg . (-) is the potential evaporation elasticity @f Ep (-) is the precipitation elasticity @,
9Q
] pot
P, Epot (MmM/a) is the long term annual average potentiaperation,P (mm/a) is the long term annual
average precipitation ar@@ (mm/a) is the long term annual average discharge.

is the partial derivative d with respect tde,o andg—g is the partial derivative d with respect to

3.2.3.3. Variability of the rating curve parameters
An important assumption in these methods is thariability of the rating curve parameters over the

chosen modelling period. This means that we assuoomstant bed level and channel cross-sectionaver
defined period. Obviously this assumption is ndtrely valid. Sedimentation and erosion are cordimi
processes in alluvial rivers, hence there is netsingle rating curve that describes the relatiewbenH
andQ over the years (e.g. Westerbetgal, 2011). It is reasonable to assume that the laxgegbility is

in the river bed elevation (due to varying bed feyrand not in the banks. Since the high flows are
influenced rather by the total cross-sectional ,aiteia also reasonable to assume that the highsflare
not as much affected by varying bed forms as the flows. Since the goal of this research is to
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investigate the potential of modelling on stagdneatthan discussing rating curve stability it haerb
decided to accept the assumption of stable parameter a time frame of five years. We see that the
same assumption is made within the current practiéehe Endau River catchment: rating curves are o
average revised every five years. In order to iaihli account for changes in bed level and chamlyes

to replacement of the gauge or reposition of andarg that affect the low flows, a modelling periwes
chosen in which no large variations in the low flpattern ofH could be distinguished. A preliminary
recommendation is to investigate the influence wé@able value fohy, wherebyh, is recalibrated after
each considerable flood, or when a shift in stageling is observed.

3.2.4. Model forcing

The model input required consists of potential evation, precipitation and stage readings, all éatan
daily basis. For the potential evaporation the exted Penman open water evaporation has been used
(Section 2.4.3.), calculated in geographical cefith 1.5 degree spatial resolution on the basiERA
Interim, whereby for sub-catchment 1 and 2 différeells were used. For the precipitation in sub-
catchment 1, gauge 4 has been applied and for atchroent 2 TRMM data. Finally, for both sub-
catchments the observed water levels by JPS hareusad.

The calibration period was selected in a way tlwalange variations in the low flow patternidfcould be
distinguished, implying a rather constégt The model was calibrated on four years of dataging from
2003 to 2007. The first year (2003-2004) was takerspin-up time and not taken into account in the
calculation of the objective functions in Sectiof.8.1.

3.2.5. Calibration

Calibration is a process of parameter adjustmeutio(aatic or manual), until observed and calculated
output time-series show a sufficiently high degofesimilarity (Beven, 2001b). For the Endau River
catchment, a step wise calibration approach has adepted, whereby first the rating curve pararseter
were determined, while all other parameters wem kee. This means that the fixation of the rating
curve is in principle only based on the model streee and the model forcing. Model parameter values
have no influence, since they are all free (witthieir prior range). During this process, it wasrfduhat

hy could be well defined in the early steps. It wasnd easiest to first narrow the prior rangdpfafter
which the optima of the other parameters becanswaias well.

Once the rating curve parameters had been fixedohlserved stage could be translated into a resadhly
hydrograph. Subsequently, from this reanalysed dymiph, the range for the slow recession coefficien
was obtained by plotting the recession on a seqidcale (Appendix D). In the following step the
conceptual model parameters were calibrated.

Each calibration step consisted of multiple (royghd) iterations, whereby 10.000 — 100.000 paramete
sets were randomly generated using Monte Carlo lagn@\fter each iteration the parameter space was
narrowed. In this subspace, again a large numbemoiom parameter sets was generated.

3.25.1. Objectives

In order to assess model performance on differepeas of the system’s behaviour a multi-objective
evaluation approach (Gupga al, 1998) has been adopted. The models were evaloatdte goodness of
fit of the flow duration curve (Vogel and Fenness&®94; Smakhtin, 2001) (Eqg. 37), the flow duration
curve of the logarithm of the discharges (Eq. 3Bg logarithm of the discharges (Eq. 39) and the
discharges (Eqg. 40), using the Nash-Sutcliffe kficy (Nash and Sufcliffe, 1970). The Nash-Suteliff

29



Efficiencies were all calculated for the entire rallidg period, excluding the spin up period of gmrar.
The models were calibrated as such to maximizeliectives, whereby a value of 1 implies a 100% fit
while a value lower than 0 implies the model perfance is worse than when you would have taken

the mean value of the observed flows (Savenije920

Objective A:

Y(XiogrpC,i=Y1 FDC.')2
(37) NSElogFDC = = : le
Y(YiogFpCi—YiogFDC)

Obijective B:
2
(38) NSEpp = 2Fpciz¥rpci)

Z(YFDC,i—YFDC)2

Obijective C:

(39) NSE,,, = 2000 ~Viogoi)”
0gQ (Y10g0,i-Yi0g0)

Obijective D:

(40) NSE, = Zevel
)

WhereX represents the modelled valiYeis the observed (here: reanalysed) value, thecapbslogFDC,
FDC, logQ, Q, i and the overlie denote the flow duration curvéheflogarithm of the discharge, the flow
duration curve, the logarithm of the discharge,diseharge, the index and the average value.

Objective C and D are traditional objectives in thaluation of hydrological models, which directly
compare time-series with time-series. Objectiveardl B are based on a hydrological signature rather
than the exact time series. The flow duration cuoveéhe flow exceedance probability curve, indisathe
catchment’s ability to generate flows of differenagnitudes (Yilmazt al, 2008). The Nash-Sutcliffe
Efficiency of the flow duration curve (or the floduration curve of the log of the flows) is ther&for
insensitive to the timing of the peaks or even midssainfall events (as long as the statistics ef th
precipitation are well captured by the precipitatibme series): hence this metric is a useful iool
scarcely gauged basins or basins with a relativentain series of forcing data, such as the EndaerR
catchment. By taking the FDC of the log of the fipmhe emphasis is on the entire flow duration eurv
while in case of the FDC of the flows, the main éags is on the high flows. Therefore, largest
importance was given to objective A, directly folled by objective B. Objective C was considereddthir
important and objective D fourth. In this orderimiportance, two exceptions were made. In findirg th
best value fohy, main focus was given to objective C, sifigenainly influences the low flows; followed
by A, B and D. In finding the best value for expotb, main focus was given to objectives B and D,
followed by A and C. This was done because, themaptb has minor influence on the low flows, while
its influence on the high flows is considerablaég(Fe 10).
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Figure 10 — The sensitivity of the rating curve toexponentb: b has a strong influence on the high flows, while iarely
influences the low flows.

3.2.5.2. Narrowing the parameter range

The performance of each parameter value was vimehlby various scatter plots, whereby the
performance on the various objectives was ploteedus the parameter value. When the parameter was
well defined, the parameter range could easilydreowed on the basis of these scatter plots. Somsti

is was harder to distinguish the optimum range fribw plots. Therefore an additional method was
adopted in which objective thresholds were intredljdividing the sample set in behavioural and non-
behavioural models. These thresholds were defiredsiech to select the 10-25 best performing
behavioural parameter sets and reject the othdwmsseTlthresholds were model-, catchment-, step- and
iteration- dependent. The parameters ranges werertrrowed according the parameter ranges of these
behavioural models. Within this subspace, agaif®-— 100.000 Monte Carlo samples were drawn. The
number of samples used depended on the iteraticam aarly stage the number of samples was lower,
since the parameter space was still very wide gtichization was relatively easy. As the paramepeice
narrowed, more parameter set samples were reqdihedprocess of narrowing and re-sampling finished
when no significant improvement could be foundhia tbjective scores between the different iteration

3.2.6. Validation

3.2.6.1. Model validation
To check whether the models performed right forritjet reasons (Kirchner, 2006), the models hawanbe

validated on independent data, generated by runthiegnodel for a different period. The independent
modelled hydrographs were assessed on the samebifatives A to D and additional objective E: the
autocorrelation. The AC is a statistical propeftyhe river flows, indicating the time scale chdedistics

of process components. Here, the lag-1 autocawelééVinsemiuset al, 2009) was calculated, implying
that the data series is compared with the sameséaites, shifted by one day. A high AC means theitet

is a small difference between two consecutive dqadmts (Euseret al, 2013). This objective is
represented by one value for the reanalysed hyapbgand one value for each modelled hydrograph. The
evaluation criterion is calculated as Eq. 41, inolvta higher value means a better performance.

Obijective E:

AC(Qmodelied)
41) F = 1- |1 - ———————==
( ) AC(Qreanalysed)
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Where F (-) is the evaluation criterioMAC(Qmoaeiieq) 1S the lag-1 autocorrelation of the modelled
hydrograph andC(Qreanaiysea) 1S the lag-1 autocorrelation of the reanalyseddgaph.

To select the most balanced solution for each makelEuclidean distance, (e.g. Schoupst al, 2005;
Hrachowitzet al, 2013) was introduced. is considered the ability of the model to repragltite daily
flow values in the validation period, denoted as B2, In this definition a lower Euclidean distance
indicates a better overall performance.

(42) y= J(l — NSEjogrpc)* + (1 = NSEppc)? + (1 — NSE)og 0)?+ (1= NSEp)? + (1 - AC)?

Since not only the conceptual model parametersraidated on a different period, but also the i@atin
curve parameters, it is important to choose a geriavhich these rating parameters are likely tovdlél.

It is assumed that a period in which the low floattprn ofH is similar, there is potential for the same
rating curve parameters to be valid. For sub-cagstir@ no big jumps or trends lhcan be distinguished
(Figure 4b), therefore basically every period isumsed feasible. The period January 2009 to January
2012 has been chosen, whereby the first year famtas spin up time. In case of sub-catchment 1, a
suitable period is less easy to find: after 20@rkbhaviour oH considerably changed (Figure 3b). First it
was tried to validate sub-catchment 1 for the sgmod 2009 to 2012. However, the rating curve
parameters used over 2003 to 2007 gave very balls@s this period. In de validation period we ebh&
unrealistically long periods with zero flow in theanalysed hydrograph, implying that the valuehpr
used is likely too high. Additional periods haveshdested, whereby January 2007 to January 2009 gav
the least poor results.

It should be noted that this way of split-recordidation does not proof anything, since it is vékely

that the model will give satisfactory performancetlae model is trained on data from the same locati
during calibration (e.g. Pokhrel and Gupta, 20THerefore we apply additional validation methods in
Chapter 4 and 5.

3.2.6.2. Rating curve validation
The reanalysed rating curves for sub-catchmenb@nd through calibration, have been validated by

comparing them with additional discharge measur¢snevhich were performed at the discharge station
of sub-catchment 2 during a field visit (Appendix Blote that the additional measurements are caedpar
with a rating curve reconstructed for the perio@2@007. The stage readings show a relatively eohst
pattern of low flows, indicating that no drastiosion or deposition occurred over time. Moreoverjrd)
validation over the period 2009-2012 it appeareat the model with its corresponding rating curve
parameters works quite well. Therefore this metisaken as a plausible approach.

3.3.Results and discussion

3.3.1. Rating curve parameter values
Figure 11 and Figure 12 show the scatter plothefparameter value versus the model performances on

objectives A to D. The plots df, originate from a first iteration, so the entiréoprparameter space has
been taken into account. The plots for the otheairpaters originate from a second iteration, in Whie
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Figure 11 — Scatter plots in which all tested valuefor a) hy and b) the slope (of the 2-parameter definition)generated in
the random sampling process are plotted versus thescore on the four objectives described in SectioB.2.5.1. When the
optimum parameter value is clearly visible, we calthe parameter well defined.
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Figure 12 - Scatter plots in which all tested value for a) hy, b) coefficienta and c) exponentb (of the 3-parameter
definition), generated in the random sampling procss, are plotted versus their score on the four objéives described in
Section 3.2.5.1. When the optimum parameter valus clearly visible, we call the parameter well defied.
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parameter space fby has already been narrowed on basis of the fasitibn. It can be seen that in the 2-
parameter definition the optima are relatively wadifined, despite of the fact that it is one of fingt
iterations. We also observe that all objectivesnaige to the same optimum parameter range; theme is
contradiction between objectives. In case of thmfmeter definition the optimum fbg is again well
defined, as becomes clear from Figure 12a. We albserve a clear optimum range for coefficiant
(Figure 12b), while exponeit(Figure 12c) is less clearly defined. In casexgfomentb we also observe
conflicting objectives: the low flows perform begith a high value fob, while the other three objectives
find their optimum in a lower range. As explainadSection 3.2.5.1., exponemhas minor influence on
the low flows, while its influence on the high flews considerable; therefore it was decided toowathe
parameter space after this first iteration accagrdibjectives A, B and D.

The posterior parameter distributions are giveAppendix F. The best model performances are oltaine
with values forhy close to the lowest water level measured. Thécakd slopes appear to be roughly two
times higher than the estimated value through th&Qwhereby the slope possibly compensates for the
error in the roughness estimate). The posteriagadorb lies between 1.38 and 1.45, which is rather low
when compared with literature values of 1.59 (megtdar channel) and 1.69 (trapezoidal channel)
(Luxemburget al, 2011). As stated before, the value lias not so well defined. A way to improve the
calibration ofb could be to change the prior parameter range30-11.7 instead of 1 — 3, although a
thorough literature study of possible valuestdf@s recommended in advance.

3.3.2. Reanalysed rating curves
The reanalysed rating curves found for sub-catchirheand 2, using different model structures (lumped

and topography driven) and different rating curedirdtions (only for sub-catchment 2) are shown in
Figure 13 together with the original rating curvsed in the same period (2003-2007).

We observe that the rating curves are relativedgmsitive to model structure and relatively sewssito
the number of parameters used for the rating ciMiezalso observe that the rating curves, definedhf®
two model structures using the 2-parameter dafimjtshow more similarity than the curves defineidgis
the 3-parameter definition, see Figure 13b. Wefgesub-catchment 1, that the beginning of thentati
curve overlaps with the beginning of the origirating curve, which is considered to be the mosaléd
part, because it covers the range where most {iiflodischarge measurements have been done.bAt su
catchment 2 we see reanalysed rating curves teat@rsiderably different from the original curve, a
expected from the data analysis in Section 2.4HeMplotting the performed discharge measuremants i
the same figure, we observe that one measuremaste®actly on the reanalysed curve, while thersg:co
(less reliable) measurement plots slightly off thanalysed curve.

When comparing the reanalysed rating curves wihhthtorical rating curves, the graphs of Figureafet
obtained. We see that the reanalysed rating carfvegb-catchment 1 again overlap with the beginmihg
the historical curves and show an offset at thédridlows. The reanalysed curves for sub-catchrdint
within the range of historical hydrographs. Thengtcurves constructed using 2 parameters overidp w
the very first rating curve constructed in 1962jahtis considered a (if not the most) reliablengtturve.
The rating curve at the beginning of a hydrologicadéasuring campaign is often constructed by
experienced hydrologists. The rating curves whiehdeveloped in a later stage may become lesblelia
when they are constructed by so called ‘desk hgdists’: hydrologists who have limited experienne i
the field.

Using these reanalysed rating curves together thithobserved stage, reanalysed hydrographs were
formed, of which 2 examples are shown in Figureltl&an be seen that in case of sub-catchmentl, th
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low flows are rather similar, while the high flolave almost halved in magnitude, in accordance with
what was found in the rating curves. At sub-catahinZewe see a relatively big change in hydrograph i
both the low and the high flows.
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3.3.3. Influence of forcing on rating curves
Figure 16a shows the influence of 50% mBgg and 50% lesP on the rating curve. For both situations, a

clear shift to the left can be observed for thentigws, implying a lower discharge for the samagst
reading. This makes sense: an energy constrainethncant (Section 3.3.7.) that receives less
precipitation will generate less runoff and an ggearonstrained catchment that is exposed to a highe
potential evaporation will have a higher actualpmration and thus generate lower discharges.

It was found that an increase of 50%E; leads to a decrease@of 27%. Hence, the eIasticitEEpot is

0.54, implying an inelastic relation, thus a ratloev sensitivity ofQ to E,.. A decrease in precipitation of
50% leads to a decrease in discharge of almost 8¥ding to an elasticitygr of 1.6, thus an elastic
relation and therefore a high sensitivity @fto P. From Eg,,. andEp it can be concluded th& is not

linear inP nor E,.. An additional conclusion is that the primary @ni¥ strongly influence®). Since the
rating curve is strongly determined by the watdathee g = P — E — Q), the rating curve is strongly

driven by the primary drive®.

Figure 17 shows the actual evaporation and thagtoin UR in sub-catchment 2 over time, accordireg t
lumped model forced by 100%,, and 150%E,, in which the maximum storage capacity of UR is
similar in both models. To indicate wet and dryipes, the precipitation has been plotted as wettah

be seen that the higher potential evaporation catse actual evaporation to be higher in periods wi
precipitation and lower in the periods with lithe no precipitation. The former is caused by thet fhat
the Endau River catchment is energy constrainegdlyimg that a higher potential evaporation leads to
more actual evaporation in periods with enough tonoésavailability. The latter is a result of theyher
evaporation flux, which causes the storage in tRet®drop faster and lower, visible in the middiagh

of Figure 17. Under dry circumstances this canltésless actual evaporation despite the higheeal
evaporation, due to a lower actual storage in B &s indicated in Figure 16b.

3.3.4. Model parameter values
The posterior parameter ranges of the six develapedels, as specified in Table 4, are given in

Appendix F.

3.34.1. Lumped
Between the two lumped posterior parameter setsstitrcatchment 2 (based on the 2- and the 3-

parameter definition), no large differences aresoled. In sub-catchment 1 we find higher valuesfgr
Simax @and Praxand a lower value foKs compared to sub-catchment 2. All other parameiptinise to
roughly the same range. These differences couléxpéained by the difference in topography. Sub-
catchment 1 is hillslope dominated (Figure 2b arabl@ 1), with tropical rain forest as dominant
vegetation, while sub-catchment 2 is wetland doteihawith grass land and crop land as dominant
vegetation. Tropical rain forest has a higher rdption capacity and deeper roots which comes aith
larger maximum storage capacity in the root zome fst recession is faster (according to the lin
process) for the hillslope dominated sub-catchrtteant the wetland dominated sub-catchment, thisdcoul
be due to a higher gradient, causing the poteetiafgy and thus the kinetic energy to be highevedls
The higher percolation in the hillslope dominatesb-satchment could be caused by this same
characteristic (higher gradient) and additionaljtie fact that hillslopes may have soils with maracro
pores, caused by for example a more intensivezaog, as a result of which percolation is easidrthos
larger.
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3.3.4.2. Topography driven
In between the two topography driven posterior petar sets for sub-catchment 2 (based on the 2- and

the 3-parameter definition), the only parametet giges considerably different resultsljg,w: a higher
value is found for the 2-parameter definition. #tuld be that the (too) low value found using the 3-
parameter definition is the result of over-paramsétion. In both sub-catchments we find tifatis
higher than 1, whilé,, is lower than 1, implying that hillslopes only ¢obute when the soils are enough
saturated, while there is always runoff from wedlnT his could be explained by the theory that pore
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only connect when the saturation level is high e@moge.g. Savenije, 2010). The topography based
parameter ranges confirm the faster recession ddwshillslopes rather than wetlands: models witgre

< Ktw, perform better than the reverse. It is found atand K of sub-catchment 1 are shorter than
those of sub-catchment 2. If the latter theorydhdy this faster recession may be caused by #epst
gradients present in sub-catchment 1. Last findnthat thelaw and S, maxw Of sub-catchment 1 are
considerably higher than found for sub-catchmenfllis may be caused by differences in wetland
vegetation, or the fact that there is too littletlewed in sub-catchment 1 to correctly define these
parameters.

3.3.4.3. Lumped versus topography driven
When we compare the value forof the lumped model with the value oy, of the topographical model,

we observe a large differend®y, is roughly 0.3, whild is 0.7. Both parameters split the runoff in a fast
componentd or Dy) and a component of preferential flow to the gabwater reservoirl-D or 1-D).
This difference is in the first place possible,csirthe models are conceptualised differently, ircivh
similar parameters can show different behaviouco8dly, in the topography driven model, the recharg
determined byl-D is the only flux that routs into the groundwateservoir and this flux is only generated
on the hillslopes. Meanwhile, in the lumped modkk flux indicated byl-D occurs over the entire
catchment, additionally, the lumped model also hapercolation flux leading into the groundwater
reservoir. Therefore it makes sense that the vi@ué-D is higher for the topographical model than for
the lumped model.

When we compare the value §fax (the maximum storage capacity in the root zonebha lumped
model with theS, maxhand S, maxwin the topographical model, we observe in subkraent 1 thaf, xS
within the range of th&, naxn While in sub-catchment &, .«is within the range 08, maxw This can be
explained by the fact that sub-catchment 1 is dateth by hillslopes, while sub-catchment 2 is doneida
by wetlands.

3.3.5. Hydrographs and flow duration curves
Appendix H gives an overview of all six sets (asdfied in Table 4) of modelled hydrographs andvflo

duration curves during calibration; Appendix G givthe corresponding objectives scores. We observe
both qualitatively (visual inspection) and quarititaly (objective scores) that all models are veddle to
mimic the flow duration curve and the flow duratiomrve of the logarithm of the flows. In case obsu
catchment 1, objectives A, B and D give similarrssdor the lumped and the topography driven model,
while the lumped model has a significant higherfqrenance on objective C (low flows). For sub-
catchment 2, the two topography driven models Ardwo lumped models show similar performance on
objectives A to D.

When we look at individual events we see that altlels miss several peaks or generate peaks while no
peaks have been recorded. Both observations canéé¢o the scarcity of the precipitation data #ed,
latter could additionally be caused by missing stegadings. We also observe over- and underestimati
of peaks, possibly caused by the scarcity of tlegipitation data set or a wrong model conceptuadisa
Another reason for the underestimation of the peakad be the influence of backwater effects. Dgirin
high flow periods, the water transports all kindsdebris due to which some blockage may arise with
backwater as a result. Backwater causes the weater &t the location of the gauging station to logér

or lower while the same flow is present. When thetsgje readings are subsequently used to calculate
discharge, too high discharges are obtained. Thaeheol underestimation of the peaks may thus ih fac
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be an overestimation of the reanalysed peaks. Buarifield campaign, it has been observed thabstati
measures just upstream from a bridge, backwatkreinée at this station is therefore very likelyotcur
during high flows.

3.3.5.1. Decomposed hydrographs sub-catchment 1
In Appendix H also decomposed hydrographs are shaiereby is distinguished between the different

process components. When we look at the decompogdgraphs of sub-catchment 1, we see in the
lumped model that the fast outflow accounts for thedghe peaks; only during extreme events thedrapi
surface overland flow (SOF) process becomes adfik@an the decomposed hydrograph it can be seen
that SOF occurs at the beginning of 2004; apanhfitlis moment, there are three other events witR.SO
This corresponds with what was observed under wety but not extremely wet conditions in the field:
no SOF was observed.

For the topography driven model we observe thatatbeking of hillslope and wetland is rather similar
both processes are active during the relatively’ ‘deason and the ‘wet’ season and have a similar
recession slope. This behaviour could be explaimethe fact that the Endau River catchment is laerat
wet catchment, as a result, the moisture levethéroot zone is always high enough for the hillsopo
generate runoff. Consequently, the peaks are alsduped by the hillslopes and wetlands together,
although the wetlands take the biggest share. @tterlis striking, as sub-catchment 1 is hillslope
dominated. The relatively low contribution of thildlopes may be explained by the fact that hilEs
have a larger interception capacity and transpmatiotential due to which more water is quickly
evaporated. However, according to the topograpiwedmodel, the hillslopes evaporate (all evaporati
fluxes included) on average only 0.2 mm/d more tienwetlands. Another reason is that a considerabl
part (+/- 70%, see Section 3.3.4.3.) of the préatigin that falls on hillslopes ends up as prefeaéflow
which recharges the groundwater reservoir, asdtriess water ends up as fast runoff and therdfuee
share of the hillslopes in the peaks is low.

The high flow peaks in the ‘wet’ season are equail mimicked by the lumped and the topography
driven model, however, when we look at the peakinduow flows, we see that the topography driven
model gives better results; the most likely rea®onhis, is the addition of the wetland structushich is
able to generate peaks, regardless the moisturggstin the root zone, due t@g lower than 1 (Section
3.3.4.2.). Additionally the residual storage capaii wetlands is only limited due to shallow salsd a
shallow water table depth.

3.3.5.2. Decomposed hydrographs sub-catchment 2
In the lumped decomposed hydrographs of sub-catchinee also observe that the fast outflow accounts

for practically all peaks; SOF only occurs at tmel ef 2006. Direct reason for the less frequent SOF
events is the higher threshold,s. The model is probably optimised to this higheeginold, because the
value for §maxiS much lower than in sub-catchment 1. In this Wagher peaks can easily be modelled,
since there is less storage capacity in the roog:zan extra low threshold causing SOF is apparewti
necessary.

In the topography driven models for sub-catchmenwv® observe that the wetland share is even larger
than in sub-catchment 1, as a result of the wetldmahination. The same explanations are valid as
described before. Similar to what was found in satshment 1, we see the peaks in the ‘dry’ season a
relatively better represented by the topographyedrimodels, the most likely reason for this is adhé
addition of the wetland structure.
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3.3.6. Model validation
Appendix | presents an overview of the hydrograpim&l flow duration curves during validation,

Appendix G gives the corresponding scores on ttiwitlual objectives and the Euclidean distancdhe
models for sub-catchment 2 look rather good, wttike models of sub-catchment 1 seem not very well
able to mimic the reanalysed hydrographs. Therladtdikely caused by the fact that the paraméter
could not be transferred to this new period: weeoles a clear shift between the reanalysed and nheodel
flows, which could be caused by a too high valuehfo Another possible cause is that the stage data is
flawed, since after 2007 the behaviour is conshlilgrdifferent than before and a lot of data is rimgs
Validation of sub-catchment 2 gives reasonableescon all objectives. The topography driven models
score better than the lumped models on objectivesdB D, objectives that focus on high flows. This
could be explained by the working of the wetlamdtHis landscape class, the dominant runoff geioerat
mechanism is saturation excess overland flow,eadbprocess that shows a fast response to prattdpit
and thus account for the sharp and high peaks. Bdtter performance is obtained on objective Ectvhi

is a statistical property of the river flows, indiing the time scale characteristics of processpomants.
This could be caused by the fact that the topograpiven model is able to generate different preess
(e.g. shallow sub surface drainage, saturationssxoeerland flow) with different time scales.

y gives very bad results for sub-catchment 1, duiaeédow scores on the individual objectives. Ith-su
catchment 2y gives best results for the topography driven ned€he most balanced solution (i.e. the
best score fop) of the two topography models created, is the whereby two parameters were used to
define the rating curve (Appendix G). This is midgtly caused by the fact that the parameter inZhe
parameter-defnition were better defined that thindhe 3-parameter definition and therefore gimetier
representation of reality.

3.3.7. Catchments on Budyko
Out of curiosity and to perform a sanity check, shb-catchment positions on the Budyko curve (Bogdyk

1974) have been determined and plotted, shownguar&il6b (blue and red markers). We see that both
sub-catchments end up at roughly the same locationhe segment representing energy constrained
conditions. Wet and humid catchments, such as tigalE River catchment, are often energy constrained
rather than moisture constrained, thus this outciemet unrealistic. It is striking however, thaitb sub-
catchment 1 and sub-catchment 2 plot on roughlsdimee location on Budyko, while the sub-catchments
show obvious dissimilarities in e.g. landscape. Wéaild for example expect sub-catchment 1 to have a
larger runoff coefficient due to the dominance itlslopes, however, this is not reflected here. Sheilar
positions could be the result of the stage calibmatwhich is strongly driven by the water balanite:
allows the discharge to be adjusted toRrendE,.. Therefore the location on Budyko is no proof of o
rating curve to be correct.

When sub-catchment 2 is forced by a higBgor a lowerP, the location on the Budyko curve (green
markers) moves away from the energy constrainetheeg This makes sense, as the dryness index as
well as the evaporative index increases as a resalhigherE,./lower P and a loweR.
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3.4.Conclusion

On the basis of the results in Chapter 3, we caifiroo hypothesis 1: Calibrating a rainfall-runofoctel

on stage does reduce discharge uncertainty inygariged basins. Calibration on stage gives plausib
results in the poorly gauged Endau River catchrapdthas potential for being applied more widely.

The most important findings with respect to calilma on stage are that the rating curve parameters
well defined in case of the 2-parameter definitéod optimise to values that correspond to the physi
property they represent. This implies that the t@aldiof rating curve parameters does not increlaseisk

of over-parameterisation. In a sensitivity analysiswas found that the reanalysed rating curves ar
insensitive to model structure and not very serssitb the potential evaporatiarhile a strong sensitivity
was found to the precipitatidiorcing. The models that were found through catibraon stage are well
able to mimic the reanalysed hydrographs, whilevas impossible to find a good fit for the original
‘observed’ hydrographs. In sub-catchment 2, we esthat the reanalysed rating curves overlap thigh
discharge measurements done during the field Vsititionally, an overlap is observed between the
reanalysed rating curves of sub-catchment 2 andirdtehistorical rating curve, which is considerda
most reliable rating curve. In sub-catchment 1,0olserve a clear overlap with the initial sectiorths
original rating curve, which is considered the nrediable part.

After the rating curves had been established, théetrhypotheses on catchment behaviour were tegted
conventional methods. The most important findingsrf this analysis are that during calibration, the
lumped and topography driven models show the sarfermance, while during validation on a different
period, the topography driven models give the mwstinced solutions. It was found that models,
calibrated on reanalysed hydrographs based onwthearameter definition, give the best results in a
different period.

To improve the general applicability of this appriean other catchments, it is recommended to us&th
parameter rating curve definition, in which bothrgraeters are well defined and with which the most
stable models are found. This method requires €essonal information, therefore it is recommentted
always perform an adequate survey of the gaugitgy (profile, hy, slope). In this research the cross-
sectional area has been assumed to be trapezipmesh@his is no natural cross-sectional shape,
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therefore it is recommended to test the performafigepower function and a cosine function to déscr
the natural shape of the cross-sectional area.h&n@issumption in this study is the constant vidué,,
however, erosion and sedimentation are continuousepses. It is therefore advised to kbgdynamic:
recalibrateh, after each considerable flood, or when a shifitage readings is observed. Since the rating
curve is strongly driven by the water balance drelwater balance in its turn by the precipitatibris
recommend to perform a solid rainfall analysis.

To check whether the models perform right for fgbtrreasons, it is recommended to validate thealsod
on independent data, preferably by application thfferent catchment in a similar climate (as shawn
Chapter 4). To validate the reanalysed rating citrisrecommended to carry out at least two dispha
measurements during a short field visit.
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CHAPTER 4

Hypothesis two: Topography driven rainfall-runoff models
are better transferable than lumped rainfall-runoff models







4.1.Introduction

The split-record validation, as described in Sec8d.6.1. does not proof anything, since it isylikely
that the model will give satisfactory performanoeai different period, as the model is calibratedlata
from the same location (e.g. Pokhrel and GuptalR0h this chapter the models are therefore vididla
by transfer to a close by sub-catchment. In thig,itas tested whether the models are able toodymre

the hydrologic response in a catchment they havdeen explicitly calibrated on (Gab al, 2013) This
type of validation yields insight in the procesalimn and the predictive power of a model. When the
validation gives good results one could see thia Bgalisation for application of the model toimikar
ungauged catchment.

Additional implication of good validation results the implicit validation of the calibration onage
approach: the model is tested on its capabilityefaroduce the hydrologic response of an independent
catchment, whereby the hydrologic response waseatbfrom a rating curve that was calibrated onestag
Thus, when an independent model is able to repmthis response, this implicitly validates the aggh

of calibration on stage.

4.2.Methods

The behavioural calibrated parameter sets foundh®lumped model and the topography driven model
for sub-catchment 1 have been transferred to stdmreent 2 and vice versa. This resulted in 6 newly
modelled hydrographs. These newly modelled hydpitggahave been compared with the existing
reanalysed hydrographs of the two sub-catchmenthenWtransferring to sub-catchment 2, the
hydrographs were thus compared with both reanallgddographs of sub-catchment 2 (based on the 2-
and the 3-parameter definition). An overview of thensfer process is given in Table 5. In the fiems
process, only the model parameter sets were traedfeall other (location dependent) factors, werpt

the same, being: the rating curve parameters,aitténfy and in case of the topography driven molel t
parameters describing the part of the catchmessifiad as wetland/{) and hillslope Ifl) (Section 2.3.,
Table 1).

The model outcome was evaluated on the four indalidbjective functions A to D (Section 3.2.5.Injla
the Euclidean distance, calculated according Eq. 43. Note that here,Bbelidean distance does not
include the term on objective E, the autocorretatio

( 43 ) Y = \/(1 - NSElOgFDC)Z + (1 - NSEFDc)Z + (1 - NSE]OgQ)Z + (1 - NSEQ)Z

In which NSE;,4rpc (-) is the NSE on the flow duration curve of togarithm of the discharges (Eq. 37),
NSEgppc (-) is the NSE of the logarithm of the dischardes|. 38), NSEjogo (-) is the NSE of the
logarithm of the discharges (Eq. 39) anslE, (-) is the NSE of the discharges (Eqg. 40) (SecBi@5.1.).

4.3.Results and discussion

Appendix G shows the individual objective scoresl dhe value for the Euclidean distange,and
Appendix J shows the hydrographs and flow durattanves during validation on a different sub-
catchment. The differences in percentage betweemdhbration and different sub-catchment validatio
are shown in Table 5. The most stable solutioninduransfer are obtained with the topography drive
models trained on sub-catchment 2.
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4.3.1. Sub-catchment 2 to sub-catchment 1
Appendix J shows that the transfer of the lumpediet® from sub-catchment 2 to sub-catchment 1,

results in an overestimation of the peaks and aemastimation of the low flows. In Table 5 this pve
and underestimation results in a large decreaperiormance. The hydrographs and flow duration esirv
of the transferred topographical models look re&yi good, which is confirmed by the relatively low
decreases in performance in Table 5. The topogrdptgn models show good performance on especially
the flow duration curve and the logarithm of th@aflduration curve simulation (objective A and Bhi§
illustrates the robustness of the topography driredels in the flow frequency simulation. Also the
integrated Euclidean distance shows a better &eatsfity of topography driven models than lumped
models.

The reason for this clear difference in performaigé¢hat topographical models distinguish between
different topographical classes, while a lumped ehaibes not. A lumped model has parameter values
which represent more or less the average of theafipadistributed parameters values within thidsu
catchment. When such a lumped model is transfaoeal catchment where the spatial distribution, is
different (e.g. caused by differences in topograbbiween the two considered catchments), the model
parameter values are no longer valid. This probierargely overcome when different topographical
classes are distinguished, as done within the tapby driven model. It is assumed that these differ
topography classes have a similar working in d#ffércatchments (since the classifications reflect
different runoff mechanisms and land cover) and tie parameters of a topographical model are fpeci
for the topographical class they describe in aagerclimate; hence the parameter values of the
topographical model have much more physical meamfitgen a topography model is transferred to a new
catchment, the distribution of the topography @ass adjusted to the distribution in the new caweht,

so that the model is a more reliable representatiavhat actually happens in the catchment. Innapled
model this cannot be done.

4.3.2. Sub-catchment 1 to sub-catchment 2
In Appendix J we see that transferring the lumpediehof sub-catchment 1 to sub-catchment 2 leads to

an overestimation of the low flows for both reasely hydrographs (3-parameter and 2-parameter
definition). The high flows of the modelled hydragh correspond rather well with the high flows fué t
reanalysed hydrograph based on the 3-parametaitaefi The high flows of the reanalysed hydrograph
based on the 2-parameter definition are considgtabher and underestimated by the model.

Appendix J shows that the transfer of the topogyaistven model of sub-catchment 1 to sub-catchrent
gives better results than the lumped models. Thaelrie well able to mimic the reanalysed hydrograph
the 2-parameter definition, while with the 3-paréenealefinition the high flows are mostly overesttath
and the low flows slightly underestimated. Thidikely caused by a wrong estimate of the exporent
(not well defined in calibration), due to which treanalysed high flows are lower. Table 5 confithet

the most stable solution during transfer is aghim topography driven model (with respect to the 2-
parameter definition reanalysed rating curve). We again good performance on especially the flow
duration curve and the logarithm of the flow duwaticurve simulation (objective A and B). This
illustrates the robustness of the topography drimedels in the flow frequency simulation. The imtgd
Euclidean distance also confirms the best transferaodel is the topography driven model: this nhasle
well able to mimic the hydrologic response of theaameter definition.
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Table 5 — Differences in percentage between objeati scores during calibration and objective scoresuting validation on

a different sub-catchment. Green indicates an inci&se, or a decrease in performance of less than 10%gllow indicates a
decrease between 10-25%, orange indicates a decredmetween 25%-40% and red implies a decrease highdran 40%.

NB C2, 3 par denotes: sub-catchment 2, 3-parameteefinition.

A objective scores

Model type From Transferred to

A B C D Y
Lumped C1, 3 par C2, 3 par -15% -10%
P C1, 3 par C2, 2 par -22% -10% -14%
Tono C1, 3 par C2, 3 par -85%
P C1, 3 par C2, 2 par -54% 23%
Lumped C2, 3 par C1, 3 par -16% -11% -81% -13% 64%
s C2, 2 par C1, 3 par -23% -139% 125%
Tono C2, 3 par C1, 3 par -18% -25% 20%
P C2, 2 par C1, 3 par -12% 14% 21%
GooD

4.4.Conclusion

The most important finding of this chapter is th@bography driven rainfall-runoff models are better
transferable than lumped rainfall-runoff modelse3& models show good performance on especially the
flow duration curve and the logarithm of the flowrdtion curve simulation (objective A and B), which
illustrates the robustness of the topography driredels in the flow frequency simulation. Also the
integrated Euclidean distance shows better traaisiléy of topography driven models as compared to
lumped models. Therefore, hypothesis 2 is confirm@gography driven rainfall-runoff models are bett
transferable than lumped rainfall-runoff models.isThmplies that the process realism and predictive
power of the topographical models is higher thatheflumped models.

A second finding is the validation of the stagdlration approach: the topography driven modelsewer
capable to reproduce the hydrologic response ofndapendent catchment, whereby the hydrologic
response of the independent catchment was denigedd rating curve that was calibrated on stages Th
adds to the credibility of the proposed method alfbcation on stage. It was found that the tramsfir
models were better able to reproduce the hydrol@giponse based on the 2-parameter definitionghan
the 3-parameter definition. Therefore it is (ireliwith the conclusion in Section 3.4.) recommertdegse
the 2-parameter definition which requires a sofimss-section survey.
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CHAPTER 5

Hypothesis three: Linking a rainfall-runoff model to a steady
state salt intrusion model offers mutual model impovement







5.1.Introduction

5.1.1. Motivation
Many people in the world live in coastal areas resdnaries, as estuaries function as a sourceodfdnd

as a transport link between river and sea. Addifignthe lands adjacent to estuaries commonly lilage
perfect characteristics for agriculture: soils &eeile, the land is flat, and fresh water is ashié
(Savenije, 2012). Salt intrusion can be a problemafgriculture and drinking water in these regions.
Models are required to understand the processemtheence the salt intrusion and the possiblea# of
environmental changes or human impacts. A lot séaech was done on one-dimensional salt intrusion
models (e.g. Van der Burgh, 1972; Fischer, 1974n&manathan, 1975; Prandle, 1985; Savenije,
1986,1989,2003; Van Rijn, 2011). An important pagten within these models is the river discha@e,
(e.g. Nguyenet al, 2006). In the most favourable case that the rdischarge is actually measured
upstream of the estuary mouth, it is done at atpuirere tidal influence is no longer present. Tgomt is
often only reached at dozens of kilometres upstrednthe estuary mouth. Contributing streams
downstream of this point are not taken into accowesulting in an underestimation of the actual
discharge. Therefore, the uncertainty error inrridischarge can be rather high, which directly states

in an uncertainty in the modelled salt intrusiomgth.

Another main research topic of hydrologists is timelerstanding of catchment hydrology to predict e.g
river discharges, by application of for example anaeptual rainfall-runoff model, as done in this
research.

Now as it can be noted, there is a clear connebitween a predictive salt intrusion model andrfaith
runoff model: both topics deal with a river disa@reither as the model input or outcome. This t&rap
aims at highlighting the vast variety of mutual oppnities which the coupling of these two fields o
study offers. To illustrate, a worked out examglgiven of the estuary of the Endau River catchrirent
South-East Malaysia.

5.1.2. Worked out example
On the 28 of March in 2013, the salt intrusion length wasaswed for the Endau River estuary, as

reported by Nijzink (2013). To calculate this samiusion length using a steady state salt intrusio
model, the fresh water discharge of the river ipineed as input parameter for the model. Howewverthe
day the salt intrusion length was measured, onk/diacharge station was active, corresponding thigh
discharge coming from the orange shaded area uwd-ijf9. One can imagine that the intrusion length
calculated using only this discharge will be higblyerestimated, since the fresh water discharbeghdy
underestimated. A rainfall-runoff model that simekathe river discharge at the mouth of the estuary
could be the solution to this problem.

The other way around, the required dischaf@@ to generate a certain salt intrusion length, lmarback
calculated using the steady state salt intrusiodeh®ubsequently, the value f@rcan be compared with
the discharge predicted by the rainfall runoff madel in this way facilitate the validation of thpscaled
model.
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Figure 19 — a) The upstream area flowing into thestuary with the gauged sub-catchment shaded in orgre and b) the full
catchment classification into hillslope, terrace,lsped wetland and flat wetland.

5.2.Methods

5.2.1. Discharge from salt intrusion model

The discharge from the salt intrusion model wasudated with a steady state model based on theytheo
developed by Savenije (2012). Savenije (2012) stidiat the shape of alluvial estuaries can be itestr
by exponential functions. The longitudinal disttilbn of salinity, tidal damping, phase lag, wavéedgy
and velocity can be computed on the basis of t@ugy, tidal condition, fresh water discharge, foict
the salinity and the tidal amplitude at the estuanuth. The most important equations are showngin E
55 to Eq. 65 in Appendix L.

The unknown parameters in these equations have Hewmrmined through various methods: the
parameters, C, E andP; were based on a tidal dynamics model (@@ail, 2012; Savenije, 2012) and the
parameter§ S, S, a, b, h, x, A, By, hg andT were directly obtained from field measurementsthvttie
knowledge of these parameter values, the saltsiminuengthL was calculated. To check the sensitivity
of Qs to L, a sensitivity analysis was performed.
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5.2.2. Discharge from rainfall-runoff model

5.2.2.1. Model selection
The model that has been developed for one of thecatchments and performed best during calibration,

validation (on a different period and different atahent) was selected for upscaling to the full Enda
River catchment to simulate the discharge at theaeg mouth. It was assumed that when a model
performs well on two sub-catchments within the ftdtchment, (while it was only explicitly trained o
one of these), the upscaled model should be absémolate the hydrologic response of the full Endau
River catchment as well. Since a model is usedwhatcalibrated on stage, good validation resuitsd
coupling implicitly confirm the potential of calition on stage as well. Appendix G shows that #st b
model is the topography driven model for sub-catethin2, calibrated on the reanalysed hydrographdbase
on the 2-parameter definition for the rating curve.

As explained in Section 3.2.5., not one best pat@neet has been selected, but a set of behavioural
parameters sets. The upscaled model was run forf #ilese behavioural parameter sets over the gerio
2003 — 2013. This resulted in a set of time sesfedaily flow values at the estuary mouth. To have
value to compare with the discharge from the sétision model, the typical discharge was calcdla®
the average of all behavioural models.

It should be noted that the parameters descriliiagptirt of the catchment classified as wetlamy gnd
hillslope H), were set according the classification of thé Ehdau River catchment. The full Endau
River catchment is classified as 75% wetland ar¥d B8Islope, as visualised in Figure 19 and quéaeif

in Table 1.

5.2.2.2. Forcing
For the precipitation forcing a representative tseeées has been used originating from TRMM dakee T

TRMM cell used was selected as follows: the lorrgiteannual average of all TRMM cells covering the
Endau River catchment was calculated. Subsequéhéyaverage of all these long term annual averages
was taken. The TRMM cell that has a similar anmvalrage and is simultaneously located most ceptrall
was selected. The long term annual average waslatdd in two ways: in the first method only theifo
years of actually used data were included; in #wmsd method all ten years of available data weegl.u
Both methods resulted in the same decision for rdq@esentative TRMM cell. For the potential
evaporation, again the corrected Penman open \eatgioration was used (Section 2.4.3.), originating
from the geographical cell covering the largest pathe catchment.

5.2.2.3. Travel time
As specified in Section 3.2.1., no routing functiwas included in the model structure, since timivag

before considered unimportant. However, now wecamparing absolute discharges, at a point where
channel routing without doubt plays an importané riGavenije, 2009a), since the travel distancth¢o
estuary mouth is considerably longer than withia thdividual sub-catchments. Therefore, it is very
likely that the actual discharge at the mouth itagld by a few days, implying that the discharge
calculated by the model is in fact the discharge will arrive a few days later. To get a roughraate of

the delay, the time was calculated it takes forgewdrop to travel from the furthest part in thécbment

to the estuary mouth (as the crow flies). The maxmndistance a drop has to travel is roughly 80 khe
average flow velocity, based on observed flow viiles within the catchment, was estimated at 0.5. m/
The travel time was therefore calculated as roughiiays. The total discharge was delayed by thie.ti
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We realize this is only a very rough estimate, whgrwe do not distinguish between different defays
different fluxes, however we do think the delayéscharge is more representative than the non-delaye
discharge. It is highly recommended to apply modgaaced methods that account for the delay to
improve the general applicability in other catchisen

5.3.Results and Discussion

5.3.1. Modelled discharges
The salt intrusion length,, measured on the $&f March is roughly 29 km. The steady state saltieh

gives a corresponding average daily river dischafgeughly 80 ri¥s. This discharge is highly sensitive
to the measured salt intrusion length: using Eq—584 (Appendix L) it was calculated that a 10%
decrease/increase linresults in a 25% increase/decreas@iimplying an elasticity of 2.5.

The average daily discharges predicted by the lggcainfall runoff model, on and five days priorthe
day of measuring are shown in Table 6. Figure 20vshthe fresh water discharge over time at theaegtu
mouth from the rainfall-runoff model (black and gnegraphs) with respect to the predicted fresh wate
discharge by the salt model (red dot). The blaelplgs represent the non-delayed discharge, whdreas t
green graphs represent the 2-day delayed dischalthpeugh (or thanks to?) the considerable amodint o
uncertainty present, the results show that the twamlelled discharges are within the same order of
magnitude. If we assume that the estimated delagri®ct, the discharge according to the rainfafieff
model is roughly 102 ffs, which gets already closer to the 8f/stpredicted by the steady state salt
intrusion model. Moreover, the delayed hydrograpbsdnot take account of the wave attenuation, which
would reduce the modelled value of 103/sreven further. This adds to the credibility oé thpplied
methods: the upscaling seems reliable. Since tlsealgd model originates from a model that was
calibrated on stage, the calibration on stage ntethdmplicitly validated as well. However, we only
compare one moment in time, which is not very coaivig. This method would gain more confidence
when longer time series were compared. In this Way also possible to not only verify the absolute
value, but also the trend.

5.3.2. Uncertainty
In addition to the fact that comparing one momentirne is not very convincing, there is also adbt

uncertainty present in the models that give a ptixsti for that very moment. Both the salt model’s
discharge and the rainfall-runoff model’s dischaage sensitive to various error-sources. Impoiitsues
that may have a large effect on the rainfall-rumofidel's discharge are upscaling of the model &ed t
effect of ocean backwater in the estuary. Due ¢ontdening of the estuary the fresh water flood evisv
attenuated even more, due to which peaks arerfetteut (Savenije, 2012). In the upscaling proeess
deal with heterogeneity and variability in the tambent, where the term heterogeneity is commonlg use
for media properties (such as porosity) that vargpace, whereas variability is typically usedffores
(such as evaporation) or state variables (sucliasnsisture) that vary in space and/or time (Bliset

al., 1995). The heterogeneity and variability are Ipasiccounted for by distinguishing between the
topographical classes, but this may not be sufficiBisparity in e.g. geology or land use may bespnt

in between the wetlands of the sub-catchments lamavetlands of the lands closer to the delta, tiegul

in different behaviour and thus a different hydgito response. Another factor imposing a large
uncertainty is the lumped precipitation forcing: ri@ality the precipitation has a highly heterogenic
character. To better account for heterogeneityégipitation one could apply distributed precipdatas
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Figure 20 - Discharge at the estuary mouth accordinthe steady state salt intrusion and upscaled rafiall-runoff model.
The black graphs represent the non-delayed dischaeg while the green graphs include a delay of 2 days

Table 6 - Average daily non-delayed discharge at®mry mouth according the upscaled rainfall runoff model.

Date Average daily discharge {fs)
23-3-2013 51
24-3-2013 77
25-3-2013 107
26-3-2013 102
27-3-2013 150
28-3-2013 131

input, while keeping the model parameters lumpegl feenicia, 2008).

Concerning the uncertainty within the dischargedjmted by the salt intrusion model, we can address
several uncertainty factors as well. In the way sh# intrusion model was used here, the most aatev
uncertainty is the uncertainty within the measusett intrusion length. It was shown in a sensiivit
analysis that this parameter has a large influencehe predicted discharge: a 10% decrease/incheése
results in a 25% increase/decreas®jrimplying an elasticity of 2.5. Therefore it is veimportant to
work adequately when performing field work.

5.4.Conclusion

It can be concluded that there appears to be patdat mutual model improvement when linking a
rainfall-runoff model to a steady state salt inibasmodel. The prediction of a salt intrusion modeuld

be improved by a more realistic input value for filesh water discharge, originating from the preédic

of a rainfall-runoff model. Meanwhile, the respordehe upscaled rainfall-runoff model can be vaiéd

by the back calculated fresh water discharge og#iteintrusion model.

The single discharge prediction that was compahesved good resemblance. Therefore hypothesis 3 is
confirmed: Linking a rainfall-runoff model to a agly state salt intrusion model offers mutual model
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improvement. However, this confirmation is only &dson preliminary research, to really verify the
mutual model improvement, it is recommended togrerfextra research, whereby a longer time series is
investigated. Future application could be the lgk&o a non-steady state salinity model. Such aemod
requires continuous input of discharge data, whamlld be supplied by the rainfall-runoff model.

To improve the method of upscaling it is recommehdte use a distributed precipitation forcing to
account for the heterogeneity in rainfall and applgre advanced methods to account for for possible
delay due to channel routing and wave attenuation.

The relative good performance of the upscaled mateh validated on the salt intrusion model condirm
the predictive power of the model. Since the mada$ calibrated on stage, this approach is implicitl
validated as well. This adds to the credibilityttod proposed method of calibration on stage.

56



CHAPTER 6

Concluding remarks







In this research it was shown that calibrating mfadi-runoff model on stage reduces discharge
uncertainty in scarcely gauged basins; topograpiwend rainfall-runoff models are better transfeeabl
than lumped rainfall-runoff models; and linking atsintrusion model to a rainfall-runoff model offe
mutual model improvement.

Calibration on stage gives plausible results ingberly gauged Endau River Catchment and has pakent
for being applied more widely. It offers a simph®tigh robust method that eliminates the requireroent
error-prone discharge measurements. It was fouatdinhthe method whereby the rating curve is define
by two parameters, the rating curve parametersvaliedefined and optimise to values that corresptond
the physical property they represent. This impthest the addition of rating curve parameters dags n
increase the risk of over-parameterisation. Inresiggity analysis, it was found that the reanatysating
curves are insensitive to model structure and ot gensitive to the potential evaporatidnile a strong
sensitivity was found to the precipitatiéorcing. The models calibrated on stage are we# & mimic
the reanalysed hydrographs, while it was imposstbldind a good fit for the original ‘observed’
hydrographs. During validation on a different pdriend a different catchment the models calibrated o
stage were able to simulate the hydrologic respaaseell.

The transfer of topography driven models to a déffé catchment gives better results than the tearosf
lumped models. This implies that the process meadind predictive power of the topographical modéels
higher than of the lumped models. This finding isoaimportant for studies on ungauged basins: a
calibrated topographical model found for a gaugatdlament can be readily applied to a similar ungdug
catchment in a comparable climate.

Finally, there appears to be potential for mutuatiel improvement when linking a rainfall-runoff med
to a steady state salt intrusion model. This metioadd improve the prediction of the salt intruslength

by the salt intrusion model and function as a wawalidation for the rainfall-runoff model. Future
applications could be the linkage to a dynamicisétision model. This model requires continuoysuin
of discharge data, which could be supplied by #irfall-runoff model.
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Appendix A — Catchment delineation

This appendix elaborates on the method to delindegevarious catchments that were studied in this
research. The basis for the catchment boundarie<igjital Elevation Model (DEM) that was obtained
from radar altimetry in the Shuttle Radar Topogsaptission (SRTM). The DEM data from this space
mission covers most of the populated regions ofttbdd and is freely available at a spatial regolubf

3 x 3 arc seconds, equal to about 90 x 90 metetmdrthe equator. The DEM data has a vertical acgur
of 16 meters and a horizontal accuracy of 20 mgfesry et al, 2007). To obtain actual catchment
boundaries, the DEM data was further processethénGIS program ArcGIS 10. The DEM was first
corrected for possible ‘pit’ cells: cells that hage unrealistically low value, causing wrong drg@a
directions when not corrected for. After correctimhthese pits, the slopes between neighbourinig cel
were calculated. From this slope model, the dradrdigection was calculated, whereby was assumed tha
water will flow in the direction with the steepegtadient, according to the D8 method, introduced by
O’Callaghanet al. (1984). Subsequently, one can determine the nuwibeells that flow into a certain
cell (pour point cell). Each pour point has its ogpecific catchment area. Now it is just a matter o
determining a pouring point, which functions asflowt of the to-be-determined catchment.
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Appendix B —Field survey atstation 2 in sub-catchment 2

At gauging station 2 in subatchmer 2, the meteorological station was inspecFigure 23) and a cross-
section survey was performed together with disaharmgasurements. Tlcross-section was measured
using a diver attached to a couple of bricks. Taisstruction was lowered into the river from thalge
(visible in Figure 22 Subsequent, every meter a measurement was takemereby the brick-diver
construction was placesh the bottom for a few secol, so that it measuretie water pressure and the
pressure. Subsequently, theck-diver construction was lifted out of the wateo that it measur only
the air pressure, and so on. In this way the iddiai measuring points could easily be distinguisfiéa
result is shown in Figure 2EFrom this cros-section the side slopesy(andm,) have beelestimated by
taking a linear regressioft was assuied that this regression line che extrapolated when the wa
table rises. This assumption was validated byld fierve), whereby it wa observed that even during 1
highest recorded water level, thesumed crossection is still a good approximat.

The discharge was determinesing the velocit-area method (Luxembugt al, 2011) on two different
days. For the first day, the areas measured as described al, while for a second day only the heir
difference in the middle was measured, from whicé torresponding area was calculated using
height-area relationTherefore, the measurement on the first day isidersd more eliable than the
measurement on the second ' The velocity at the surfacgas measured at three points over the w
of the river. Ateach point five measurements were ti; the velocityat the surfacwas calculated as the
average of these five measmrent. A float made of a plastic 1.bbottle was half filler with sand,
attached to a rope atalvered into the river. Subsequel, the float was transported by the river ca 10
meter distance whiléhe time was measur. The velocity was calculated &s= s/i. This velocity was
corrected by a value 0.9 to obtain the mean vsldcithe vertical (Luxemburet al, 2011).

Cross section at station 2, determined using a diver
(total area: 73 m?)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Distance from bank (m)

Figure 21 - Crosssection measured from bridg at station 2 in sub-catchment 2The black lines represnt the regression
from which the side slopes have been determine
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Figure 23 — An impression of the meteorological sten of sub-catchment 2. It can be seen that obsties are present
nearer than five times the obstacle height of the easuring equipment, due to which measurements mayehnaccurate.
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Appendix C — Double mass analyses precipitation

Double mass curves of the satellite data and tlesl fup ground data are shown in Figure 24 andrgigu
25. On the x-axis the accumulated values of tha daties under investigation are plotted, on tlheig-
the average of all other accumulated data sereeplatted. The period that is shown ranges fron3200
2013.
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Figure 24 — Double mass curves of the TRMM data, veteby the accumulated values of the TRMM cell under
investigation are plotted against accumulated valueof the average of other TRMM cells over the sangeriod.
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Figure 25 — Double mass curves of the ground datahereby the accumulated values of the station undénvestigation are
plotted against accumulated values of the averagé other stations over the same period.
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Appendix D — Derivation of K

As in many other cases, the receding limb of thgiral and reanalysed hydrographs of the EndaurRive
catchment can be described by a linear storagédatige relationship and therefore plots as a stréirgh
after a log transform of the discharge, wherebydfiget is determined by the initial storage coiodit
The slope of the straight line represents the diepleoefficient, the time scale of the outflow pess, K,

by: K, = —1/slope, this relation is analytically derived in Eq. 4433 (Tallaksen, 1995).

(44) Q=15

In a dry period the inflow to the slow reservoifisso the water balance is:

ds _

(45) —= -0
Combination and manipulation of the above two eiquatgives:

ds 1
L __Zg
dt k

(46)
lgo_ _1
(47) 3dS= —,dt
lage— (-1
(48) [zdS= [—_dt
(49) InS=—t+C

(50) S§= e_%HC = Ce_%t

1
(51) S=Syatt=0 so S= Sye &
Substitution of Eq. 44 gives:

_1

1 1
(52) Qk= S,e® so Q= %e e

1 1
(53) log Q =log(Qee ™) = log Qo + log(e ¥") = log Qo —%t loge = —%t + log Qo
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All rearalysed hydrographs were analysed in this way td fimeir characteristiKs value. First, the
receding limbs of the considered hydrograph weraually selected using only recession periods lo
than the selected threshold of 6 daFigure 2§. Subsequently, all receding limbs found were tptt
together in one figure to check their resemblalFigure 27. The final value foKs was set as the average
of all values. Itwas checked with automatic calibration whetherrtialel optimises to the same value,
this was the case.
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Figure 26 -Manual selection of receding limb during dry conditons.
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Figure 27 - Selected recedp limbs with linear regression lines and correspatling equations. For this hydrographKg was
set at 27 daysNB this is figure shows the receding limbs of a atel that has not been used in the remainder of thireport.
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Appendix E — Prior parameter ranges

Table 7 - Prior parameter ranges of the lumped modethe topography driven model and the rating curvemodel.

Lumped model

Parameter n‘ax P Sj,max F’ Pmax Kf Ks D Cma>< KO Sf,max

Unit mm - mm - mmvd d d - mnvd d mm
Lower limit 1 0.5 50 0.1 0.01 1 10 0.1 0 1 10
Upper limit 8 0.5 700 5 5 10 500 1 3 1 200

Topograpy driven model

Parameter IE BH Su,ma\x,H pH DH Kf,H I:W BW Su,max,W Kf,W Ks Cma><

Unit mm/d - mm - - d mm/d - mm d d mnvd
Lower limit 1 0.1 50 0.5 0.1 1 0 0.1 20 1 5 0.01
Upper limit 8 5 700 0.5 1 20 5 5 500 10 200 2

Rating curve model

Parameter a b ol ho.o slope
Unit m s - m m -

Lower limit free 1 27.5 8 0

Upper limit free 3 32 12 0.002
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Appendix F — Posterior parameter ranges

Table 8 — Posterior model parameters and rating cure parameters of the six tested models.

CATCHMENT 1

Lumped modt
Paramter nlax p SJ,ITIB.X B Prnax Kf KS D Cmax KO Sf,max
Unit mm - mm - mmvd d d - mm/d d mm
Lower limit 31 0,50 327 2,4 2,6 2,7 40 0,70 0,74 1,0 107
Upper limit 4,1 0,50 336 2,6 2,6 3,0 40 0,70 1,1 1,0 111
Topography driven model
Parameter E ﬁH Su,max,H PH DH Kf,H FW ﬁW Su,max W Kf,W Ks Cmax
Unit mm/d - mm - - d mm/d - mm d d mm/d
Lower limit 53 2,0 430 0,50 0,27 1,4 2,4 0,82 133 3,0 37 0,041
Upper limit 6,8 2,5 463 0,50 0,31 1,5 3,1 0,92 177 3,1 37 0,10
Lumped mod
Parameter nlax p Simax B Prax K¢ Ks D Crmax Ko Stmax
Unit mm - mm - mmvd d d - mm/d d mm
Lower limit 2,0 0,50 77,0 2,5 0,41 4,7 40,0 0,67 0,70 1,0 138
Upper limit 2,6 0,50 84,1 2,9 0,48 4,8 40,0 0,66 0,81 1,0 176
Lumped mod
Parameter nlax p Simax B Prax K¢ Ks D Crmax Ko Srtmax
Unit mm - mm - mm/d d d - mm/d d mm
Lower limit 2,7 0,50 71,1 2,8 0,38 4,2 42 0,83 0,53 1,0 176
Upper limit 4,0 0,50 75,2 2,9 0,65 4,5 42 0,76 0,60 1,0 186
Topography driven model
Parameter E E‘H Su,max,H PH DH Kf,H FW E‘W Su,max,w Kf,W Ks Cmax
Unit mm/d - mm - - d mm/d - mm d d mm/d
Lower limit 3,0 3,0 399 0,50 0,21 3,7 0,41 0,66 93 5,9 35 0,04
Upper limit 5,5 3,8 495 0,50 0,24 4,6 0,68 0,76 104 6,0 35 0,10
Topography driven model
Parameter F Br SumaxH P Dy Kin Fw Bw  Sumaxw  Kiw Ks Crnax
Unit mm/d - mm - - d mm/d - mm d d mm/d
Lower limit 3,4 3,3 423 0,50 0,24 3,0 1,1 0,79 80 4,7 35 0,15
Upper limit 4,5 3,7 528 0,50 0,37 4,2 2,5 0,95 87 5,0 35 0,23

Rating curve model

Parameter a b oh1
Unit ms - m
Lol 17,3 1,38 28,8
Upbimier 17,3 1,38 28,8
Rating curve model
Parameter a b oh1
Unit ms - m
Lower limit 16,8 1,47 28,9
ppad limit 16,8 1,47 28,9
Rating curve model
Parameter a b otk
Unit mYs - m
Lower limit 9,34 1,45 11,3
Upper limit 9,34 1,45 11,3
Rating curve model
Parameter slope ob
Unit - m
Lower limit 0,000310 11,3
Upper limit 0,000310 11,3
Rating curve model
Parameter a b obb
Unit s - m
Lower limit 9,70 1,40 11,4
Upper limit 9,70 1,40 11,4

Rating curve model

Parameter slope ob
Unit - m

Lower limit 0,000320 11,4

Upper limit 0,000320 11,4
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Appendix G — Calibration and validation objective £ores

Table 9 shows the average calibration and validatlgjective scores of the behavioural models, where

is Euclidean distance (whereby a lower value inéga better score) and A to E are objective foneti

(whereby a higher value represents a better score).

Objectives A to E denote:

moow>

Nash-Sutcliffe Efficiency of the flow duration dfe log of the flowsNSEqgeoc)

Nash-Sutcliffe Efficiency of the flow duration c&\NSE-pc)
Nash-Sutcliffe Efficiency of the log of flowNGSEqq)

Nash-Sutcliffe Efficiency of the flowsNSEky)
Autocorrelation AC)

Note that the Euclidean distance is given for thkbcation period. This was only done to be able to
compare the scores with the scores during validabiat was not used during the calibration process.

Table 9 - Objective scores during calibration and a&lidation. NB C1, 3 par denotes: sub-catchment 1,-Barameter

definition.
Calibration Split-record validation Different catchme nt validation
Model
odeltype A B C D E y A c D E vy Tansferedo A B c D

Lumped C1, 3 par 098 097 058 060 097058 055 -0,20 0,08 -1,1,78 0 2,6 C2, 3 par 0,83 0,92 0,52 0,38 0,81
pe C2, 2 par 0,77 0,87 0,50 0,40 0,83
Topo C1, 3 par 098 09 043 062 097069 046 -0,28 -0,02 -1,0,75 2,7 C2, 3 par 0,96 0,92 0,40 0,09 11
M C2, 2 par 0,97 0,99 0,55 0,28 0,84
Lumped C2, 3 par 099 099 o061 052 080065 0,97 0,78 0,43 0,2788 0, 0,96 C1, 3 par 0,83 0,89 0,11 0,45 11
pe C2, 2 par 099 099 o061 051 0,750,68 0,98 0,83 0,44 0,3287 0, 0,90 C1, 3 par 0,62 0,76 -0,24 0,24 15
Topo C2, 3 par 099 099 062 054 096059 0,97 0,90 0,42 0,4199 0, 0,84 C1, 3 par 0,97 0,81 0,47 0,57 0,71
s C2, 2 par 098 098 063 052 097060 0,98 0,91 0,48 0,4599 0, 0,76 C1, 3 par 0,97 0,87 0,40 0,60 0,73
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Appendix H — Hydrographs and flow duration curves during calibration

The figures below show the flow duration curves hpdrographs of the behavioural parameter setsdfoun
during calibration over the period 2003 — 2007. Vhar 2003 — 2004 was taken as spin up time and was
not accounted for in calculating the objectivesamstruction of the flow duration curves.

The order of the figures is as follows: the fimsbtfigures describe the flow duration curve of tbg of

the flows and the flow duration curve of the flowlse third figure shows the hydrograph over therent
period 2003 — 2007; the fourth and last figure shdine decomposed hydrograph, implying that the
hydrograph is split up into its various flow compeats. For the lumped model, the components that are
indicated are the fast outflov@{), the slow outflow Qs) and the rapid surface overland flo@). In the
topography driven model we distinguish betweenrtheff from the wetlandsGw), the runoff from the
hillslopes Q) and the slow outflow from the groundwater resar(Q.).
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Appendix | — Hydrographs and flow duration curves during validation on a
different period

The figures below show the flow duration curves &ydrographs during split-record validation. Sub-
catchment 1 was validated over the years 2007 9,2@0ereby 2007 — 2008 was used as spin up time and
therefore not shown in the figures. Sub-catchmewa2 validated over the period 2009 — 2012, with a
spin-up time of one year which was not shown inftgares. To illustrate the bad performance of the
models of sub-catchment 1 in the period 2009 — 20iEae figures are shown as well.

The order of the figures is as follows: the fimsbtfigures describe the flow duration curve of tbg of

the flows and the flow duration curve of the flowrse third figure shows the hydrograph.
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Sub-catchment 1, Topography driven
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Sub-catchment 2, Lumped, 2 parameters
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Sub-catchment 2, Topography driven, 3 parameters
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Appendix J — Hydrographs and flow duration curves diring validation on a
different catchment

The figures below show the flow duration curves dmdirographs during validation on a different
catchment. The modelling period was chosen sinilahe period during calibration, being 2003-2007,
whereby the first year was used as spin-up. Therasflthe figures is as follows: the first two figs
describe the flow duration curve of the log of flesvs and the flow duration curve of the flows. Tihéd
figure shows the hydrograph over a part of thedegion period.
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Topography driven
Sub-catchment 1 transferred to sub-catchment 2, 2gsameters

This model is relatively well capable of reprodugithe hydrological signal of sub-catchment 2 (2-
parameter definition). This model performed beshpared to all models that were transferred to sub-

catchment 2.
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Topography driven
Sub-catchment 1 transferred to sub-catchment 2, 3gsameters

This model is relatively well capable of reprodugithe hydrological signal of sub-catchment 2 (3-
parameter definition), but overestimates most peaklsunderestimates the low flows.
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Topography driven
Sub-catchment 2, 2 parameters transferred to sub-¢ehment 1

This model shows relatively good performance in-satchment 1. It seems that 2 important peaks are
missed, however, also in the calibrated model @ Higdrograph these peaks were not simulated. This
model performed best compared to all models that wansferred to sub-catchment 1.
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Topography driven
Sub-catchment 2, 3 parameters transferred to sub-¢ehment 1

This model shows relatively good performance in-satchment 1. It seems that 2 important peaks are
missed, however, also in the calibrated model @ahtydrograph these peaks were not simulated.
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Lumped

Sub-catchment 1 transferred to sub-catchment 2, 2gsameters

This model is not capable of reproducing the hyalyal signal of sub-catchment 2 (2-parameter
definition). The peaks are underestimated andaiweflbws overestimated.
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Lumped
Sub-catchment 1 transferred to sub-catchment 2, 3gsameters

This model is not capable of reproducing the hyalyal signal of sub-catchment 2 (3-parameter
definition). The low flows are overestimated.
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Lumped
Sub-catchment 2, 2 parameters transferred to sub-¢ehment 1

This model does not yield good results in catchnienthe model overestimates the peaks to a large
extend and underestimates the low flows.
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Lumped
Sub-catchment 2, 3 parameters transferred to sub-¢ehment 1

This model does not yield good results in catchnienthe model overestimates the peaks to a large
extend and underestimates the low flows.
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Appendix K — Reanalysed long term annual averages

Table 10 shows the long term annual averages ubigriginal measurement data, the reanalysed data
and the data under the influence of a higher pistleeNaporation and a lower precipitation. Here, lttimg

term annual averages were calculated over fousy@&03-2007).
For the original data, the actual evaporation weterinined a®-Q, as no proper models could be found

to model the actual evaporation. For the reanalgs¢a, the actual evaporation has been determiiagd u
the modelled actual evaporation, which shows oligy8y lower values than whelR-Q was taken.

Table 10 - Original and reanalysed long term annuabverages of the discharge, precipitation, runoff aefficient, actual

and potential evaporation.

Catchment type Q Q type P P RC Eact Epot
- - mm/year - mmlyear - mm/year mmlyear
Original 1978 Gauge 2953 0,67 975 1443
1 Original 1978 TRMM 2763 0,72 785 1443
Reanalysed (lumped, 3 par) 1467 Gauge 2953 0,50 1365 1443
Reanalysed (topo, 3 par) 1319 Gauge 2953 0,45 1423 1443
Original 743 Gauge 1932 0,38 1189 1438
Original 743 TRMM 2820 0,26 2077 1438
2 Reanalysed (lumped, 3 par) 1388 TRMM 2820 0,49 1303 1438
Reanalysed (lumped, 2 par) 1398 TRMM 2820 0,50 1298 1438
Reanalysed (topo, 3 par) 1349 TRMM 2820 0,48 1329 1438
Reanalysed (topo, 2 par) 1303 TRMM 2820 0,46 1339 1438
2 Reanalysed (lumped, 2 par) 1020 TRMM 2820 0,36 1688 0157
2 Reanalysed (lumped, 2 par) 299 TRMM 1410** 0,21 1038 8143

*Under the infuence of 50% more potential evagonat
**Under the infuence of 50% less precipitation
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Appendix L — Steady state salt intrusion model equ#&ns

(54) A= Aoexp_g

(55) B = Byexp b

x(a—b)

(56) h= hyexp ab

(57) D30=1—ﬁ(exp(§)—1)

1

(88) =)

1
(59) L—aln(E+1)
HWS _ h
(60) DE™S = 14002 \/Ng(vE)

(61) K =0.2x10"3 (5)0'65 (5)0'39 (1— 6b)~20 (2)0-85 (@)0-14

c? 4o

_ 2p ghQsT
(62) NR_p-UZ P,

(63) B=—y

" Dy4y
T uT 2v
(64) E=s(;)="=2

In which A () is the cross-sectional are&, (n) is the cross-sectional area at the moattm) is the
cross-sectional convergence lend®h(m) is the stream widthB, (m) is the width at the estuary mouth,
(m) is the convergence length of the stream willttm) is the stream depthy (m) is the depth at the
estuary mouth,x (m) is the distance towards upstredn(m?/s) is the longitudinal dispersioB, (m?/s)
is the dispersion at the estuary mouith(;) is the dispersion reduction rake(-) is the dimensionless Van
Den Burgh’s CoefficientQ; (m¥s) is the fresh water flushing (kg/n?) is the steady state salinitg,
(kg/m?®) is the fresh water salinity, (kg/nT) is the salt water salinity, (m) is the salt intrusion length,
DS (nfls) is the dispersion coefficient at high wateck|&g (-) is the Richardson Number,(m/s) is
the tidal velocity amplituded (m) is the tidal rangeE (m) is the tidal excursior; (m’%/s) is the Chézy
coefficient,§ (-) is the damping numbeh, (m) is the tidal average stream depth(s") is the angular
velocity, p (kg/nt) is the density of the wateT, (s) is the tidal period anB (m°) is the flood volume
(Savenije, 2012).
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