
 
 

Delft University of Technology

Quantum error correction with superconducting qubits

Ferreira Marques, J.M.

DOI
10.4233/uuid:24e8c212-1d5a-4ecc-a520-27030686607b
Publication date
2024
Document Version
Final published version
Citation (APA)
Ferreira Marques, J. M. (2024). Quantum error correction with superconducting qubits. [Dissertation (TU
Delft), Delft University of Technology]. https://doi.org/10.4233/uuid:24e8c212-1d5a-4ecc-a520-
27030686607b

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:24e8c212-1d5a-4ecc-a520-27030686607b
https://doi.org/10.4233/uuid:24e8c212-1d5a-4ecc-a520-27030686607b
https://doi.org/10.4233/uuid:24e8c212-1d5a-4ecc-a520-27030686607b




Q UA N T U M E R R O R C O R R E C T I O N W I T H S U P E R C O N D U C T I N G
Q U B I T S





Q UA N T U M E R R O R C O R R E C T I O N W I T H S U P E R C O N D U C T I N G
Q U B I T S

Dissertation

for the purpose of obtaining the degree of doctor

at Delft University of Technology

by the authority of the Rector Magnificus Prof. Dr. Ir. T.H.J.J. van der Hagen,

Chair of the Board for Doctorates,

to be defended publicly on 27 September 2024, 10:00 o’clock.

by

Jorge M I G U E L F E R R E I R A M A R Q U E S

Master of Science in Engineering Physics,

Insituto Superior Técnico, Portugal,

born in Porto, Portugal.



This dissertation has been approved by the promotors.

Composition of the doctoral committee:

Rector Magnificus, Chairperson

Prof. dr. L. DiCarlo, Delft University of Technology, promotor

Prof. dr. B. M. Terhal, Delft University of Technology, promotor

Independent members:

Dr. C. K. Andersen Delft University of Technology

Prof. dr. ir. L. P. Kouwenhoven Delft University of Technology

Prof. dr. M. Müller RWTH Aachen University, Germany

Prof. dr. V. E. Manucharyan Ecole Polytechnique Federale de Lausanne, Switzerland

Prof. dr. ir. R. Hanson Delft University of Technology, Reserve member

Printed by: Gildeprint, Enschede – www.gildeprint.nl

Copyright © 2024 by J. M. F. Marques

All rights reserved. No part of this book may be reproduced, stored in a retrieval system, or

transmitted, in any form or by any means, without prior permission from the copyright owner.

Casimir PhD Series, Delft-Leiden

ISBN 978-94-6384-647-9

An electronic version of this dissertation is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/


Geweldige dingen worden niet gedaan door impuls, maar door een reeks kleine dingen bij

elkaar gebracht.

Vincent Van Gogh





C O N T E N T S

Summary / Samenvatting / Zämefassig xi

1 Theory of superconducting transmon qubits 1

1.1 Circuit quantum electrodynamics . . . . . . . . . . . . . . . . 2

1.1.1 Single-qubit gates . . . . . . . . . . . . . . . . . . . . . . 4

1.1.2 Two-qubit gates . . . . . . . . . . . . . . . . . . . . . . . 5

1.1.3 Readout . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Automated calibration and benchmarking of superconducting qubit devices 9

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Single-qubit gate calibration . . . . . . . . . . . . . . . . . . 10

2.3 Two-qubit gate calibration. . . . . . . . . . . . . . . . . . . 12

2.3.1 Flux to detuning conversion . . . . . . . . . . . . . . . . . . 12

2.3.2 Characterizing the 11-02 interaction. . . . . . . . . . . . . . . 13

2.3.3 Sudden net-zero gate . . . . . . . . . . . . . . . . . . . . 15

2.4 Dealing with interacting two-level systems . . . . . . . . . . . . . 18

2.4.1 Impact of TLSs in single-qubit gates and readout . . . . . . . . . 19

2.4.2 Impact of TLSs in two-qubit gates . . . . . . . . . . . . . . . 20

2.4.3 Unipolar two-qubit gates . . . . . . . . . . . . . . . . . . . 22

2.5 Assessing performance and progress . . . . . . . . . . . . . . 24

3 Logical qubit operations in an error detecting surface code 27

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2.1 Stabilizer measurements . . . . . . . . . . . . . . . . . . . 29

3.2.2 Logical state initialization using stabilizer measurements . . . . . . 31

3.2.3 Logical measurement of arbitrary states . . . . . . . . . . . . . 31

3.2.4 Logical gates . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.5 Pipelined versus parallel stabilizer measurements . . . . . . . . . 35

3.3 Discussion. . . . . . . . . . . . . . . . . . . . . . . . 36

3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4.1 Device . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4.2 State tomography . . . . . . . . . . . . . . . . . . . . . . 38

3.4.3 Process tomography in the codespace . . . . . . . . . . . . . 39

V I I



viii C O N T E N T S

3.4.4 Extraction of error-detection rate . . . . . . . . . . . . . . . . 40

3.5 Supplementary Information . . . . . . . . . . . . . . . . . . 40

3.5.1 Device characteristics . . . . . . . . . . . . . . . . . . . . 40

3.5.2 Parity-check performance . . . . . . . . . . . . . . . . . . . 42

3.5.3 Process tomography . . . . . . . . . . . . . . . . . . . . . 42

3.5.4 Logical state stabilization . . . . . . . . . . . . . . . . . . . 42

3.5.5 Fault tolerance of logical operations . . . . . . . . . . . . . . . 44

3.5.6 Quantifying the logical assignment fidelity . . . . . . . . . . . . 47

3.5.7 Numerical analysis . . . . . . . . . . . . . . . . . . . . . . 49

4 All-microwave leakage reduction units for quantum error correction with su-

perconducting qubits 59

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 60

4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2.1 All-microwave leakage reduction unit scheme. . . . . . . . . . . 62

4.2.2 Calibration of the leakage reduction unit pulse . . . . . . . . . . 62

4.2.3 Benchmarking in the qubit subspace . . . . . . . . . . . . . . 64

4.2.4 Reduction of leakage in repeated stabilizer measurements . . . . . 64

4.3 Discussion. . . . . . . . . . . . . . . . . . . . . . . . 67

4.4 Supplementary information . . . . . . . . . . . . . . . . . . 68

4.4.1 Device . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4.2 Repeated LRU application. . . . . . . . . . . . . . . . . . . 70

4.4.3 Estimating effective transition coupling g̃ f . . . . . . . . . . . . 71

4.4.4 Population in the readout resonators . . . . . . . . . . . . . . 73

4.4.5 Drive crosstalk . . . . . . . . . . . . . . . . . . . . . . . 74

4.4.6 Benchmarking the weight-2 parity check . . . . . . . . . . . . . 75

4.4.7 Measurement-induced transitions. . . . . . . . . . . . . . . . 75

4.4.8 Readout of transmon states . . . . . . . . . . . . . . . . . . 78

4.4.9 Leakage reduction for higher states . . . . . . . . . . . . . . . 78

5 Benchmarking for quantum error correction experiments 83

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 84

5.2 Benchmarking quantum parity checks . . . . . . . . . . . . . . 85

5.2.1 Parity assignment fidelity . . . . . . . . . . . . . . . . . . . 85

5.2.2 Projection onto stabilizer subspace . . . . . . . . . . . . . . . 86

5.2.3 Repeatability . . . . . . . . . . . . . . . . . . . . . . . . 87

5.3 Signature of errors in repeated stabilizer measurements . . . . . . . . 88

5.3.1 Ancilla qubit and measurement errors . . . . . . . . . . . . . . 90

5.3.2 Leakage errors . . . . . . . . . . . . . . . . . . . . . . . 92

5.3.3 Data qubit errors. . . . . . . . . . . . . . . . . . . . . . . 94



C O N T E N T S ix

5.4 Correcting bit flips in a distance 3 surface code . . . . . . . . . . . 95

5.4.1 Assessing physical qubit errors in situ . . . . . . . . . . . . . . 95

5.4.2 Logical error rate . . . . . . . . . . . . . . . . . . . . . . 98

6 Outlook and conclusion 101

6.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.2 Looking into the future . . . . . . . . . . . . . . . . . . . . 104

A Appendix A 107

A.1 Analytical model of SNZ landscape. . . . . . . . . . . . . . . . 108

Acknowledgements 111

Curriculum Vitæ 115

List of Publications 117

References 119





S U M M A RY

The advent of the computer has ushered in the fastest period of technological progress expe-

rienced by civilization. Quantum computing leverages the principles of quantum mechanics

to process information in a fundamentally different paradigm, one that enables more efficient

solving of computationally complex problems, including the factoring of large numbers, opti-

mizing complex systems, and simulating molecular structures. In this new paradigm, informa-

tion is encoded in quantum bits (qubits), which inherit the wave-like properties of superposi-

tion and interference to facilitate more efficient algorithms. However, to realize qubits exper-

imentally, one must encode them into a quantum degree of freedom of a physical system.

These are typically hard to control with very high accuracy. Interactions with the environment

often lead to errors, limiting the number of operations one can perform reliably in these sys-

tems. Quantum error correction provides an alternative to protect quantum information from

errors due to decoherence and operational imperfections at the cost of redundancy. Its core

idea is to create a highly accurate logical qubit from many noisy physical qubits, ensuring that

computational integrity is maintained despite the presence of errors.

This thesis studies experimental aspects of implementing quantum error correction with

superconducting qubits: qubits encoded in quantum states of superconducting circuits oper-

ating at microwave frequencies and cooled down to cryogenic temperatures where they can

exhibit coherent quantum behavior.

In chapter 1, we briefly introduce the theory of circuit quantum electrodynamics. This

theory establishes an architecture for quantum computers based on superconducting circuits.

We focus particularly on the transmon, a superconducting circuit with a weakly anharmonic

spectrum, which has experienced remarkable progress throughout recent years in both scale

and quality. We discuss the physical properties of this system and how it can be used to

encode a qubit. Additionally, we explain its basic principles of operation for single- and two-

qubit gates as well as readout on this platform.

In chapter 2, we discuss the calibration, control, and benchmarking methods used for

single- and two-qubit gates and measurement in the experiments reported in this thesis. Cal-

ibration is one of the most time-consuming steps of running a superconducting processor.

Therefore, when working with large multi-qubit processors, it becomes imperative to develop

automated and efficient calibration protocols. We describe the calibration process of single-

and two-qubit gates on our platform with emphasis on accuracy and runtime. By employing

physical models to analyze calibration sweeps and extract quantities of interest, we show that

we can achieve high calibration accuracy while reducing the amount of sampling in param-

X I
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eter space, ultimately decreasing the overall calibration runtime. We also investigate errors

caused by spurious interactions with strongly coupled two-level systems. These are the lead-

ing cause of outliers in gate error, which end up limiting the overall performance of exper-

iments on our devices. We present techniques to mitigate the impact of two-level systems

on gate performance by avoiding resonance between the transmon levels and these modes.

Finally, we reflect on the experimental progress of subsequent device generations by looking

at the distribution of errors of readout, single-, and two-qubit gates.

In chapter 3, we demonstrate the operation of an error-detected logical qubit in the surface

code. Future fault-tolerant quantum computers must be capable of storing and processing

quantum information encoded in logical qubits. We realize this concept in an error-detected

logical qubit encoded in seven physical qubits. A logical precursor to quantum error correction,

an error-detected qubit operates using many of the same elements that one also requires for

quantum error correction. We detect errors in a distance-two surface code logical qubit—and

discard those occurrences—by measuring defects in stabilizer syndromes. Using this, we

perform error-detected logical operations including arbitrary initialization, measurement, and

gates as well as repeated stabilizer measurements. For each type of operation, we study the

performance of fault-tolerant and non-fault-tolerant versions.

In chapter 4, we realize an all-microwave leakage reduction unit for quantum error cor-

rection. Standard stabilizer codes are not fault-tolerant to leakage errors. When qubit popula-

tion leaks outside the computational subspace, it can remain there for many error correction

cycles, causing multiple errors over time. Additionally, leakage can spread to other neighbor-

ing qubits during two-qubit gate operations. The former and latter lead to correlated errors

which are particularly detrimental to logical error rates. To mitigate this issue, leakage re-

duction units can be interleaved with error correction cycles to bring leaked population back

to the computational subspace. Doing so converts a leakage event into a Pauli-like error.

We present a scheme with minimal requirements to implement such an operation using a

microwave-frequency pulse. We show that this operation simultaneously removes leakage

population effectively while having minimal impact on the qubit subspace. As a first appli-

cation in the context of quantum error correction, we then show how multiple simultaneous

LRUs can reduce the error detection rate and suppress leakage buildup within 1% in data

and ancilla qubits over 50 cycles of a weight-2 stabilizer measurement.

In chapter 5, we study benchmarking techniques for quantum error correction experi-

ments. Stabilizer codes rely on measuring stabilizer observables using quantum parity checks.

These are designed to discretize, detect, and correct errors without disturbing the encoded

logical quantum state. The outcome of stabilizer measurements is used to identify error syn-

dromes that signal the occurrence of various types of qubit errors. By understanding how

physical error mechanisms manifest within stabilizer syndromes, we can quantify distinct er-

ror signatures ranging from simple bit- or phase-flips to more complex leakage errors. Finally,

we perform repeated error correction of bit-flip errors in a distance-3 surface code.
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De komst van de computer heeft de snelste periode van technologische vooruitgang in

de geschiedenis van de beschaving ingeluid. Quantum computing maakt gebruik van de

principes van de quantummechanica om informatie te verwerken in een fundamenteel an-

der paradigma, dat het efficiënter oplossen van computationeel complexe problemen mo-

gelijk maakt, zoals het factoriseren van grote getallen, het optimaliseren van complexe syste-

men en het simuleren van moleculaire structuren. In dit nieuwe paradigma wordt informatie

gecodeerd in quantum bits (qubits), die de golfachtige eigenschappen van superpositie en

interferentie erven om efficiëntere algoritmen mogelijk te maken. Echter, om qubits experi-

menteel te realiseren, moet men ze coderen in een quantumvrijheidsgraad van een fysiek

systeem. Deze zijn doorgaans moeilijk met zeer hoge nauwkeurigheid te controleren. Inter-

acties met de omgeving leiden vaak tot fouten, waardoor het aantal operaties dat men be-

trouwbaar kan uitvoeren in deze systemen beperkt wordt. Quantumfoutcorrectie biedt een al-

ternatief om quantuminformatie te beschermen tegen fouten als gevolg van decoherentie en

operationele imperfecties, tegen de prijs van overtolligheid. Het is om een zeer nauwkeurige

logische qubit te creëren uit veel fysieke qubits, zodat de computationele integriteit behouden

blijft ondanks de aanwezigheid van fouten.

Dit proefschrift bestudeert experimentele aspecten van het implementeren van quantum-

foutcorrectie met supergeleidende qubits: qubits gecodeerd in quantumtoestanden van su-

pergeleidende circuits die werken op microgolf-frequenties en afgekoeld worden tot cryogene

temperaturen waar ze coherent quantumgedrag kunnen vertonen.

In hoofdstuk 1 introduceren we kort de theorie van circuit quantum electrodynamics. Deze

theorie vestigt een architectuur voor quantumcomputers op basis van supergeleidende cir-

cuits. We richten ons vooral op de transmon, een supergeleidende schakeling met een zwak

anharmonisch spectrum, die de afgelopen jaren opmerkelijke vooruitgang heeft geboekt zowel

in schaal als kwaliteit. We bespreken de fysische eigenschappen van dit systeem en hoe het

gebruikt kan worden om een qubit te coderen. Daarnaast leggen we de basisprincipes uit

van de werking van enkel- en tweequbit, evenals op dit platform.

In hoofdstuk 2 bespreken we de kalibratie-, controle- en benchmarkingmethoden die

gebruikt worden voor enkel- en tweequbit en meting in de experimenten die in dit proef-

schrift worden gerapporteerd. Kalibratie is een van de tijdrovendste stappen bij het gebruik

van een supergeleidende processor. Daarom wordt het bij het werken met grote multiqubit-

processors noodzakelijk om geautomatiseerde en efficiënte kalibratieprotocollen te ontwikke-

len. We beschrijven het kalibratieproces van enkel- en tweequbit op ons platform met de

X I I I
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nadruk op nauwkeurigheid en doorlooptijd. Door fysische modellen te gebruiken om kalibratie-

afspraken te analyseren en hoeveelheden van belang te extraheren, laten we zien dat we een

hoge kalibratienauwkeurigheid kunnen bereiken terwijl we de hoeveelheid sampling in de

parameter ruimte verminderen, wat uiteindelijk de totale kalibratietijd vermindert. We onder-

zoeken ook fouten veroorzaakt door spurious interacties met sterk gekoppelde twee-niveausystemen.

Deze zijn de belangrijkste oorzaak van uitschieters in fouten, die uiteindelijk de algehele

prestaties van experimenten op onze apparaten beperken. We presenteren technieken om

de impact van twee-niveausystemen op de prestaties te verminderen door resonantie tussen

de transmon-niveaus en deze te vermijden. Tot slot reflecteren we op de experimentele

vooruitgang van opeenvolgende apparaatgeneraties door te kijken naar de verdeling van

fouten bij uitlezing, enkel- en tweequbit.

In hoofdstuk 3 demonstreren we de werking van een foutgedetecteerde logische qubit in

de oppervlaktecode. Toekomstige fouttolerante quantumcomputers moeten in staat zijn om

quantuminformatie op te slaan en te verwerken die is gecodeerd in logische qubits. We realis-

eren dit concept in een foutgedetecteerde logische qubit gecodeerd in zeven fysieke qubits.

Een logische voorloper van quantumfoutcorrectie, een foutgedetecteerde qubit werkt met veel

van dezelfde elementen die ook nodig zijn voor quantumfoutcorrectie. We detecteren fouten

in een logische qubit met afstand twee oppervlaktecode—en verwerpen die gevallen—door

defecten in stabilizersyndromen te meten. Met behulp hiervan voeren we foutgedetecteerde

logische operaties uit, waaronder willekeurige initiatie, meting en poorten, evenals herhaalde

stabilizermetingen. Voor elk type operatie bestuderen we de prestaties van fouttolerante en

niet-fouttolerante versies.

In hoofdstuk 4 realiseren we een all-microwave leakage reduction unit voor quantum-

foutcorrectie. Standaard stabilizer-codes zijn niet fouttolerant voor leakage fouten. Wanneer

qubitpopulatie buiten de computationele subruimte lekt, kan het daar vele foutcorrectiecycli

blijven, wat leidt tot meerdere fouten in de tijd. Bovendien kan leakage zich verspreiden naar

andere naburige qubits tijdens tweequbitpoort-operaties. Het eerste en het laatste leiden

tot gecorreleerde fouten die bijzonder schadelijk zijn voor logische foutpercentages. Om dit

probleem te verminderen, kunnen leakage reduction units worden ingeschakeld tussen fout-

correctiecycli om gelekte populatie terug te brengen naar de computationele subruimte. Dit

converteert een leakage-gebeurtenis in een Pauli-achtige fout. We presenteren een schema

met minimale vereisten om een dergelijke operatie te implementeren met behulp van een

microgolf-frequentie puls. We laten zien dat deze operatie tegelijkertijd leakage-populatie ef-

fectief verwijdert terwijl het minimale impact heeft op de qubitsubruimte. Als eerste toepass-

ing in de context van quantumfoutcorrectie laten we vervolgens zien hoe meerdere gelijkti-

jdige LRUs de foutdetectiesnelheid kunnen verminderen en leakage-opbouw kunnen onder-

drukken tot minder dan 1% in data- en ancillaqubits gedurende 50 cycli van een gewicht-2

stabilizermeting.
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In hoofdstuk 5 bestuderen we benchmarkingtechnieken voor quantumfoutcorrectie-experimenten.

Stabilizer-codes zijn afhankelijk van het meten van stabilizer-observabelen met behulp van

quantumpariteitscontroles. Deze zijn ontworpen om fouten te discretiseren, detecteren en

corrigeren zonder de gecodeerde logische quantumtoestand te verstoren. De uitkomst van

stabilizermetingen wordt gebruikt om fouten-syndromen te identificeren die het optreden van

verschillende soorten qubitfouten signaleren. Door te begrijpen hoe fysische foutmechanis-

men zich manifesteren binnen stabilizersyndromen, kunnen we verschillende foutsignaturen

kwantificeren, variërend van eenvoudige bit- of fasefouten tot meer complexe leakage-fouten.

Tot slot voeren we herhaalde foutcorrectie uit van bitflip-fouten in een oppervlaktecode met

afstand 3.





1T H E O RY O F S U P E R C O N D U C T I N G T R A N S M O N Q U B I T S

1



1

2 1 . T H E O RY O F S U P E R C O N D U C T I N G T R A N S M O N Q U B I T S

0
Superconducting phase, 

EJ

0

EJ

En
er

gy

|0

|1

|2

|3
|4
|5

EC EJ

(a) (b)

Figure 1.1: Transmon circuit and its wavefunctions. (a) Transmon circuit consisting of a

Josephson junction (right) shunted by a capacitor (left). (b) Wavefunctions, ℜ[ i (’)], of the

transmon plotted within the Josephson potential (grey). Each wave function  i (’) ≡ |i⟩ is

plotted at its eigenvalue coordinate.

1 . 1 Circuit quantum electrodynamics

S U P E R C O N D U C T I N G circuits use superconducting elements cooled to millikelvin tem-

peratures and operated at microwave frequencies where coherent quantum phenom-

ena can emerge. The study of its behavior in this quantized regime has been termed circuit

quantum electrodynamics [1, 2]. Perhaps the most popular instance of such circuits is the

transmon [3]. It consists of a Josephson junction [4] shunted by a capacitance as shown in

Fig. 1.1a. In a Josephson junction, two superconductors are separated by a thin insulating

barrier where tunneling of charge carriers can occur. This gives rise to a potential difference

accross the junction

V = −EJ cos’; (1.1)

where’ is phase difference between the two superconducting states on each side of the junc-

tion [5] and EJ = Φ0Ic=2ı is the junction specific Josephson energy which depends on the

critical current it supports, Ic , and the magnetic flux quantum Φ0. The near-lack of dissipa-

tion in these elements allows the circuit to exhibit quantum coherence and the non-linearity

conferred by the Josephson junction enables its manipulation for quantum information pro-

cessing. Although superconducting circuits possess many microscopic degrees of freedom,

their dynamics can be described by just a few macroscopic ones. To this end, rigorous quan-

tization techniques have been developed to quantize the dynamics of these circuits [6]. In the

particular case of the transmon [3], two observables describe its macroscopic behavior: the

charge difference between the two sides of the capacitor, Q̂, and the superconducting phase

difference accross the junction, ’̂. The Hamiltonian associated to this system is given by

Ĥ =
(Q̂− Qg )

2

2C
− EJ cos ’̂; (1.2)



1 . 1 . C I R C U I T Q U A N T U M E L E C T R O DY N A M I C S

1

3

0 0.5 1
External flux, ext/ 0

2

4

6

8

10

Tr
an

sit
io

n 
fre

qu
en

cy
, (

GH
z)

E01/h
E02/h

2EJ|cos ext|

ext
EC EJEJ

(a) (b)

Figure 1.2: Flux-tunable transmon. (a) Flux-tunable transmon using a superconducting

quantum interference device (SQUID) loop (yellow). (b) Transition frequency between the

ground state |0⟩ and the first |1⟩ and second |2⟩ excited states of the transmon as a function

of external flux bias. Transitions to higher excited states are denoted in grey.

where the first and second terms correspond to the energy stored in the capacitance, C, rel-

ative to a charge offset,Qg , and the Josephson potential, respectively. It is common express

the former term using instead the charge number observable n̂ = Q̂=2e. This leads to the

commonly known transmon Hamiltonian [3],

Ĥ = 4EC(n̂ − ng )
2 − EJ cos ’̂; (1.3)

where EC = e2=2C, ng = Qg=2e and whose conjugate observables n̂ and ’̂ satisfy the

commutation rule

[n̂; ’̂] = −i : (1.4)

The eigenstates of Eq. 1.3 can be better undestood in the phase basis, ’̂. In this basis,

the hamiltonian becomes analogous to that of a mass suspended in a pendulum [3]: the

charging energy corresponding to the kinetic energy of the mass and the Josephson potential

corresponding to the gravitational energy. Thus we can think of charge n̂ = −i @@’ and cos’

as the canonical momentum and position observables in the pendulum, respectively. In the

transmon regime where EJ ≫ EC [3], the lowest energy states of the system are bounded

within the cosine potential as shown Fig. 1.1b. In the pendulum analogy this corresponds to

small oscillations of the mass around the equilibrium point. Conversely, in the transmon, this

corresponds to oscillations of charge and current between the two branches of the circuit.

Most importantly, the spectrum of eigenvalues of these states is anharmonic (non-linear). In

fact, one can show that the anharmonicity is directly proportional −EC in this regime [2].

This allows addressing individual transitions to control the dynamics between eigenstates

coherently. Furthermore, this regime supresses the eigenvalue dependence on the charge

offset ng [3] (known as charge dispersion) of states within the cosine potential. This allows

us to neglect charge offsets in the system which are generally hard to control and would

otherwise constitute a source of noise. Instead, it is common to introduce a second junction
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to form a DC-SQUID [5] (superconducting quantum interference device) as shown in Fig. 1.2a.

This allows us to tune the effective Josephson energy of the branch using a magnetic flux.

When subject to a flux bias, Φext, flux quantization results in the condition

’̂1 − ’̂2 + 2’ext = 0 (mod 2ı); (1.5)

where ’ext =
ıΦext
Φ0

. The effective Josephson potential is therefore given by,

−EJ cos ’̂1 − EJ cos ’̂2 = −2EJ |cos’ext|cos ’̂ (1.6)

where ’̂ = (’̂1+’̂2)=2. Figure 1.2b shows the transition frequencies E01=h andE02=h as

function of external flux. Flux control will be key for many two-qubit gate architectures [7–10],

including the one used in this thesis [11].

Circuit QED architecture [1] uses the lowest two energy states of the transmon, |0⟩ and

|1⟩, to encode qubits in digital quantum computers. Operations on qubits are the remaining

requirements needed to operate such quantum computers [12]. In the next subsection we

discuss how to perform single- and two-qubit gates and measurement in this platform.

1 . 1 . 1 Single-qubit gates

To operate single-qubit gates on the transmon, it is common to use microwave drives resonant

with the qubit transition. To understand the effect of a drive on the transmon, it is useful to

introduce the EJ , EC harmonic oscillator operators b̂, b̂†. This basis - which diagonalizes

the hamiltonian HHO = 4EC n̂
2 + 1

2EJ ’̂
2 - is defined as:

’̂ =

„
2EC
EJ

«1=4

(b̂† + b̂); (1.7)

n̂ = i

„
EJ

32EC

«1=4

(b̂† − b̂): (1.8)

In the transmon regime, the matrix elements of b̂ and b̂†, in the transmon eigenbasis, re-

semble bosonic anihilation and creation operators for the first eigenstates of the transmon

circuit (i.e., eigenstates bounded within the cosine potential well). We can then write the drive

hamiltonian as,

Hd (t) =
h̄Ω

nZPF
Vd (t)n̂: (1.9)

where, nZPF =
“

EJ
32EC

”1=4
denotes the charge vacuum state fluctuations of HHO, Vd (t)

is the time-dependent drive seen by the transmon, and Ω the coupling of the drive. The full

system hamiltonian, truncated down to the first two eigenstates, can be written as [13]

H=h̄ = −!Q
2
f̂fz +ΩVd (t)f̂fy : (1.10)

where f̂fz and f̂fy are Pauli matrices. Under the bare qubit hamiltonian (first term in Eq. 1.10),

the qubit eigenstates evolve around the Z-axis of the Bloch sphere with angular frequency
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Figure 1.3: Transmon-transmon coupling. (a) A flux-tunable transmon (yellow) capacitively

coupled to a fixed-frequency transmon (purple). (b) Eigenvalues of the composite system

states versus external flux bias Φext. States are colored according to their overlap with the

bare states |20⟩ and |11⟩ (denoted by the dashed curves).

!Q. By moving to frame rotating at the qubit frequency, the first term of H vanishes and the

remaining drive term turns into [13],

H̃=h̄ = ΩVd (t)
ˆ
cos(!Qt)f̂fx + sin(!Qt)f̂fy

˜
: (1.11)

To better understand the behavior of the qubit in this frame, we assume a general drive ex-

pression Vd (t) = s(t)(I sin(!Dt) + Q cos(!Dt)) characterized by a pulse envelope

s(t), frequency !D and in-phase and out-of-phase components I and Q. On resonance

i.e., !D = !Q, and after dropping fast rotating terms which have negligible effect on the

qubit dynamics [2], the driven hamiltonian takes the simple form:

H̃=h̄ =
s(t) Ω

2

ˆ
Iffx + Qf̂fy

˜
: (1.12)

Therefore, in the rotating frame, the qubit will evolve under f̂fx or f̂fy for a drive along the I or

Q quadrature, respectively. This means that one can perform arbitrary single-qubit rotations

around X and Y by changing the phase of the drive. Additionally, one can perform rotations

around Z by simply changing the rotating frame. This is known as virtual-Z gate, and is

performed by incrementing the phase of subsequent drives by the desired rotation angle.

1 . 1 . 2 Two-qubit gates

In this subsection, we present the two-qubit gate architecture used in the reported experi-

ments. A common method for coupling superconducting circuits uses direct capacitive cou-

pling (see Fig.1.3a). Since the resulting circuit is now a two node network, the capacitive

energy of the circuit is a function of charge and voltage on all nodes [13]:

1

2
~Q · ~V =

1

2
~QT · C−1 · ~Q (1.13)
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where ~Q and ~V are vectors denoting charge and voltage on each node and C is the ca-

pacitance matrix [14] of the network. One can see from Eq. 1.13, that this will result in an

interaction Hamiltonian of the form:

Hcoupling=h̄ = −Jn̂1n̂2; (1.14)

where n̂1 and n̂2 represent the charge number operators for each transmon. In fixed-coupling

architectures, transmons are tuned in and out of resonance to effectively turn on and off the

interaction [7]. Specifically, one must ensure that the detuning between the relevant levels

is significantly larger than the coupling when the transmons are idling. For this purpose, we

use a high-frequency flux-tunable transmon, which is biased into resonance with a lower

frequency transmon, as depicted in Figure1.3b. For our two-qubit gate implementation, we

leverage the interaction between the computational state |11⟩ and the non-computational

state |20⟩. Here, we follow the naming convention |i j⟩ where i and j denote the state of

transmon 1 and 2, respectively. When these states are resonant, the coupling leads to an

avoided crossing of magnitude:

2h̄J2 = 2|⟨20|Hcoupling |11⟩ |; (1.15)

hybridizing the two states as shown in Fig. 1.3b. This interaction can be exploited to im-

plement a controlled phase gate in two ways. By moving in and out of the avoided cross-

ing adiabatically [15], such that the system remains in its eigenstate, the repulsion h̄“ =

(Ẽ11− Ẽ10− Ẽ01+ Ẽ00) caused by the interaction leads to relative phase accrual of state

|11⟩ relative to other states in the computational subspace. Here, Ẽi j denotes the energy of

the dressed state that most overlaps with the bare state |i j⟩ at zero flux bias. The total rel-

ative phase acquired during the flux trajectory ffic =
R
“(t)dt (modulo single-qubit phases

also accrued in the process) can be used to perform a conditional phase (CPhase) gate of

the form

UCPhase =

0BBB@
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 e iffic :

1CCCA ; (1.16)

By instead moving diabatically into the interaction, one can leverage exchange between the

two states to implement a Cphase gate [11, 16, 17]. To understand this, one can think of

how the state |11⟩ evolves on resonance. After a period fi = ı=J2 the state performs a full

rotation in the {|11⟩ ; |20⟩} manifold, aquiring a phase ffic = ı in the process. In fact, as

shown in Figure 2.13, this procedure can also be generalized to realize an arbitrary CPhase.

1 . 1 . 3 Readout

In circuit QED, readout of the state of a superconducting circuit is performed by means of

an auxiliar resonator mode. This is usually achieved by coupling the transmon node to a
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Figure 1.4: Dispersive readout in the transmon. (a) Transmon circuit (HQ) capacitively

coupled with coupling strength g to an LC oscillator (HR). (b) Energy level ladder of the joint

transmon and oscillator system where arrows denote non-zero coupling between levels. The

dispersive shift 2ffl can be understood by the difference between the two resonator frequen-

cies when the qubit is in |0⟩ (!R − ffl) and in |1⟩ (!R + ffl). (c) Dispersive shift as function

of qubit-resonator detuning ∆ = !Q − !R. The dispersive shift is maximized when the two

systems are resonant (∆ = 0) or when the resonator is resonant the |1⟩ → |2⟩ transition of

the transmon (∆02−11 = 0).

terminated transmission line (see for eg. Fig. 3.1a). Although such elements have many res-

onance modes (characterized by the input impedance seen by the transmon circuit [14]), we

will restrict our analysis to a single resonance mode modeled by a lumped element LC oscil-

lator as shown in Fig. 1.4a. Analogously to the previous subsection, the coupling capacitance

between the transmon and the LC oscillator will result in a coupling term described by the

Eq. 1.14. The full system Hamiltonian of the coupled oscillator system is thus described by,

H=h̄ = HT =h̄ + !R

„
â†â+

1

2

«
− g(â† − â)(b̂† − b̂): (1.17)

The first term in Eq. 1.17 denotes the bare transmon Hamiltonian, the second term the

bare resonator hamiltonian - described by a harmonic oscillator at angular frequency !R
and bosonic operators â and â† - and the final term the coupling between both systems.

Note that, the coupling constant, g , has now absorbed the charge vacuum fluctuations. We

follow by dropping terms proportional to âb̂ and â†b̂†. This approximation, known as the

rotating-wave-approximation (RWA), is valid here under the assumption that such terms will
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only couple far detuned levels thus having a negligible effect. This holds true when the detun-

ing between the qubit and the resonator, ∆ = !Q − !R, is much lower than their transition

frequencies (∆ ≪ !Q; !R) and if the dynamics of the system is confined to low photon

values in the qubit and resonator. We note that this approximation is often broken in exper-

iments when driving the resonator with higher amplitudes [18, 19] (see for eg. Chapter 4)

which can lead to leakage of transmon population to higher excited states [20]. After the

RWA and truncating the transmon to a two-level system, the resulting system is described by

the Jaynes-Cummings Hamiltonian [2]:

H=h̄ = −!Q
2
f̂fZ + !R

„
â†â+

1

2

«
+ g(â†f̂f− + âf̂f+) (1.18)

In the dispersive regime, where the qubit-resonator detuning is significantly larger than the

coupling, ∆ ≫ g , one can show that, using second-order perturbation theory [1], the Hamil-

tonian can be approximated by:

H=h̄ = (!R − fflf̂fZ)

„
â†â+

1

2

«
− !̃Q

2
f̂fZ (1.19)

where ffl = g2=∆ is known as the dispersive shift. Its physical meaning can be interpreted

as a qubit-state dependent shift of the resonator frequency. Additionally, !̃Q = !Q + g2=∆

is now the Lamb-shifted frequency of the qubit. In circuit QED, the dispersive shift ffl is lever-

aged for quantum non-demolition readout of the qubit state. This is executed by probing the

scattering properties of the resonator (transmission or reflection) effectively performing a pro-

jective measurement of the qubit system. Higher levels present in the transmon (as shown in

Fig. 1.4b) modify the dispersive shift expression to:

ffl =
g2

∆

„
1

1−∆=EC

«
: (1.20)

The outcome of this is plotted in Fig. 1.4c. This shows, how one can engineer the coupling

and qubit/resonator frequencies, g and ∆, for optimal readout parameters. In the following

chapters, we’ll discuss measurement and tune-up protocols to calibrate these operations ef-

fectively.
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Figure 2.1: Automated calibration procedure. In order to make the most out of daily exper-

imental use, the calibration procedure (which has a duration of about 4.5 hours) is initiated

at 4:30 AM and concludes at 9:00 AM. It performs sequential calibration and benchmark of

single-qubit, two-qubit and parity check operations.

2 . 1 Introduction

The operation of large-scale quantum processors requires accurate, reliable, and fast au-

tomated calibration protocols. Within the framework of a Surface-17 device, comprising 17

single-qubit gates and 24 two-qubit gates, all susceptible to parameter drift, the calibration

process becomes inherently time-consuming due to the involvement of numerous repetitive

tasks. Hence, to streamline and enhance the efficiency of the calibration process for daily use,

automation becomes imperative. Moreover, daily benchmarking of the processor is essential

to ascertain that its performance aligns with the stringent requirements of our experiment.

An automated calibration framework, integral to this process, should also establish an ab-

straction layer facilitating the exploration of various parameter regimes. In particular, explore

different configurations of idle and interaction frequencies. This abstraction layer was essen-

tial for mitigating the impact of spurious TLSs (and their associated drift) on the quantum

device, ensuring the robustness and reliability of the processor’s performance.

In this chapter, I describe the automated calibration framework developed for a Surface-

17 device featuring the pipelined architecture [21]. Its procedure, illustrated conceptually in

Fig. Figure 2.1, spans approximately 4.5 hours. It is initiated at 4:30 AM, strategically planned

to conclude around 9:00 AM. The calibration protocol includes three steps, first involving the

calibration and benchmarking of single-qubit and two-qubit gates and metrics. Subsequently,

a crucial third step focuses on parity-check calibration and benchmarking, tailored for the

quantum error correction experiments performed in this thesis.

2 . 2 Single-qubit gate calibration

Single-qubit gates are performed using a microwave pulse with DRAG [23]. A microwave

drive allows for rotation around any axis lying along the XY plane of the Bloch sphere [13].
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Figure 2.2: Single-qubit gate calibration procedure. The circuit (top) and measurement

data (bottom) is shown for each step of the calibration. The frequency of the pulse is cali-

brated using a Ramsey experiment to measure the detuning between the drive and the qubit

frequency. The drive amplitude is calibrated by using a varying sequence of repeating pi-

pulses. This step is repeated iteratively until the measured error is negligible. Following this,

we tune the DRAG coeficient, –D , such that the measured Pexc of the two circuits (blue

and orange) is the same. Finally, we assess any remaining coherent errors using an AllXY

sequence [22]. This method measures Pexc for any two combinations from the set of gates

formed by I, ı=2- and ı-pulses around the X and Y axis. Here, coherent errors translate

into deviations from the ideal outcome (dashed line) and can be often linked to a common

error mechanism [22].

This parametrization includes four parameters: pulse duration (ffD), frequency (fD), ampli-

tude (AD) and DRAG coefficient (–D) out which three are calibrated on a daily basis (fD ,

AD and –D). The single-qubit gate calibration procedure used is illustrated in Fig. Figure 2.2.

We first use a Ramsey measurement to accurately find the pulse frequency, fD . Following this,

we find the optimal pulse amplitude, AD , by using a increasingly long sequence of ı-pulses

designed to amplify small rotation errors in the gate. By fitting the data one can calculate the

associated amplitude error of the gate. Due to non-linearity in the RF up-conversion setup

used to synthesize the pulse, we perform this process iteratively until the extracted error

meets a predefined threshold. We then calibrate the DRAG coeficient, –D using a standard

technique [22]. Finally, an AllXY [22] measurement is performed to verify whether significant

coherent errors occur in the gate. We then benchmark the gate using Clifford randomized

benchmarking [24–27] to assess the average single-qubit gate error. Additional benchmarks

including measurement of relaxation and coherence time, T1 and Techo
2 , respectively. These

are relevant to monitor and understand possible fluctuations in gate performance. Finally, we

also benchmark single-shot readout assignment error. All metrics and measured data are

displayed in a performance monitor, shown in Figure Figure 2.3a, which grants a convenient

overview of single-qubit performance. Runtime for each routine is shown in Figure Figure 2.3b.

The entire calibration and benchmark procedure takes about 6 minutes per qubit totaling 1

hour and 30 minutes for the full device.
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Figure 2.3: Single-qubit performance monitor and runtime of calibration and bench-

mark steps. (a) Relevant single-qubit benchmarks are displayed in the performance monitor

for quick visual inspection. Each row displays the relevant metric and (simplified) measure-

ment data from the experiment. (b) Runtime of each calibration and benchmark experiment.

(c) Relaxation time, coherence time, single-qubit gate error and single-shot readout assign-

ment error for all qubits in a surface-17 device.

2 . 3 Two-qubit gate calibration

In our flux-tunable transmon architecture [21], two-qubit gates are executed by dynamically

tuning the frequencies of transmons, bringing the joint system levels |11⟩ and |02⟩ in and

out of resonance. The calibration framework leverages physical models of this interaction,

to efficiently tune gate parameters. In the following subsections, I delineate the steps and

models embedded within this procedure.

2 . 3 . 1 Flux to detuning conversion

Expressing any physical model of the two-qubit system is most conveniently achieved as a

function of transmon detuning. Therefore, our approach relies on the accurate conversion

between flux pulse amplitude and transmon detuning. One can measure the detuning ex-

perienced by the transmon, ∆(A), during a square flux pulse of amplitude A by probing

the phase of the qubit’s Bloch vector as function of pulse duration t using the two Ram-

sey sequences shown in Fig.Figure 2.4a. From the measured results (Fig.Figure 2.4b) we

can find the detuning by calculating the Fast Fourier Transform (FFT) of the complex signal

⟨X⟩+ i⟨Y ⟩ (Fig.Figure 2.4b). The maximum probable detuning, constrained by the Nyquist
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Figure 2.4: Flux to detuning conversion and distortion. (a) Ramsey experiment used to

measure the ⟨X⟩ (blue) and ⟨Y ⟩ projection of the Bloch vector after a square flux-pulse

(green) of amplitude A and duration t . (b) Raw measurement output as function pulse du-

ration. (c) Fast-Fourrier transform of the complex signal, s(t) = ⟨X⟩ + i⟨Y ⟩. The infered

detuning can be computed by fitting the data to a Lorentzian (dashed curve). (d) Measured

detuing for different flux amplitude values and corresponding flux-arc fit (dashed curve). (e-

g) Cryoscope procedure [28] for assessing flux distortions. (e) ⟨X⟩ and ⟨Y ⟩ projection for

varying flux pulse duration and corresponding Bloch vector phase (f), ffi, as function of pulse

duration. (g) Infered step response from measured data.

frequency of this measurement, is 1:2GHz (determined by the arbitrary waveform generator

(AWG) sampling rate of 2:4GHz). The conventional precision of the FFT would be limited by

the total duration of the time trace. To minimize the duration of this measurement, we perform

traces of 20ns, resulting in a low precision of 50MHz. However, we address this limitation

by fitting the FFT data to a Lorentzian (dashed curve in Fig. Figure 2.4c), achieving a signifi-

cantly higher precision, typically ∼ 1MHz. By measuring the detuning for different flux pulse

amplitudes (Fig. Figure 2.4d), we fit a second-order polynomial which describes ∆(A). Fol-

lowing this, we characterize and calibrate for dynamical pulse distortions using the cryoscope

technique [28]. Similar to the previous procedure, this method using a sequence of Ramsey

measurements to infer the on-chip step response of the flux pulse (Fig. Figure 2.4e-g). The

details of this procedure are described in Ref. [28].

2 . 3 . 2 Characterizing the 11-02 interaction

In the next step of the calibration procedure, we characterize the parameters of the |11⟩ ↔
|02⟩ avoided crossing interaction. The schematic representation of these levels, based on

typical parameters, is depicted in Fig. Figure 2.5b. One can make these levels resonant by
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Figure 2.5: Time-domain characterization of |11⟩ ↔ |02⟩ interaction. (a) Quantum cir-

cuit used to characterize the interaction chevron. (b) Energy level diagram for states in the

2-excitation manifold of two uncoupled transmons as function of flux. The exact solution ob-

tained from diagonalizing transmon Hamiltonian using 20 charge states (dots) is used to fit

a polynomial for interpolating the intersection of levels. (c) Measured results as function of

flux-pulse detuning, ∆H, and duration, t . The fit of the data to the model of Eq. Equation (2.2)

(white dashed contour) allows extracting the relevant parameters without relying on fine sam-

pling of the parameters.

detuning the highest frequency transmon (right index in this notation). A simple model of the

system within the {|11⟩ ; |02⟩} manifold is described by the Hamiltonian,

H =

 
−∆̃=2 J2
J2 ∆̃=2

!
; (2.1)

where ∆̃ and J2 is the detuning and coupling strength, respectively, between states |11⟩ and

|02⟩. We solve for the two uncoupled transmon spectra to find the high frequency transmon

detuning ∆0 where the states are resonant, i.e., ∆̃ ≡ ∆H − ∆0 = 0 (where ∆H refers

to detuning of the high transmon from its idle frequency). To maximize the accuracy of this

prediction, we solve for the values EC and EJ of the high frequency transmon, and obtain the

spectrum of |11⟩ and |02⟩ (as function of external Φ) by numerically solving the transmon

Hamiltonian in the charge basis (truncating at 15 charge states). We do this for discrete

values ofΦ and fit a polynomial curve to each state to find the crossing point (Fig. Figure 2.5b).

Using this procedure we can correct for flux dependency of the anharmonicity, ¸(Φ), which

may be relevant for large detunings. Using the sequence depicted in Fig. Figure 2.5a, we

sweep the parameters t and ∆H of a square flux pulse to find an interaction Chevron. The

measured landscapes (Fig. Figure 2.5c and Figure 2.5d) are used to fit the model:

Pexc(∆H; t;∆0; J2; ffidist) =

„
2J2
Ω

«2„1− cos(Ωt − ffidist)

2

«
: (2.2)
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Figure 2.6: Sudden net-zero two-qubit gate. (a) Sudden net-zero gate parametrization. The

mechanics of this gate can be better understood by analogy to a Mach-Zender interferometer

(b). Each of the two square pulses exchange population between levels |11⟩ and |02⟩ and

thereby can thought of as beam-splitters whose transmission and reflection coeficients can

be tuned by the parameters ∆ and tp=2. While waiting for tmid at the sweetspot, the states

two states accrue a relative phase ’. Ideal gate operation achieves full transmission at each

beam-splitter such that an arbitrary conditional phase can be implemented by tunning tmid.

(c) Landscapes of leakage, L1, and conditional phase as function of ∆ and tmid obtained

from analytical solving for the dynamics of the gate (with tp = ı=J2). (d) Conditional oscilla-

tion experiment used to measure the phase of the high-frequency qubit QH for the two states

of the low-frequency qubit QL. (e) Measured data for of the experiment for a calibrated gate.

Leakage of the gate can be estimated from the average of the two curves of state population

of the low frequency qubit using 2L1 = P
|1⟩
exc − P

|0⟩
exc. (f) Measured landscapes of (c) using

conditional oscillation experiment.

where Ω =
q
4J22 + ∆̃2 and the parameter ffidist accounts for any remaining flux-pulse

distortion. The key parameters of interest, namely ∆0 and,

tp
2

=
ı + ffidist

2J2
; (2.3)

will be crucial in the following subsections. Fitting the landscapes (Fig. Figure 2.5c and Fig-

ure 2.5d) allows us to accurately extract the parameters of interest by coarsely sampling over

t and ∆H. Notably, this approach significantly reduces the time required for data acquisition

compared to alternative strategies relying on fine sampling.

2 . 3 . 3 Sudden net-zero gate

Now, I introduce the sudden net-zero [11] (SNZ) parametrization, as depicted in Fig. Fig-

ure 2.6a, for the implementation of two-qubit gates. This parametrization consists of two

identical square pulses, each with a duration of tp=2 and equal, but opposite, amplitudes

of detuning ∆, separated by an interval of duration tmid. The bipolar nature of this approach
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Figure 2.7: Two-qubit gate calibration procedure. Calibration of the four gate parameters:

∆, tp, tmid, and Bamp. Initially, a Chevron experiment determines the best values of tp and

∆. In the subsequent step, a sweep of tmid and ∆ is performed, while simultaneously mea-

suring leakage (L1) and conditional phase (ffic). The objective here is to identify a suitable

value for tmid. In the final step, a similar measurement sweeping ∆ and Bamp is performed

to find the most effective configuration of these parameters. Here, we seek minimize leakage

while achieving a 180-degree conditional phase.

mitigates dephasing arising from low-frequency flux noise and also ensures resilience to long-

term pulse distortions [9, 28]. However, it’s important to note that the SNZ parametrization

is most effective when applied to transmons operating at the flux-sweetspot. The operation

of the gate relies on interference between states |11⟩ and |02⟩ to realize an arbitrary con-

ditional phase gate. An analogy to an interferometer, as illustrated in Fig. Figure 2.6b, helps

illuminate the mechanics of the gate. The parameters tp and ∆ determine the transmission

and reflection through the beam splitters, while tmid sets the relative phase accrued, denoted

as ’, between paths. Each of these three steps implements a unitary transformation in this

manifold as depicted in Fig. Figure A.1 of the appendix section Section A.1. In the ideal sce-

nario, full transmission at the beam-splitter allows the phase of |11⟩ to be solely determined

by the relative phase accrued during tmid. To achieve this, each square pulse must complete

full exchange between |11⟩ and |02⟩. This condition is met in equation Equation (2.3), where

unitary evolution transforms |11⟩ to U |11⟩ = −i |02⟩. Even for slight deviations from this

ideal behavior, low leakage can still be achieved through interference [11]. The landscapes

of leakage (L1) and conditional phase (ffic) as functions of ∆ and tmid are shown in Fig. Fig-

ure 2.6c for unitary evolution of the gate. We experimentally probe these parameters using

the Ramsey type experiment illustrated in Fig. Figure 2.6d [9, 11]. Figure Figure 2.6f shows

measured results of L1 and ffic using this experiment. To find optimal parameters for each

gate, we use the calibration procedure outlined in Figure Figure 2.7. The calibration process

unfolds in three steps. In the first step, we employ the method described in the previous

section to determine the pulse duration (tp=2) that maximizes the transfer of |11⟩ to |02⟩.
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Figure 2.8: SNZ landscape fitting procedure. (a) Measured landscapes of leakage, L1, and

conditional phase, ffic, are used to fit the model in section Section A.1. Measured parameters

are given to the initial guess of the fit to ensure convergence of the high number of free

parameters. (b) The same landscapes are sampled in software in order to get much finer

detail on the landscape and thus find suitable values of tmid (blue stars). (c) Example of the

procedure performed on a landscape where the vertical period of leakage is comparable to

the sampling rate of tmid.

Having found tp, we replicate the landscapes of Fig. Figure 2.6a. Due to the periodic struc-

ture of theses lanscapes, there can be multiple suitable values of tmid. This periodicity is

determined by the rate of relative phase accrual (’ in Fig. Figure 2.6b), which, in turn, is dic-

tated by the detuning between levels |11⟩ and |02⟩ at the sweetspot. Since the sweep of tmid
is constrained to the AWG sampling rate, we introduce an additional parameter, Bamp, to the

pulse. This parameter tunes the relative amplitude of a single AWG sampling point between

the pulses (Fig. Figure 2.7), thereby finely adjusting the rate of relative phase accrual. Using

this method, we first find a value of tmid lying at the intersection between the conditional

phase contour of 180 and the leakage fringe at ∆0. Once this is done, we perform a fine

sweep of ∆ and Bamp to find a configuration that maximizes gate performance (low L1 and

ffic = 180). Although conceptually straightforward, achieving the first step in an automated

manner can be challenging. Particularly due to the complex features of the landscape and

its variable periodicity in the parameter space. To execute this step reliably and efficiently, we

employ an analytical model of the landscape and fit it to the measured data. The details of

the model are described in the appendix section Section A.1. Similarly to the previous step,

this allows extracting the parameters of interest by coarsely sampling over the landscape. We

then find all suitable values of tmid by finely sampling from the model in software as shown

in Fig. Figure 2.8b. From these, we choose the lowest suitable value. Due to the elevated

number of parameters in the model, we ensure reliable convergence of fit by providing an

accurate initial guess. This becomes important when analysing landscapes containing many

vertical periods of leakage as shown in Figure Figure 2.8c. In these cases, choosing a suit-

able tmid with the available data might pose a challenge. However, using the model-based

interpolation allows performing this step reliably. The runtime for the calibration procedure

described in Figure Figure 2.7 is about 24 minutes (Fig. Figure 2.9d) per gate. Despite its
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Figure 2.9: Two-qubit gate daily calibration and performance monitor. (a) Conditional

phase (ffic) and leakage (L1) as functions of Bamp (illustrated in b) along the vertical con-

tour of low leakage in the sudden net-zero landscapes (shown in landscapes c). (d) Runtime

of the two-qubit gate calibration routines. The orange shaded area represents the routines

depicted in Figure Figure 2.7, while the blue shaded area represents the routines used for

daily calibration. These include the Bamp sweep (a), single-qubit phase calibration, and in-

terleaved randomized benchmarking.

reliability, its long duration makes it only suitable for initial calibration and not for daily tune-

up. Daily calibration only requires correcting for small parameter drift. The runtime for such

procedure would desirably be only a few minutes so that we can run through all 24 gates in

our device in a couple of hours. For this purpose, we can make use of the vertical valey of

leakage of the landscape (Fig. Figure 2.9c) and perform instead a single sweep of Bamp as

shown in Figure Figure 2.9a. This technique takes ≈ 30 seconds and is sufficient to correct

for small drifts in time. Together with single-qubit phase calibration and interleaved random-

ized benchmarking [27], this procedure has a combined runtime of ≈ 4:5 minutes allowing

for full calibration and benchmark of the 24 two-qubit gates (Fig. Figure 2.9e) in under two

hours.

2 . 4 Dealing with interacting two-level systems

In addition to the typical noise sources inherent to the flux-tunable transmon (eg. flux noise),

our primary challenge in calibration is unexpected interactions that arise within the tunable

bandwidth of the transmon. These are known two-level system (TLS) [29] interactions. The

origin of TLSs has been linked to material defects in Josephson junctions [30–33]. Research

suggests that TLSs efficiently decay via phonons [34, 35] which makes them generally lossier

than typical transmons. Consequently, when TLSs couple to the transmon via its electric

dipole, they typically enhance its relaxation, influencing the local ΓT1(!) spectrum. In more

challenging scenarios, TLSs can exhibit even strong coupling with the transmon, leading to

coherent exchange between the two systems. Such examples can be seen in Figure Fig-

ure 2.10. While efforts have been made to reduce the density of TLSs using design [31, 32],

material selection [36], and material surface treatment [37], current transmon processors
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Figure 2.10: Impact of TLS interactions on single-qubit gates and readout. (a) When

a strongly coupled TLS interacts with the transmon at its sweet-spot (∆=2ı = 0 MHz),

coherent control of the qubit using single-qubit gates is hindered, as demonstrated by the

allXY sequence (b). Detuning the qubit to a lower frequency (∆=2ı = 350 MHz, denoted

by the dashed curve) allows for coherent qubit control (c). (d) In this case, the TLS is farther

away from resonance with the transmon at the sweet-spot. However, relaxation effects are

evident in the single-shot readout histograms (e). This phenomenon can be explained by the

AC-Stark shift induced by the readout, which brings the transmon closer to resonance with

the TLS. Detuning the transmon beyond this interaction point (∆=2ı = 150 MHz) resolves

this issue.

have to contend with TLSs [38, 39]. Due to the random nature of these defects, they can

impact the operation of qubits in various ways. This impact will depend on their resonance

frequency relative to the qubits. In this section, we outline different resonance scenarios of

TLSs and techniques to mitigate this impact on qubit operations.

2 . 4 . 1 Impact of TLSs in single-qubit gates and readout

When a TLS is resonant with the transmon at its idle frequency, (usually its flux sweet-spot),

it disrupts the operation of single-qubit gates (Figs. Figure 2.10a- Figure 2.10c). If resonance

occurs just below this frequency, single-qubit gates might not be affected. However, the AC-

Stark shift induced by the readout can lead to significant relaxation instead [40] (Figs. Fig-

ure 2.10d- Figure 2.10f). To mitigate this, one solution is to operate the transmon at lower

frequencies outside its sweet-spot. However, this comes at the cost of increased flux noise

and, consequently, lower coherence time.
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Figure 2.11: Off-resonant TLS in two-qubit gate trajectories. (a) Quantum circuit used for

time-domain characterization of a TLS interaction. (b) Excited state probability Pexc as func-

tion of detuning ∆ and duration t . In this interaction landscape, we observe a TLS situated

between the idle sweet-spot frequency and the two-qubit gate interaction frequency, ∆CZ, of

transmon, QH, with another transmon, QL, with lower transition frequency. (c) Detailed char-

acterization of the TLS interaction chevron with a coupling strength of JTLS. It is evident that

the TLS exhibits frequency instability throughout the measurement. (d) Frequency trajectory

of QH and QL during the two-qubit gate and interaction landscapes of QH (f, g). This trajec-

tory highlights the resonance of the TLS concerning the |0⟩ → |1⟩ (f) and |1⟩ → |2⟩ (g)

transitions of the transmon. The procedure used for measuring these landscapes is similar

to the one described in (a). The red shaded areas in (d) indicate resonance intervals with the

TLS, corresponding to 10JTLS and 10
√
2JTLS for the |0⟩ → |1⟩ and |1⟩ → |2⟩ transitions,

respectively.

2 . 4 . 2 Impact of TLSs in two-qubit gates

In other cases, such interactions may not overlap with the transmon at its idle frequency. How-

ever, they must be crossed during the frequency excursion for two-qubit gates, as illustrated in

Figure Figure 2.11. When this situation arises, diabatic transitions can occur between the two

sytems. The diabatic population lost to the TLS, PLZ, is given by the Landau-Zener formula,

PLZ = e−2ıΓ; Γ =
J2TLS

h̄
˛̨̨
d∆
dt

˛̨̨ ; (2.4)

where JTLS is the coupling between the states crossing of the transmon and the TLSs. To

minimize population loss in the transmon, a possible strategy might involve relying on co-

herent exchange between the two systems. However, as shown in Figure Figure 2.11c, we

observe that such interactions are not stable over time, making them unreliable. Instead, our
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Figure 2.12: Avoiding TLS resonant with two-qubit gate interaction. (a) Frequency trajec-

tories of a high-frequency transmon, QH, and a low-frequency transmon, QL, respectively,

during a two-qubit gate. (b, c) TLS interaction landscapes of QH for initial states |1⟩ and |2⟩,
showing a strongly coupled TLS lying at the interaction frequency !H = !L − ¸H. The

dashed curves in (a) denote the trajectory of the two-qubit gate with QL static at its idle

frequency, while the solid curves denote the two-qubit trajectory where QL is dynamically

detuned to avoid the TLS. (d) Two-qubit Clifford randomized benchmarking of the gate using

each of the two-qubit trajectories. From interleaved randomized benchmarking, one obtains

errors of 7% and 3% for QL in the static and detuned states, respectively.

primary strategy is to minimize PLZ by crossing the TLS as rapidly as possible, satisfying the

condition: ˛̨̨̨
d∆

dt

˛̨̨̨
≫ JTLS: (2.5)

When doing this, it is important to consider all relevant transmon levels that cross the TLSs,

as depicted in Figure Figure 2.11d. This consideration becomes particularly important during

the sudden-net zero gate, where there is population exchange to the non-computational state

|2⟩. Due to the anharmonic nature of the transmon, the same TLSs will be resonant with the

|1⟩ → |2⟩ transition at a detuning ∆ − ¸. This is observed in Figures Figure 2.11f and Fig-

ure 2.11g. Additionally, the bandwidth of this interaction is now determined by
√
2JTLS since

it occurs between states in the second excitation manifold. Therefore, to ensure that every

relevant level crosses the TLS as sudden as possible (Eq. Equation (2.5)), we choose Bamp
such that it does not overlap with the two resonance conditions (shaded area in Fig. Fig-

ure 2.11) or the area between them. In other instances, the TLS directly resonates with the

interaction frequency of the two-qubit gate, as depicted in Figure Figure 2.12. In such sce-

narios, we employ a dynamic approach to change the interaction frequency by detuning the

low-frequency qubit throughout the gate. This is performed using a net-zero flux pulse applied

to the low-frequency qubit, as demonstrated in Figure Figure 2.12a. The gate calibration for

such a procedure follows the same steps described in the previous section. It’s important
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Figure 2.13: Unipolar two-qubit gates. (a) Schematic of transmon transition frequency ver-

sus flux. To avoid the TLS, shown by the avoided crossing, the transmon is biased to an

intermediate frequency (red dot). In this configuration, a unipolar DC pulse (green) is used

to perform two-qubit gates. (b) Landscapes of leakage, L1, and conditional phase, ffic , mea-

sured as function of the DC pulse paramaters, ∆ and tp. (c) Interleaved randomized bench-

marking for the DC two-qubit gate. The corresponding error and leakage per gate is 1:(5)%

and 0:(2)%, respectively. (d) Gate error measured for a sudden net zero (SNZ) and DC two-

qubit gates calibrated for the same qubit at the flux sweetspot.

to note that even with this technique, QH still crosses the TLS four times, and therefore the

same precautions must be taken to ensure Eq. Equation (2.5) is satisfied. Due to the multi-

ple crossings of the TLS and the additional dephasing incurred, gate errors are expected to

be significantly higher. However, despite these challenges, we manage to make substantial

improvements in gate error rates, achieving moderate error rates as illustrated in Figure Fig-

ure 2.12d.

2 . 4 . 3 Unipolar two-qubit gates

When operating a transmon at its flux-insensitive sweetspot is not an option due to a nearby

TLS, the sudden net-zero (SNZ) pulse parametrization [11] becomes infeasible. To circum-

vent resonance with the TLS during two-qubit gates, one solution is to use unipolar flux pulses,

as depicted in Figure 2.13a. For these applications, a simpler parametrization – the DC pulse

– suffices. This pulse is a square pulse with two parameters: amplitude,∆, and pulse duration,
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Figure 2.14: Correction of long time-scale flux distortions. (a) Experimental procedure to

measure long time-scale flux step response. Here, the step response of a square flux pulse

(green) is measured by sweeping the delay, t , and frequency, f , of a microwave pulse (orange)

and measuring the qubit population, Pexc, after the pulse. (b) Inferred step response from the

measured frequency obained from the resulting Pexc landscape (c). The frequency response

(white curve) is obtained by fitting Pexc for each delay, t . (d) Infinite impulse response (IIR)

filter parameters used to obtain the calibrate step response in (b). Each point corresponds to

a set of parameters describing the exponential pulse correction modeled by Eq. 2.6.

tp. An advantage of this parametrization is its simpler and faster calibration procedure, which

reduces to the first step shown in Figure 2.7. Figure 2.13b shows the measured leakage and

conditional phase landscapes for this step, consisting of a 2D sweep of ∆ and tp. Here, the

leakage landscape corresponds to the chevron pattern arising from the resonance of |11⟩
and |02⟩. The contour of ffic = 180 degrees aligns with this resonance. In this regime, the

gate dynamics can be understood as a 2ı rotation in the manifold {|11⟩ ; |02⟩}, described

by the Hamiltonian in Eq. 2.1. This unitary imparts a phase of e iı to both |11⟩ and |02⟩, in

addition to a single-qubit phase on the high-frequency qubit.

Since this parametrization is no longer net zero, an important development required to op-

erate these gates is correcting flux pulse distortions on longer ∼ —s time scales. At these

scales, the Ramsey-based cryoscope approach [28] is not viable, as qubit dephasing leads to

loss of signal-to-noise ratio (SNR). We address this using the spectroscopy-based measure-

ment shown in Figure 2.14a. This method reconstructs the flux step response (Fig. 2.14b) by

measuring the qubit population as a function of the time and frequency of a microwave pulse

(Fig. 2.14c). Similar to the cryoscope technique, we fit the normalized step response, S(t),

to the model

S(t) = g(1 + Ae−t=fi ); (2.6)

where the amplitude, A, and characteristic time, fi , parameters are used to parameterize

real-time infinite impulse response (IIR) filters. Calibration is performed iteratively, using up

to eight filters. Figure 2.14d shows an example of these parameters after calibrating the step

response shown in Fig. 2.14b. Having calibrated for long time scale flux distortions, we per-

form interleaved randomized benchmarking of the DC two-qubit gate (Fig. 2.13d). We find

a 1:(6)% error rate which is comparable to other gates in the device. To compare the per-
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Figure 2.15: Comparison of error rates for different devices. Different error rates eval-

uated for two different Surface-17 devices of different versions. (a) Single-qubit gate error

evaluated using Clifford randomized benchmarking. (b) Two-qubit gate error evaluated using

Interleaved randomized benchmarking. (c) Single-shot readout assignment fidelity. (d) Cumu-

lative histogram of the aforementioned error rates for each device. The mean error rate is

denoted by the dashed vertical line.

formances of SNZ and DC pulse parametrizations, we benchmarked two-qubit gates using

each parametrization for the same qubit biased at the sweetspot (Fig. 2.13d). As expected,

the gate error is higher for the DC pulse (0:(9)% and 1:(5)% for SNZ and DC, respectively).

To summarize, unipolar pulses enable qubit operation even when a TLS is resonant at the

sweetspot. However, this approach incurs increased dephasing during the gate because the

pulse is no longer symmetric with respect to the sweetspot, making the transmon more sus-

ceptible to low-frequency flux noise when compared to the SNZ gate. Consequently, this

configuration is used only as a last resort when operating the transmon at the sweetspot is

overly detrimental.

2 . 5 Assessing performance and progress

Metrics like gate fidelity are indicative of the overall performance of the device. Although they

do not account for crosstalk errors, they are still useful during the development process. This

is particularly relevant when iterating through different devices after improvements in, for ex-

ample, the fabrication recipe, and we want to assess how these improvements translate into

processor performance during an algorithm. Figure 2.15 shows single- and two-qubit gate

errors along with readout assignment errors for two Surface-17 devices. Each device repre-

sents a different iteration where improvements were made in both fabrication and parameter

design. These improvements notably resulted in higher relaxation times, T1 (increasing from

10 to 27—s on average across all qubits), and better targeting of resonator parameters [41].



2 . 5 . A S S E S S I N G P E R F O R M A N C E A N D P R O G R E S S

2

25

From the cumulative distribution of errors shown in Figure 2.15d, the most substantial re-

ductions are observed in single-qubit gate and readout assignment errors. We attribute the

former to the increased relaxation times and the latter to the more precise targeting of param-

eters. The average two-qubit gate error shows only a marginal improvement. We speculate

that this is because these gates are primarily limited by the TLS error mechanisms discussed

in the previous section.
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3 . 1 Introduction

T W O key capabilities will distinguish an error-corrected quantum computer from present-

day noisy intermediate-scale quantum (NISQ) processors [42]. First, it will initialize, trans-

form and measure quantum information encoded in logical qubits rather than physical qubits,

where a logical qubit is a highly entangled two-dimensional subspace in the larger Hilbert

space of many more physical qubits. Second, it will use repetitive quantum parity checks to

discretize, signal and (with the aid of a decoder) correct errors occurring in the constituent

physical qubits without destroying the encoded information [43]. Provided the incidence of

physical errors is below a code-specific threshold and the quantum circuits for logical opera-

tions and stabilization are fault tolerant, the logical error rate can be exponentially suppressed

by increasing the distance (redundancy) of the quantum error correction (QEC) code em-

ployed [44]. The exponential suppression for specific physical qubit errors (bit-flip or phase-

flip) has been experimentally demonstrated [45–48] for repetition codes [49–51].

Leading experimental quantum platforms have taken key steps towards implementing

QEC codes protecting logical qubits from general physical qubit errors. In particular, trapped-

ion systems have demonstrated logical-level initialization, gates and measurements for single

logical qubits in the Calderbank-Shor-Steane [52] and Bacon-Shor [53] codes. Most recently,

entangling operations between two logical qubits have been demonstrated in the surface

code using lattice surgery [54]. However, except for smaller-scale experiments using two ion

species [55], trapped-ion experiments in QEC have so far been limited to a single round of

stabilization.

In parallel, taking advantage of highly-non-demolition measurement in circuit quantum

electrodynamics [56], superconducting circuits have taken key strides in repetitive stabiliza-

tion of two-qubit entanglement [57, 58] and logical qubits. Quantum memories based on 3D-

cavity logical qubits in cat [59, 60] and Gottesman-Kitaev-Preskill [61] codes have crossed

the memory break-even point. Meanwhile, monolithic architectures have focused on logical

qubit stabilization in a surface code realized with a 2D lattice of transmon qubits. Currently,

the surface code [62] is the most attractive QEC code for solid-state implementation owing to

its practical nearest-neighbor-only connectivity requirement and high error threshold. Recent

experiments [46, 63] have demonstrated repetitive stabilization by post-selection in a surface

code which, owing to its small size, is capable of quantum error detection but not correction.

In particular, Ref. [63] has demonstrated the preparation of logical cardinal states and logical

measurement in two cardinal bases. Here, we go beyond previous work by demonstrating a

complete suite of logical-qubit operations for this small (distance-2) surface code while pre-

serving multi-round stabilization. Our logical operations include initialization anywhere on the

logical Bloch sphere (with significant improvement over previously reported fidelities), mea-

surement in all cardinal bases, and a universal set of single-qubit logical gates. For each type

of operation, we quantify the increased performance of fault-tolerant variants over non-fault-

tolerant ones. We use a logical Pauli transfer matrix to describe a logical gate, analogous to
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the procedure commonly used to describe gates on physical qubits [64]. Finally, we perform

logical state stabilization by means of repeated error detection where we compare the per-

formance of two scalable, fault-tolerant stabilizer measurement schemes compatible with our

quantum hardware architecture [21].

The distance-2 surface code (Fig. Figure 3.1a) uses four data qubits (D1 through D4) to

encode one logical qubit, whose two-dimensional codespace is the even-parity (i.e., eigen-

value +1) subspace of the stabilizer set

S = {ZD1ZD3; XD1XD2XD3XD4; ZD2ZD4}: (3.1)

This codespace has logical Pauli operators

ZL = ZD1ZD2; ZD3ZD4; ZD1ZD4; and ZD2ZD3; (3.2)

XL = XD1XD3 and XD2XD4; (3.3)

that anti-commute with each other and commute with S, and logical computational basis

|0L⟩ =
1√
2
(|0000⟩+ |1111⟩) ; (3.4)

|1L⟩ =
1√
2
(|0101⟩+ |1010⟩) : (3.5)

Measuring the stabilizers using three ancilla qubits (A1,A2 andA3 in Fig. Figure 3.1a) allows

detection of all physical errors that change the outcome of one or more stabilizers tom = −1.

This list includes all errors on any one single qubit. However, no error syndrome is unique to

a specific physical error. For instance, a phase flip in any one data qubit triggers the same

syndrome: mA2 = −1. Consequently, this code cannot be used to correct such errors. We

thus perform state stabilization by post-selecting runs in which no error is detected by the

stabilizer measurements in any cycle. In this error-detection context, an operation is fault-

tolerant if any single-fault produces a non-trivial syndrome and can therefore be post-selected

out [65] (see Suppl. Material).

3 . 2 Results

3 . 2 . 1 Stabilizer measurements

Achieving high performance in a code hinges on performing projective quantum parity (stabi-

lizer) measurements with high assignment fidelity, meaning one can accurately discriminate

parity, and low additional backaction such that the state of the qubits after the measurement is

properly projected onto the parity subspace. We implement each of the stabilizers in S using

a standard indirect-measurement scheme [66, 67] with a dedicated ancilla. We benchmark

the accuracy of each parity measurement by preparing the data-qubits in a computational

state and measuring the probability of ancilla outcome mA = −1. As a fidelity metric, we

calculate the average probability to correctly assign the parity ZD1ZD3, ZD1ZD2ZD3ZD4

and ZD1ZD3, finding 94:2%, 86:1% and 97:2%, respectively (see Suppl. Material Fig. S2).
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Figure 3.1: Surface-7 quantum processor and initialization of logical cardinal states.

(a) Distance-two surface code. (b) Optical image of the quantum hardware with added false-

color to emphasize different circuit elements. (c-f) Estimated physical density matrices, ȷ,

after targeting the preparation of the logical cardinal states |0L⟩ (c), |1L⟩ (d), |+L⟩ (e) and

|−L⟩ (f). Each state is measured after preparing the data qubits in |0000⟩, |1010⟩, |++++⟩
and |++−−⟩, respectively. The ideal target state density matrix is shown in the shaded

wireframe.



3 . 2 . R E S U LT S

3

31

3 . 2 . 2 Logical state initialization using stabilizer measurements

A practical means to quantify the backaction of stabilizer measurements is using them to

initialize logical states. As proposed in Ref. [63], we can prepare arbitrary logical states by

first initializing the data-qubit register in the product state

| ⟩ =
“
C„=2 |0⟩+ S„=2 |1⟩

”
|0⟩
“
C„=2 |0⟩+ S„=2e

iffi |1⟩
”
|0⟩ (3.6)

using single-qubit rotations R„y on D1 and R„ffi on D3 acting on |0000⟩ (C¸ = cos¸ and

S¸ = sin¸). A follow-up round of stabilizer measurements ideally projects the four-qubit

state onto the logical state

| L⟩ =
“
C2
„=2 |0L⟩+ S2„=2e

iffi |1L⟩
”
=
q
C4
„=2

+ S4
„=2

(3.7)

with probability

P =
1

2

“
C4
„=2 + S4„=2

”
: (3.8)

We use this procedure to target initialization of the logical cardinal states |0L⟩, |1L⟩, |+L⟩ =
( |0L⟩+|1L⟩ )=

√
2, and |−L⟩ = ( |0L⟩−|1L⟩ )=

√
2. For the first two states, the procedure is

fault-tolerant according to the definition above. We characterize the produced states using full

four-qubit state tomography including readout calibration and maximum-likelihood estimation

(MLE) (Fig. Figure 3.1c-f). The fidelity F4Q to the ideal four-qubit target states is 90:0±0:3%,

92:9 ± 0:2%, 77:3 ± 0:5%, and 77:1 ± 0:5%, respectively. For each state, we can ex-

tract a logical fidelity FL by further projecting the obtained four-qubit density matrix onto the

codespace [63], finding 99:83±0:08%, 99:97±0:04%, 96:82±0:55%, and 95:54±0:55%,

respectively (see Methods). This sharp increase from F4Q to FL demonstrates that the vast

majority of errors introduced by the parity check are weight-1 and detectable. A simple modifi-

cation makes the initialization of |+L⟩ (|−L⟩) also fault-tolerant: initialize the data-qubit regis-

ter in a different product state, namely |++++⟩ (|++−−⟩), before performing the stabilizer

measurements. With this modification, F4Q increases to 85:4 ± 0:3% (84:6 ± 0:3%) and

FL to 99:78±0:09% (99:64±0:17%), matching the performance achieved when targetting

|0L⟩ and |1L⟩.

3 . 2 . 3 Logical measurement of arbitrary states

A key feature of a code is the ability to measure logical operators. In the surface code, we can

measure XL (ZL) fault-tolerantly, albeit destructively, by simultaneously measuring all data

qubits in the X (Z) basis to obtain a string of data-qubit outcomes (each +1 or −1). The

value assigned to the logical operator is the computed product of data-qubit outcomes as pre-

scribed by Eq. Equation (3.3) (Equation (3.2)). Additionally, the outcome string is used to com-

pute a value for the stabilizer(s)XD1XD2XD3XD4 (ZD1ZD3 andZD2ZD4), enabling a final

step of error detection (Fig. Figure 3.2a). Measurement of YL = +iXLZL = YD1ZD2XD3
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Figure 3.2: Arbitrary logical-state initialization and measurement in the logical cardinal

bases. (a) Assembly of data-qubit measurements used to evaluate logical operators ZL, XL

and YL with additional error detection. (d) Initialization of logical states using the procedure

described in Eq. 3.6. (c, e) ZL, XL and YL logical measurement results as a function of the

gate angles ffi (c) and „ (e). The colored dashed curves show a fit of the analytical prediction

based on Eqs. 3.9 and 3.11 to the data and the dark curve denotes a bound based on the

measured FL of each state. (b, f) Total fraction P of post-selected data as a function of the

input angle for each logical measurement. The dashed curve shows the ideal fraction given

by Eq. 3.8.
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is not fault-tolerant. However, we lower the logical assignment error by also measuring D4 in

the Z basis to compute a value for ZD2ZD4 and thereby detect bit-flip errors in D2 and D4.

We demonstrate ZL,XL and YL measurements on logical states prepared on two orthog-

onal planes of the logical Bloch sphere. Setting „ = ı=2 and sweeping ffi, we ideally prepare

logical states on the equator (Fig. Figure 3.2d)

| L⟩ = ( |0L⟩+ e iffi |1L⟩ ) =
√
2: (3.9)

We measure the produced states in the ZL, XL and YL bases and obtain experimental av-

erages ⟨ZL⟩, ⟨XL⟩ and ⟨YL⟩. As expected, we observe sinusoidal oscillations in ⟨XL⟩ and

⟨YL⟩ and near-zero ⟨ZL⟩. The reduced range of the ⟨YL⟩ oscillation evidences the non-fault-

tolerant nature of YL measurement. A second manifestation is the higher fraction P of post-

selected data for YL (Fig. Figure 3.2b). To quantify the logical assignment fidelity FR
L with

correction for initialization error, it is tempting to apply the formula

⟨OL⟩max − ⟨OL⟩min

2
= (2FR

L − 1)(2FL − 1); O ∈ {X; Y } (3.10)

inspired by the standard method to quantify readout fidelity of physical qubits from Rabi os-

cillations with limited initialization fidelity (described in the Supplementary Material). This

method suggests FR
L = 95:8% for XL and 87:5% for YL. However, this method is not accu-

rate for a logical qubit because not all input states outside the codespace are rejected by the

limited set of stabilizer checks computable from the data-qubit outcome string and, moreover,

detectable initialization errors can become undetectable when compounded with data-qubit

readout errors. An accurate method to extract FR
L based on the measured 16×16 data-qubit

assignment probability matrix (detailed in the Supplementary Material) gives FR
L = 98:7%

for XL and 91:4% for YL.

Setting ffi = 0 and sweeping „, we then prepare logical states on the XL-ZL plane

(Fig. Figure 3.2e), ideally

| L⟩ =
“
C2
„=2 |0L⟩+ S2„=2 |1L⟩

”
=
q
C4
„=2

+ S4
„=2
: (3.11)

Note that due to the changing overlap of the initial product state with the codespace, P is now

a function of „ (Eq. Equation (3.8)). The approximate extraction method based on the range

of ⟨ZL⟩ suggests FR
L = 99:4%, while the accurate method gives 99:8%. Note that while

both are fault-tolerant, the ZL measurement has higher fidelity than the XL measurement as

the former is only vulnerable to vertical double bit-flip errors while the latter is vulnerable to

both horizontal and diagonal double phase-flip errors.

3 . 2 . 4 Logical gates

Finally, we demonstrate a suite of gates enabling universal logical-qubit control (Fig. Fig-

ure 3.3). Full control of the logical qubit requires a gate set comprising Clifford and non-

Clifford logical gates. Some Clifford gates, like RıZL
and RıXL

(where R„OL
= e−i„OL=2),
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then projecting onto the codespace. (f) Extracted (solid) and ideal (wireframe) logical Pauli

transfer matrices.
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can be implemented transversally and therefore fault-tolerantly (Fig. Figure 3.3d). We per-

form arbitrary rotations (generally non-fault-tolerant) about the ZL axis using the standard

gate-by-measurement circuit [68] shown in Fig. Figure 3.3a. In our case, the ancilla is phys-

ical (A2), while the qubit transformed is our logical qubit. The rotation angle „ is set by the

initial ancilla state |A„⟩ = (|0⟩ + e i„ |1⟩)=
√
2. Since we cannot do binary-controlled ZL

rotations, we simply post-select runs in which the measurement outcome is mA2 = +1.

However, we note that these gates can be performed deterministicaly using repeat-until-

success [69]. Choosing „ = ı=4 implements the non-Clifford TL = R
ı=4
ZL

gate. A simi-

lar circuit (Fig. Figure 3.3b) can be used to perform arbitrary rotations around the XL axis.

We compile both circuits using our hardware-native gateset (Figs. Figure 3.3c,d). To assess

logical-gate performance, we perform logical process tomography using the procedure illus-

trated in Fig. Figure 3.3e for TL. First, we initialize into each of the six logical cardinal states

{|0L⟩ ; |1L⟩ ; |+L⟩ ; |−L⟩ ; |+iL⟩ ; |−iL⟩}. We characterize each actual input state by four-

qubit state tomography and project to the codespace to obtain a logical density matrix. Next,

we similarly characterize each output state produced by the logical gate and a second round

of stabilizer measurements to detect errors occurred in the gate (full data in Fig. S3). Us-

ing this over-complete set of input-output logical-state pairs, combined with MLE (see Meth-

ods), we extract a logical Pauli transfer matrix (LPTM). The resulting LPTMs for the non-fault-

tolerant TL and R
ı=2
XL

gates as well as the fault-tolerant RıZL
and RıXL

are shown in Fig. Fig-

ure 3.3e. From the LPTMs, we extract average logical gate fidelities FG
L (Eq. Equation (3.19))

97.3%, 95.6%, 97.9%, and 98.1%, respectively.

3 . 2 . 5 Pipelined versus parallel stabilizer measurements

A scalable control scheme is fundamental to realize surface codes with large code distance.

To this end, we now compare the performance of two schemes suitable for the quantum

hardware architecture proposed in Ref. [21]. These schemes are scalable in the sense that

their cycle duration remains independent of code distance. The pipelined scheme interleaves

the coherent operations and ancilla readout steps associated with stabilizer measurements

of type X and Z by performing the coherent operations of X (Z) type stabilizers during

the readout of Z (X) type stabilizers (Fig. Figure 3.4a). The parallel scheme performs all

ancilla readouts simultaneously (Fig. Figure 3.4b). The pipelined cycle scheme duration is

shorter than the parallel scheme by 16% which can potentially increase the performance of

the code. This only occurs if the interleaved readout of ancillas does not result in increased

measurement-induced dephasing between them. To compare their performance, we initialize

and stabilize |0L⟩ for up to n = 15 cycles. We perform refocusing pulses (Rı’i ) on the

data qubits to correct for coherent errors during the measurement of ancilla qubits. We also

separately calibrate the equatorial rotation axis of this gate for each scheme to extract the

best performance. At each n, we take data back-to-back for the two schemes in order to

minimize the effect of parameter drift, repeating each experiment up to 256 × 103 times.
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Figure 3.4: Repetitive error detection using pipelined and parallel stabilizer measure-

ment schemes. (a, b) Gate sequences used to implement the pipelined (a) and parallel (b)

stabilizer measurement schemes. Gate duration is 20 ns for single-qubit gates, 60 ns for

controlled-Z (CZ) gates and parking [21, 57], and 540 ns for ancilla readout. The order of

CZs in the XD1XD2XD3XD4 stabilizer (blue shaded region) prevents the propagation of

ancilla errors into logical qubit errors [65]. The total cycle duration for the pipelined (parallel)

scheme is 840 ns (1000 ns). (c) Estimated ZL expectation value, ⟨ZL⟩, measured for the

|0L⟩ state versus the duration of the experiment using the pipelined (blue) and the parallel

(orange) schemes. We also plot the excited-state probability (right axis) set by the maximum

and minimum physical qubit T1. (d) Post-selected fraction of data versus the number of error

detection cycles n for the pipelined (blue) and parallel (orange) scheme.

Figure Figure 3.4c shows the ZL measurement outcome averaged over the post-selected

runs. We extract the error-detection rate ‚ from the n-dependence of the fraction of post-

selected data P (Fig. Figure 3.4d) using the procedure described in Methods. We observe

that the error rate is slightly lower for the pipelined scheme (‚pip ∼ 45%), most likely due to

the shorter duration of the cycle. This superiority is consistent across different input logical

states (see Fig. S4) with an average ratio ‚pip=‚par ∼ 97%.

3 . 3 Discussion

We have demonstrated a suite of logical-level initialization, gate and measurement operations

in a distance-2 superconducting surface code undergoing repetitive stabilizer measurements.

For each type of logical operation, we have quantified the increased performance of fault-

tolerant variants over non-fault-tolerant variants. Table Table 3.1 summarizes all the results.

We can initialize the logical qubit to any point on the logical Bloch sphere, with logical fidelity

surpassing Ref. [63]. In addition to characterizing initialized states using full four-qubit to-

mography, we also demonstrate logical measurements in all logical cardinal bases. Finally,

we demonstrate a universal single-qubit set of logical gates by performing logical process to-

mography, using the concept of a logical-level Pauli transfer matrix. As expected, the fidelity of

the fault-tolerant gates is higher than the non-fault-tolerant ones. However, one would expect
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Logical operation Characteristic Logical fidelity metric value (%)

In
it.

|0L⟩ FT

FL

99.83

|1L⟩ FT 99.97

|+L⟩ Non-FT/FT 96.82/99.78

|−L⟩ Non-FT/FT 95.54/99.64
M

ea
s. ZL FT

FR
L

99.8

XL FT 98.7

YL Non-FT 91.4

G
at

e

RıXL
FT

FG
L

97.9

RıZL
FT 98.1

R
ı=2
XL

Non-FT 95.6

TL Non-FT 97.3

Table 3.1: Summary of logical initialization, measurement, and gate operations and

their performance. Fault-tolerant operations are labelled FT and non-fault tolerant ones Non-

FT. Quoted FR
L values are those extracted with the accurate method described in the Sup-

plementary Material.

a sharper difference given the typical error rates of the operations envolved. We believe this

could be due to errors introduced by the stabilizer measurements which might be dominant

over the errors of the logical gate itself.

With a view towards implementing higher-distance surface codes using our quantum-

hardware architecture [21], we have compared the performance of two scalable stabilization

schemes: the pipelined and parallel measurement schemes. In this comparison, two main

factors compete. On one hand, the shorter cycle time favors pipelining. On the other, the

pipelining introduces extra dephasing on ancilla qubits of one type during readout of the other.

The performance of both schemes is comparable, but slightly higher for the pipelined scheme.

From detailed density-matrix simulations discussed in the Supplementary Material, we further

understand that conventional qubit errors such as energy relaxation, dephasing and read-

out assignment error alone do not fully account for the net error-detection rate observed in

the experiment (see Fig. S10 and also not for the P reduction in Figs. Figure 3.2b,f; see

Fig. S11). We believe that the dominant error source is instead leakage to higher transmon

states incurred during CZ gates. Our data (Fig. S9) shows that the error detection scheme

successfully post-selects leakage errors in both the ancilla and data qubits. Learning to iden-

tify these non-qubit errors and to correct them without post-selection is the subject of ongoing

research [70–72] and an outstanding challenge in the quest for quantum fault-tolerance with

higher-distance superconducting surface codes [73], which to this date have yet to be imple-

mented with repeated error correction.
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3 . 4 Methods

3 . 4 . 1 Device

We use a superconducting circuit-QED processor (Fig. Figure 3.1b) featuring the quantum

hardware architecture proposed in Ref. [21]. Seven flux-tunable transmons are arranged in

three frequency groups: a high-frequency group for D1 and D2; a middle-frequency group for

A1, A2 and A3; and a low-frequency group for D3 and D4. Similar to the device in Ref. [63],

each transmon is transversely coupled to its nearest neighbors using a coupling bus res-

onator dedicated to each pair. This simplest and minimal connectivity minimizes multi-qubit

crosstalk. Also, every transmon has a dedicated flux line for two-qubit gating, and a dis-

persively coupled readout resonator with Purcell filter enabling frequency-multiplexed read-

out [41, 58] using two feedlines. In contrast to Ref. [63], every transmon has a dedicated

microwave drive line for single-qubit gating, avoiding the need to drive any via a feedline and

thus reducing driving crosstalk.

All transmons are flux biased to their maximal frequency (i.e., flux sweetspot [74]), where

measured qubit relaxation (T1) and dephasing (TEcho
2 ) times lie in the range 27—102 ¯s

and 55—117 ¯s, respectively. Detailed information on the implementation and performance

of single- and two-qubit gates for this same device can be found in Ref. [11]. Device charac-

teristics are also summarized in Table S1.

The device was fabricated on a high-resistivity intrinsic Si<100> wafer that was first des-

cummed using UV-ozone cleaner and stripped of native oxides using buffered oxide etch solu-

tion (BOE 7:1). The wafer was subjected to vapor of hexamethyldisilazane (HMDS) at 150◦C
and sputtered with 200 nm of niobium titanium nitride (NbTiN). Post dicing into smaller dies,

a layer of hydrogen silsesquioxane (HSQ) was spun and baked at 300◦C to serve as an inor-

ganic sacrificial mask for wet etching of NbTiN. This layer was removed post base-patterning

steps. The quantum plane was defined using electron-beam (e-beam) lithography of a high-

contrast, positive-tone resist spun on top of the NbTiN-HSQ stack. Post development, the

exposed region was first dry etched using SF6/O2 mixture and then wet etched to remove

any residual metal. Dolan-bridge-style Al/AlOx/Al Josephson junctions were then fabricated

using standard double-angle e-beam evaporation. Airbridges and crossovers were added us-

ing a two-step process. The first step involved patterning galvanic contact using e-beam resist

(∼ 6 —m thick) subjected to reflow. In the second step, the airbridges and crossovers were

patterned with e-beam evaporated Al (450 nm thick). Finally, the device underwent dicing,

resist lift-off and Al wirebonding to a printed circuit board.

3 . 4 . 2 State tomography

To perform state tomography on the prepared logical states, we measure the 44 − 1 expec-

tation values of data-qubit Pauli observables, pi = ⟨ffi ⟩; ffi ∈ {I; X; Y; Z}⊗4 (except I⊗4).
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Interleaved with this measurement we also characterize the measurement POVM used to

correct for readout errors in pi . These are then used to construct the density matrix

ȷ =
44−1X
i=0

piffi
24

(3.12)

with p0 = 1, corresponding to ff0 = I⊗4. Due to statistical uncertainty in the measurement,

the constructed state, ȷ, might lack the physicality characteristic of a density matrix, that is,

Tr(ȷ) = 1 and ȷ ≥ 0. Specifically, ȷmight not satisfy the latter constraint, while the former is

automatically satisfied by p0 = 1. To enforce these constraints, we use a maximum-likelihood

method [64] to find the physical density matrix, ȷph, that is closest to the measured state,

where closeness is defined in terms of best matching the measurement results. We thus

minimize the cost function
P44−1
i=0 |pi −Tr(ȷphffi )|2, subject to Tr(ȷph) = 1 and ȷph ≥ 0.

We find the optimal ȷoptph using the convex-optimization package cvxpy via cvx-fit in Qiskit [75].

The fidelity to a target pure state, | ⟩, is then computed as

F = ⟨ | ȷoptph | ⟩ : (3.13)

One can further project ȷph onto the codespace to obtain a logical state ȷL using

ȷL =
1

2

X
i

Tr(ȷphff
L
i )

Tr(ȷphIL)
ffLi ; ff

L
i ∈ {IL; XL; YL; ZL} (3.14)

where IL is the projector onto the codespace. Here, we can compute the logical fidelity FL
using Eq. Equation (3.13).

3 . 4 . 3 Process tomography in the codespace

A general single-qubit gate can be described [64] by a Pauli transfer matrix (PTM) R that

maps an input state described by pi = ⟨ffi ⟩; ffi ∈ {I; X; Y; Z}, with p0 = 1, to an output

state p′:

p′j =
X
i

Ri jpi : (3.15)

To construct R in the codespace, we use an overcomplete set of input states,

{|0L⟩ ; |1L⟩ ; |+L⟩ ; |−L⟩ ; |+iL⟩ ; |−iL⟩};

and their corresponding output states and perform linear inversion. The input and output

logical states are characterized using state tomography of the data qubits to find the four-

qubit state ȷ, which is then projected to the codespace using:

pLi =
Tr(ȷffLi )

Tr(ȷIL)
; ffLi ∈ {IL; XL; YL; ZL}; (3.16)
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We find that all the measured logical states already satisfy the constraints of a physical den-

sity matrix. This is likely to happen as one-qubit states that are not very pure usually lie

within the Bloch sphere even within the uncertainty in the measurement. The constructed

LPTM, however, might not satisfy the constraints of a physical quantum channel, that is, trace

preservation and complete positivity (TPCP). These are better expressed by switching from

the PTM representation to the Choi representation. The Choi state ȷR can be computed as

ȷR =
1

4

X
i ;j

Ri j ff
T
j ⊗ ffi ; (3.17)

where the first tensor-product factor corresponds to an auxiliary subsystem. The TPCP con-

straints are Tr(ȷRph) = 1, ȷRph ≥ 0 and Tr1(ȷ
R
ph) = 1=2, where Tr1 is the partial trace over

the auxiliary subsystem. In other words, ȷRph is a density matrix satisfying an extra constraint.

We then find the optimal ȷR;optph using the same convex-optimization methods as for state

tomography and adding this extra constraint [64, 76]. We compute the corresponding LPTM

via

(Ropt
ph )i j = Tr(ȷ

R;opt
ph ffTj ⊗ ffi ): (3.18)

and the average logical gate fidelity using

FG
L =

Tr(R†
idealR

opt
ph ) + 2

6
; (3.19)

where Rideal is the LPTM of the ideal target gate.

3 . 4 . 4 Extraction of error-detection rate

The fraction of post-selected data P in the repetitive error detection experiment (Fig. Fig-

ure 3.4b) decays exponentially with the number of cycles n. This is consistent with a constant

error-detection rate per cycle ‚. We extract this rate by fitting the function

P (n) = A(1− ‚)n: (3.20)

3 . 5 Supplementary Information

This supplement provides additional information in support of statements and claims made

in the previous sections.

3 . 5 . 1 Device characteristics

Charateristics of the device and residuall-ZZ coupling are shown in Tab. 4.1 and Fig. 3.5,

respectively.
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Qubit D1 D2 D3 D4 A1 A2 A3

Qubit frequency at sweetspot, !q=2ı (GHz) 6.433 6.253 4.535 4.561 5.770 5.881 5.785

Transmon anharmonicity, ¸=2ı (MHz) -280 — -320 — -290 -285 —

Readout frequency, !r=2ı (GHz) 7.493 7.384 6.913 6.645 7.226 7.058 7.101

Relaxation time, T1 (¯s) 27 44 32 102 38 58 43

Ramsey dephasing time, T ∗
2 (¯s) 44 55 51 103 55 60 52

Echo dephasing time, T2;echo (¯s) 59 70 55 117 69 79 73

Best multiplexed readout fidelity, FRO, (%) 98.6 98.9 96.0 96.5 98.6 94.2 98.9

Single-qubit gate fidelity, FSQ, (%) 99.95 99.86 99.83 99.98 99.95 99.91 99.95

Table 3.2: Summary of frequency, coherence and readout parameters of the seven

transmons. Coherence times are obtained using standard time-domain measurements [13].

Note that temporal fluctuations of several ¯s are typical for these values. The multiplexed

readout fidelity, FRO, is the average assignment fidelity [77] extracted from single-shot read-

out histograms after mitigating residual excitation using initialization by measurement and

post-selection [78, 79].
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Figure 3.5: Residual ZZ-coupling matrix. Measured residual ZZ coupling between all

transmon pairs at the bias point (their simultaneous flux sweetspot [74]). Each matrix ele-

ment denotes the frequency shift that the target qubit experiences due to the spectator qubit

being in the excited state, |1⟩. The procedure used for this measurement is similar to the one

described in Ref. [80].
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3 . 5 . 2 Parity-check performance

Parity check assignment fidelity is shown in Fig. 3.6.
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Figure 3.6: Characterization of the assignment fidelity of Z-type parity checks. (a)

ZD1ZD3, (b) ∗ZD1ZD2ZD3ZD4, and (c)ZD2ZD4 parity checks implemented usingA1,A2,

and A2, respectively. Each parity check is benchmarked by preparing the relevant data qubits

in a computational state and then measuring the probability of ancilla outcome mAi = −1.

Measured (ideal) probabilities are shown as solid blue bars (black wireframe). From the mea-

sured probabilities we extract average assignment fidelities 94:2%, 86:1% and 97:2%, re-

spectively. ∗This parity check implements the XD1XD2XD3XD4 stabilizer measurement

with the addition of single-qubit gates on data qubits to perform a change of basis.

3 . 5 . 3 Process tomography

Full logical process tomography data is shown in Fig. 3.7.

3 . 5 . 4 Logical state stabilization

Logical state stabilization results for states |0L⟩, |1L⟩, |+L⟩ and |−L⟩ is shown in Fig. 3.8.

Logical error rate

Here, we study the error rate of the logical qubit and compare it to that of a physical qubit.

The probability for a logical error on an eigenstate of OL after n cycles is given by

P L
error =

1− |⟨OL⟩(n)|
2

: (3.21)
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Figure 3.7: Full set of logical states measured in the logical process tomography proce-

dure. Measured input and output logical states for each logical gate. Each state is measured

using the procedure described in the Methods.
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Figure 3.8: Stabilization of logical cardinal states by repetitive error detection using

the pipelined and parallel schemes. From left to right, the stabilized logical states are |0L⟩,
|1L⟩, |+L⟩ and |−L⟩. For each logical state, the top panel shows the evolution of the relevant

logical operator as a function of number of cycles, n, plotted versus wall-clock time. Error bars

are estimated based on the statistical uncertainty given by P (n). The shaded area indicates

the range of physical qubit T1 values (a and b) and T2;echo values (c and d) plotted on the

right-axis. Each bottom panel shows the corresponding post-selected fraction of data, P (n).
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Figure 3.9: Logical error probability versus number of error detection cycles. Logical

error probability after n cycles of error detection for states |0L⟩, |1L⟩ (a) and |+L⟩, |−L⟩ (b)

measured using the pipelined scheme. For comparison, the grey dashed curves in (a) and

(b) correspond to the physical error probability of the best T1 and T2;echo respectively. The

logical error rate per round of detection, extracted by fitting the data (colored dashed lines),

is 0:43%, 0:67%, 0:49% and 0:15% respectively.

For eigenstates of ZL we compare the measured error rate to the error experienced due to

T1 on a physical qubit (Fig. 3.9a). In a physical qubit in the excited state, |1⟩, this error is

given by

Perror = 1− e−t=T1 : (3.22)

For eigenstates ofXL (Fig. 3.9b) we now consider the error experienced due to T2;echo. This

error for physical qubits whose state lies on the equator of the Bloch sphere is

Perror =
1− e−t=T2;echo

2
: (3.23)

We find that the logical error rates for all states, corresponding to the slopes of the colored

dashed curves in Fig. 3.9, are lower than the corresponding best physical error rates.

3 . 5 . 5 Fault tolerance of logical operations

Fault tolerance of an operation

We begin by elaborating the definition of a fault-tolerant logical operation. We consider a

single fault occurring during the circuit implementing the logical operation, where a fault can

refer to any single-qubit Pauli error following a single-qubit gate or an idling step, or any two-

qubit Pauli error following a two-qubit gate or a measurement error. Furthermore, a single

fault can also refer to any single-qubit error on the input state of the logical operation. Thus

we consider the performance of the logical operation either when there is a single error at

input or a fault in the logical operation. In the context of error detection, the logical operation
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such as state initialization or gate execution, is fault-tolerant if any such fault either produces

a non-trivial syndrome (in case the circuit involves the measurement of the stabilizers) and

is thus post-selected out or leads to an outgoing state that is either the desired logical state

or any logical state together with a detectable error. This implies that if the logical operation

is followed up by a fictitious and ideal measurement of the stabilizers, the detectable error

would lead to a non-trivial syndrome and be post-selected out, ensuring that the outgoing

state could only be the desired logical state. For a fault-tolerant logical measurement we

require that the logical measurement outcome is correct, i.e. if it is applied to a logical state

with single error or a fault happens during the logical measurement, we either post-select or

get the correct outcome.

Logical state initialization using stabilizer measurements

We perform fault-tolerant initialization of the logical cardinal states |0L⟩, |1L⟩, |+L⟩ and |−L⟩.
We focus on the initialization of |0L⟩ and |1L⟩ and then extend these arguments to |+L⟩ and

|−L⟩. To prepare |0L⟩ (|1L⟩) the data-qubit register is prepared in the state |0000⟩ (|1010⟩)
and a single round of stabilizer measurements is performed. Consider any single-qubit error

occurring during the initialization of the data qubits. Any such error will be detected by the

following stabilizer measurement and post-selected out. Then, consider a fault occurring dur-

ing the stabilizer measurement, implemented by the circuits shown in Fig. 4. Any single-qubit

error on the data qubits following an idling step either leads to non-trivial syndrome (if it oc-

curs before the two-qubit gate) or constitutes a detectable error (if it occurs after the two-qubit

gate). A single-qubit error following any of the single-qubit gates will similarly either produce

non-trivial syndrome or lead to an error that is either detectable or an element in S. A mea-

surement error on ancilla qubits A1 or A3 will always produce a non-trivial syndrome (since

the input state is an eigenstate of the measured Z type stabilizers) and will thus be post-

selected out. However, a measurement error on A2 can still lead to trivial syndrome (as the

input state is not an eigenstate of the X-type stabilizer). This will result in the preparation of

the desired logical state together with a detectable phase-flip error on any of the qubits. Any

two-qubit Pauli error after each CZ gate involved in the measurement of theZ-type stabilizers

will lead to the preparation of the desired logical state together with an error that is either in S

(for example in the case when a bit-flip error occurs on the ancilla qubit and phase-flip error

on the data-qubit following the first CZ gate of the circuits) or one that is detectable. The same

statement holds for any two-qubit error after each of the CZ gates involved in the X type sta-

bilizer check. Here the order of the gates is crucial to ensure that any two-qubit error after the

second CZ gate of the circuit is detectable [65]. The fault-tolerant preparation of |+L⟩ (|−L⟩)
involves initializing the data-qubit register in the state |++++⟩ (|++−−⟩) instead. The

arguments for the fault-tolerance of this operation follow closely the ones presented for |0L⟩
(|1L⟩) with the only difference being that a single measurement error on ancilla qubits A1 or

A3 can now lead to a trivial outcome and an outgoing state that involves a detectable (bit-flip)
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error, while a measurement error on A2 will instead always lead to a non-trivial syndrome.

When initializing arbitrary logical states by preparing the data qubit register in the state given

by Eq. 6, the procedure is fault-tolerant only when preparing |0L⟩ (corresponding to „ = 0

and ffi = 0) or |1L⟩ (corresponding to „ = ı and ffi = 0), which are discussed above. When

preparing |+L⟩ (corresponding to „ = ı=2 and ffi = 0) or |−L⟩ (corresponding to „ = ı=2

and ffi = ı), the input states are |+0+0⟩ and |+0−0⟩ respectively. In these cases a single

fault (for example a phase-flip error on qubit D3 on the input state) is not detectable by the sta-

bilizer measurement and instead leads to the initialization of (the opposite states) |−L⟩ and

|+L⟩, respectively. The preparation of any other state on the equator of the Bloch sphere

is not fault-tolerant either, following the same reasoning: an under- or overrotation of ffi will

directly translate to an error at the logical level.

Fault-tolerant logical measurements

We now consider the fault-tolerance of the logical measurement, which is performed following

the procedure described in the Results (see Fig. 2). The only fault to consider in these circuits

is a measurement error on one of the data qubits. When measuring XL or ZL, any such

error will result in a non-trivial syndrome (given the assumption that the input state is in the

codespace) and the logical measurement outcome is post-selected out. When the fault is

instead a single-qubit error on the input state, bringing this state outside of the codespace,

the fault-free logical measurement will either detect this error or this error will not have an

affect on the logical measurement outcome. For the non-fault-tolerant measurement of YL
only the value for the ZD2ZD4 stabilizer can be computed and used to detect errors on D2

and D4. Thus a single fault (for example a measurement error on either D1 or D3) can lead

to an incorrect logical measurement outcome, making this operation non-fault-tolerant.

Transversal logical gates and non-fault-tolerant gate injection

The logical gates RıXL
and RıZL

(shown in Fig. 3d) are clearly fault-tolerant as any single-

qubit error following any of the single-qubit gates involved in the circuits is detectable. At the

same time the transversal execution of these gates ensures that no single qubit error on the

input state can spread to two or more qubits, ensuring that any such fault is detectable. These

fault-tolerant properties do not hold when we consider the TL and R
ı=2
XL

logical gates imple-

mented by the gate-by-measurement circuits shown in Fig. 3b (and Fig. 3d). For example

a bit-flip error on A2 following the first single-qubit gate of the circuit will result in a logical

error. More generally, any under- or over-rotation in the rotation angle „ used in preparing the

ancilla qubit in |A„⟩ translates to a different rotation at the logical level than desired.
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Figure 3.10: Probability flow diagram for physical qubit readout. Please see text for the

definition of all variables shown. The characterization of physical qubit readout robust to ini-

tialization errors determines the probabilities within the dashed box.

3 . 5 . 6 Quantifying the logical assignment fidelity

We start this section reviewing how the readout fidelity FR of a physical qubit is standardly

quantified from the contrast of a Rabi oscillation when the input states ȷ± closest to the eigen-

states |Ψ±⟩ of the measured observable O have limited fidelity F (assumed equal for both).

Evidently, we want FR to quantify the performance of readout only, independent of errors

in the input state. To this end, consider the probability flow diagram of Fig. 3.10. We define

FR as the average probability of proper assignment for perfect input states |Ψ±⟩. Therefore,

FR = 1− (›+ + ›−) =2, where ›± is the probability of wrongly assigning outcome ∓1 for

input state |Ψ±⟩. The positive and negative extremes of the Rabi oscillation are

⟨O⟩max = F ›̄+ + F̄ ›− − F›+ − F̄ ›̄−: (3.24)

⟨O⟩min = −F ›̄− − F̄ ›+ + F›− + F̄ ›̄+; (3.25)

where F̄ = 1 − F and ›̄± = 1 − ›±. Combining these expressions and simplifying terms,

it follows that the contrast of the Rabi oscillation (defined as half the peak-to-peak range), is

⟨O⟩max − ⟨O⟩min

2
= (2F − 1)

“
2FR − 1

”
: (3.26)

Turning over to the logical qubit, we similarly define the logical readout fidelity FR
L as the

average probability of proper assignment for perfectly prepared logical states |ΨL±⟩ i.e., the

logical states that are eigenstates of the measured observable OL with eigenvalue ±1. To

this end, it is tempting to apply the above equation to the oscillations in Fig. 2, simply substi-

tuting F → FL and FR → FR
L . However, this approach is not accurate. This is because the
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Figure 3.11: Probability flow diagram for logical readout. Please see text for the definition

of all variables shown. The characterization of logical qubit readout robust to initialization er-

rors determines the probabilities within the dashed box. The probability for states outside the

codespace to not be rejected (red dashed curves) is the primary reason why using Eq. 3.26

with the substitutions F → FL and FR → FR
L does not yield an accurate estimate of FR

L .

probability flow diagram for the logical qubit, shown in Fig. 3.11, is more complex. The quan-

tities we seek to determine are those inside the dashed box, describing logical readout on

perfect input logical states: pR± is the probability that the experimental logical measurement

on |Ψ±L⟩ is rejected (R), which occurs whenever the data-qubit outcome string produces a

value of −1 on at least one of the stabilizers computable from the string; ›L± is the proba-

bility of wrongly assigning logical outcome ∓1 for |ΨL±⟩, conditioned on no rejection. Using

these definitions, FR
L = 1− (›L+ + ›L−) =2. Outside the dashed box, ȷ± is the experimen-

tal input state closest to |ΨL±⟩. This imperfect input state has probability pL± of being in the

codespace and its projection onto the codespace, ȷL±, has fidelity FL± to |ΨL±⟩. Finally,

ȷ⊥± is the projection of ȷ± outside the codespace.

We now discuss the more accurate method used to quantify FR
L that does not rely on

Eq. 3.26. We first consider the transformation of |ΨL±⟩ by the pre-rotations that we perform

when measuring in each cardinal logical basis, OL ∈ {ZL; XL; YL}. For ZL there are no

measurement pre-rotations, so the states are

|0L⟩ =
1√
2
(|0000⟩+ |1111⟩) ; (3.27)

|1L⟩ =
1√
2
(|0101⟩+ |1010⟩) : (3.28)

For XL, the transformed states are

R
−ı=2
1y R

−ı=2
2y R

−ı=2
3y R

−ı=2
4y |+L⟩ =

1

2
(|0000⟩+ |0101⟩+ |1010⟩+ |1111⟩) ; (3.29)

R
−ı=2
1y R

−ı=2
2y R

−ı=2
3y R

−ı=2
4y |−L⟩ =

1

2
(|0011⟩+ |0110⟩+ |1001⟩+ |1100⟩) : (3.30)
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Finally, for YL, these are

R
ı=2
1x R

−ı=2
3y |+iL⟩ =

1

2
(|0000⟩ − i |0111⟩+ i |1010⟩+ |1101⟩) ; (3.31)

R
ı=2
1x R

−ı=2
3y |−iL⟩ =

1

2
(− |0010⟩ − i |0101⟩ − i |1000⟩+ |1111⟩) : (3.32)

The above expressions make clear, for each logical cardinal basis, which data-qubit out-

come strings are rejected and which ones are accepted with declared logical outcome +1 or

−1. For completeness, all cases are detailed in Table 3.3.

The key experimental input needed to proceed is the data-qubit assignment probability

matrixA, shown in Fig. 3.12. Each element of this 16×16 matrix gives the experimental prob-

ability of measuring a string of data outcomes (mD1; mD2; mD3; mD4) ; mDi ∈ {−1; 1}
(varying across rows) when performing simultaneous readout of the data qubits having pre-

pared them in physical computational state |nD1nD2nD3nD4⟩, nDi ∈ {0; 1} (varying across

columns). These computational states are prepared by applying the needed parallel combi-

nation ofRıix pulses on data qubits starting with all qubits (including ancillas) initialized in |0⟩.
With A in hand, it is straightforward to compute the probabilities for all strings of data-qubit

outcomes for each choice of OL and |ΨL±⟩. This is given by A~p, where ~p is vector (size 16)

whose elements are the probabilities (in the physical data-qubit computational basis) of the

corresponding state in Eqs. 3.27-3.32. For example, ~p = (1=2; 0; : : : ; 0; 1=2)T for ZL and

|0L⟩, and ~p = (1=4; 0; 0; 0; 0; 1=4; 0; 0; 0; 0; 1=4; 0; 0; 0; 0; 1=4)T for XL and |+L⟩. From

A~p and the rejection and logical assignment rules in Table 3.3, it is straightforward to compute

all the probabilities within the dashed box of Fig. 3.11. The final results are presented in Ta-

ble 3.4. The key assumption behind this analysis is that errors induced by single-qubit gates

(both during preparation of the physical data-qubit computational states needed for determi-

nation of A and the measurement pre-rotations when performing logical measurement in XL

and YL) are small compared to the errors induced by data-qubit readout. This assumption is

safe given the performance metrics summarized in Table 4.1.

3 . 5 . 7 Numerical analysis

Leakage in experiment

We observe a clear signature of leakage accumulation with the increasing number of error-

detection cycles in the single-shot readout histograms obtained at the end of each experiment.

In Fig. 3.13 we show examples of this accumulation for D2, D3 and A2 at cycles n = 1, n =

8 and n = 15. For dispersive readout, a transmon in state |2⟩ induces a different frequency

shift in the readout resonator compared to state |0⟩ or |1⟩. The increased number of data

points at n = 8 and n = 15 shown in Fig. 3.13, following a Gaussian distribution with a mean

and standard deviation different from those observed at n = 1 is thus a clear manifestation

of leakage to the higher-excited states (mostly to |2⟩). We believe that the dominant source of

leakage in our processor are the CZ gates [9, 11]. However, the leakage rate L1 for each gate
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Figure 3.12: Experimental data-qubit assignment probability matrix. Each element of

A gives the experimental probability of measuring outcome string (mD1; mD2; mD3; mD4)

(varying across rows) when performing simultaneous measurement of the data qubits pre-

pared in |nD1nD2nD3nD4⟩, nDi ∈ {0; 1} (varying across columns).

has not been experimentally characterized, e.g., by performing leakage-modified randomized

benchmarking experiments [81, 82]. This is because our CZ tune-up procedure is performed

in a parity-check block unit. This maximizes the performance of the parity-check but makes

the gate unfit for randomized benchmarking protocols. We can estimate the population pL (n)

in the leakage subspace L at cycle n from the single-shot readout histograms. We perform a

fit of a triple Gaussian model to the histograms from which we extract the voltage that allows

for the best discrimination of |2⟩ from |1⟩ and |0⟩. The leaked population pL (n) is then given

by the fraction of shots declared as |2⟩ over the total number of shots. Assuming that leakage

is only induced by the CZ gates (on the transmon being fluxed to perform the gate) and that

each CZ gate has the same leakage rate L1, we can use the Markovian model presented in

Ref. [70] to estimate the L1 value leading to the observed population pL (n). This analysis
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Logical measurement basis OL ZL XL YL
|ΨL+⟩ |0L⟩ |+L⟩ |+iL⟩
|ΨL−⟩ |1L⟩ |−L⟩ |−iL⟩
pR+ 0.184 0.164 0.078

pR− 0.170 0.118 0.073

›L+ 0.003 0.016 0.089

›L− 0.002 0.010 0.083

FR
L 0.998 0.987 0.914

Table 3.4: Quantified performance of logical measurement. Final results of the analysis

performed to quantify logical measurement in the logical cardinal bases without corruption

from initialization errors. See Fig. 3.11 for reference. The extracted logical readout fidelities

are those quoted in the main text.
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Figure 3.13: Signature of transmon leakage in experimental data. Single-shot readout

histograms obtained at cycle n over all shots (red) and the post-selected shots based on

detecting no error in any cycles up to n (blue) for D2 (left), D3 (middle) and A2 (right) and at

cycle n = 1 (top row), n = 8 (middle row) and n = 15 (bottom row). The dashed black lines

indicate the thresholds used to discriminate |0⟩ from |1⟩.

gives a L1 estimate in the approximate range 1 − 4% for most transmons. However, we

do not consider these estimates to be accurate due to the low fidelity with which |2⟩ can
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be distinguished from |1⟩ and instead treat L1 as a free parameter in our simulations (see

below).

The histograms of the post-selected shots in Fig. 3.13 demonstrate that post-selection

rejects runs where leakage on those transmons occurred. Thus, while leakage may consider-

ably impact the error-detection rate in the experiment [70], we do not expect it to significantly

affect the fidelity of the logical initialization, and gates.

Density-matrix simulations
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Figure 3.14: Simulation of error-detection rate. Post-selected fraction P as a function of

the number n of error-detection cycles for |0L⟩. The experimental P (blue dots) is compared

to numerical simulation under various models (solid curves). (a) Simulated P obtained by in-

cremental addition of error sources starting from the no-error (Model 0, gray); qubit relaxation

and dephasing (Model 1, yellow); extra dephasing due to flux noise away from the sweetspot

(Model 2, amber); state preparation and measurement errors (Model 3, orange); and crosstalk

due to residual ZZ interactions (Model 4, red). (b) Simulated P for Model 5 adding CZ gate

leakage with 4 different values of L1, the leakage per CZ gate, assumed equal for all CZ

gates.

We perform numerical density-matrix simulations using the quantumsim package [83] to

study the impact of the expected error sources on the performance of the code. We focus

on repetitive error detection using the pipelined scheme and with the logical qubit initialized

in |0L⟩. In Fig. 3.14a, we show the post-selected fraction P (n) as a function of the number n

of error-detection cycles for a series of models. Model 0 is a no-error model, which we take
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Figure 3.15: Simulated post-selected fraction. Post-selected fraction P of Fig. 2f for the

ZL measurement with the same error models used in Fig. 3.14.

as the starting point of the comparison. Model 1 adds amplitude and phase damping expe-

rienced by the transmon. Model 2 adds the increased dephasing away from the sweetspot

arising from flux noise. Model 3 adds residual qubit excitation and readout (SPAM) errors. Fi-

nally, Model 4 adds crosstalk due to the residual ZZ coupling during the coherent operations

of the stabilizer measurement circuits. The details of each model and their input parameters

drawn from experiment are detailed below. We find that the dominant contributors to the

error-detection rate are SPAM errors and decoherence. However, we also observe that the

noise sources included through Model 4 clearly fail to quantitatively capture the decay of the

post-selected fraction observed in experiment.

We believe that an important factor behind the observed discrepancy is the presence of

leakage, as suggested by the single-shot readout histograms in Fig. 3.13. We consider the

leakage per CZ gate L1 as a free parameter and assume the same value for all CZ gates. We

simulate the post-selected fraction for a range of L1 values, shown in Fig. 3.14b. We observe

that L1 ≈ 5% produces a good match with experiment, suggesting that leakage significantly

impacts the error-detection rate observed. We perform a similar analysis now considering the

logical measurement of ZL experiment depicted in Fig. 2f which also finds similar agreement

with experimental data (Fig. 3.15). This value of L1 is significantly higher than achieved in

Ref. [11], which used the same device. However, note that in this earlier experiment CZ gates

were characterized while keeping all other qubits in |0⟩. Spectator transmons with residual

ZZ coupling to either of the transmons involved in a CZ gate can increase L1 when not
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in |0⟩ (which is certainly the case in the present experiment). Note that leakage may also

be further induced by the measurement [18], an effect that we do not consider in our sim-

ulation. However, the assumption that all CZ gates have the same L1, the approximations

used in our models, and other error sources that we have not considered here may lead to

an overestimation of the true L1.

Leakage is an important error source to consider in quantum error correction experiments

of larger distance codes, requiring either post-selection based on detection [70] or the use of

leakage reduction units [72]. We leave the detailed investigation of the exact leakage rates in

our experiment and the mechanisms leading to them to future work.

Error models

Lastly, we detail the error models used in the numerical simulations in Fig. 3.14.

• Model 1: We take into account transmons decoherence by including an amplitude-

damping channel parameterized by the measured relaxation time T1 and a phase-

damping channel parameterized by the pure-dephasing time at the sweetspot

1

Tmax
ffi

=
1

T2;echo
− 1

2T1
;

where T2;echo is the measured echo dephasing time (see Table 4.1). The qutrit Kraus

operators defining these channels are detailed in Ref. [70] and we similarly introduce

these channels during idling periods and symmetrically around each single-qubit or

two-qubit gate (each period lasting half the duration of the gate).

• Model 2: We consider the pure-dephasing rate 1=Tffi = 2ı
√
ln 2ADffi + 1=Tmax

ffi

away from the sweetspot due to the fast-frequency components of the 1=f flux noise,

where Dffi is the flux sensitivity at a given qubit frequency and A is the scaling param-

eter for the flux-noise spectral density. We use a
√
A ≈ 3 —Φ0, the average of the

extracted
√
A values for D3, A1 and A2 obtained by fitting the measured decrease of

T2;echo as a function of the applied flux bias, following the model described above. This

allows us to estimate the dephasing time at the CZ interaction and parking frequencies,

which then parameterize the applied amplitude-phase damping channel inserted dur-

ing those operations [70]. We neglect the slow-frequency components of the flux noise

due to the use of sudden Net Zero pulses, which echo out this noise to first order [9, 11].

• Model 3: We further include state-preparation and measurement errors. We consider

residual qubit excitations, where instead of the transmon being initialized in |0⟩ at the

start of the experiment, it is instead excited to |1⟩ with probability pe. We extract pe for

each transmon from a double-Gaussian fit to the histogram of the single-shot readout

voltages with the transmon nominally initialized in |0⟩ [79]. We model measurement

errors via the POVM operators Mi =
P2
j=0

p
P (i |j) |j⟩ ⟨j | for i ∈ 0; 1; 2 being
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the measurement outcome, while P (i |j) is the probability of measuring the qubit in

state |i⟩ when having prepared state |j⟩. We extract the probability P (Q = |i⟩) =

Tr
“
M

†
i Miȷ

”
of measuring qubit Q in state |i⟩ from simulation, where ȷ is the den-

sity matrix, while application of the POVM transforms ȷ → MiȷM
†
i =P (Q = |i⟩).

In our simulations we condition on the detection of no error and thus we calculate

P (Q = |0⟩) and then apply M0 to the state ȷ. We obtain P (0|j) for j ∈ 0; 1 from

the experimental assignment fidelity matrix [41] (where a heralded initialization proto-

col was used to prepare the qubits in |0⟩ [78]) and we assume P (0|2) = 0, consistent

with the observed histograms in Fig. 3.13. At the end of each experiment with n error-

detection cycles we calculate the probability P fn of obtaining trivial syndromes from the

final measurements of the data qubits (see Results). From this and from the probability

Pn (Ai = |0⟩) of measuring ancilla Ai in |0⟩ at cycle n, we calculate the post-selected

fraction of experiments defined as P (n) = P fn
Q
n

Q3
i=1 Pn (Ai = |0⟩).

• Model 4: We consider the crosstalk due to residual ZZ interactions between trans-

mons. The CZ gates involved in a parity check are jointly calibrated to minimize phase

errors for the whole check as one block (see Fig. 3.6). Instead of modeling this crosstalk

as an always-on interaction and taking into account the details of the check calibra-

tion, we instead capture the net effect of this noise by including it as single-qubit and

two-qubit phase errors in each CZ gate. This assumes that the crosstalk only occurs

between transmons that are directly coupled, which the measured frequency shifts ob-

served in Fig. 3.5 validate. We characterize the phases picked up during the CZ gates

using k × 2k−1 Ramsey experiments for a check involving a total of k transmons

(including the ancilla). In each experiment, we perform a Ramsey experiment on one

transmon labelled Qk . Qk is initialized in a maximal superposition using a R
−ı=2
x

pulse, while the remaining k − 1 transmons are prepared in each of the 2k−1 compu-

tational states |l⟩. Following this initialization, the parity check is performed, followed

by a rotation of R
−ı=2
ffi (while the other transmons are rotated back to |0⟩) and by a

measurement of Qk . By varying the axis of rotation ffi, we extract the phase ffikRam (l)

picked up by Qk with the remaining transmons in state |l⟩. We perform this procedure

for each of the k transmons of the check, resulting in a total of k × 2k−1 measured

phases, which are arranged in a column vector ~ffiRam. We parameterize each CZ gate

used in the parity check by a matrix diag
“
1; e iffi01 ; e iffi10 ; e iffi11

”
. The column vector

~ffiCZ then contains all of the phases parameterizing each of the k−1 CZ gates involved

in the parity checks, with k = 3 for the ZD1ZD3 and ZD2ZD4 checks and k = 5 for

the ZD1ZD2ZD3ZD4 check. We can express each of the measured phases in the

Ramsey experiment as a linear combination of the acquired phases as a result of the

CZ interactions between transmons, i.e., ~ffiRam = A~ffiCZ, where the matrix A encodes
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the linear dependence. Given the measured ~ffiRam we perform an optimization to find

the closest ~ffiCZ as given by

min
~ffiCZ

X
i

0@X
j

Ai j ~ffi
CZ
j − ~ffiRami

1A2

;

subject to 0 ≤ ~ffiCZj < 2ı:

The optimal ~ffiCZ then captures the net effect of the ZZ crosstalk during the parity

checks, which we include in the simulation. We do not model phase errors accrued

during the ancilla readout, since in our simulation we condition on each ancilla being

measured in |0⟩.

• Model 5: We model leakage due to CZ gates following the model and numerical imple-

mentation presented in Ref. [70]. Here, we do not consider the phases picked up when

non-leaked transmons interact with leaked ones (the leakage-conditional phases [70])

and we set them to their ideal values. We also neglect higher-order leakage effects,

such as excitation to higher-excited states or leakage mobility. Thus, we only consider

the exchange of population between |11⟩ and |02⟩ given by 4L1, except for the CZ

between A1 and D3, where the population is instead exchanged with |20⟩ as we use

the |11⟩-|20⟩ avoided crossing for this gate [11].

There remain several relevant error sources beyond those included in our numerical

simulation. For example, we do not include dephasing of data or other ancilla qubits in-

duced by ancilla measurement, which we expect to be a relevant error source for com-

paring the performance of the pipelined and parallel schemes. Also, we only consider

the net effect of crosstalk due to residual ZZ interactions during coherent operations

of the parity-check circuits, which we include via errors in the single-qubit and two-qubit

phases in the CZ gates. Thus, we do not capture the crosstalk present whenever an

ancilla is projected to state |1⟩ by the readout but declared to be in |0⟩ instead. Further-

more, as ZZ crosstalk does not commute with the amplitude damping included during

the execution of the circuit, we are not capturing the increased phase error rate that

this leads to.
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4 . 1 Introduction

Superconducting qubits, such as the transmon [3], are many-level systems in which a qubit is

represented by the two lowest-energy states |g⟩ and |e⟩. However, leakage to non-computational

states is a risk for all quantum operations, including single-qubit gates [23], two-qubit gates [7,

11, 16] and measurement [18, 19]. While the typical probability of leakage per operation

may pale in comparison to conventional qubit errors induced by control errors and decoher-

ence [11, 46], unmitigated leakage can build up with increasing circuit depth. A prominent

example is multi-round quantum error correction (QEC) with stabilizer codes such as the

surface code [62]. In the absence of leakage, such codes successfully discretize all qubit

errors into Pauli errors through the measurement of stabilizer operators [49, 84], and these

Pauli errors can be detected and corrected (or kept track of) using a decoder. However, leak-

age errors fall outside the qubit subspace and are not immediately correctable [85–87]. The

signature of leakage on the stabilizer syndrome is often not straightforward, hampering the

ability to detect and correct it [58, 70]. Additionally, the build-up of leakage over QEC rounds

accelerates the destruction of the logical information [46, 71]. Therefore, despite having low

probability per operation, methods to reduce leakage must be employed when performing

experimental QEC with multi-level systems.

Physical implementations of QEC codes [38, 39, 88–91] use qubits for two distinct func-

tions: Data qubits store the logical information and, together, comprise the encoded logical

qubits. Ancilla qubits perform indirect measurement of the stabilizer operators. Handling

leakage in ancilla qubits is relatively straightforward as they are measured in every QEC

cycle. This allows for the use of reset protocols [71, 92] without the loss of logical informa-

tion. Leakage events can also be directly detected using three- or higher-level readout [38]

and reset using feedback [57, 78]. In contrast, handling data-qubit leakage requires a subtle

approach as it cannot be reset nor directly measured without loss of information or added

circuit complexity [93–95]. A promising solution is to interleave QEC cycles with operations

that induce seepage without disturbing the qubit subspace, known as leakage reduction units

(LRUs) [72, 85, 86, 93, 94, 96–99]. An ideal LRU returns leakage back to the qubit subspace,

converting it into Pauli errors which can be detected and corrected, while leaving qubit states

undisturbed. By converting leakage into conventional errors, LRUs enable a moderately high

physical noise threshold, below which the logical error rate decreases exponentially with the

code distance [86, 94]. A more powerful operation called ’heralded leakage reduction’ would

both reduce and herald leakage, leading to a so-called erasure error [100, 101]. Unlike Pauli

errors, the exact location of erasures is known, making them easier to correct and leading to

higher error thresholds [102–105].

Here, we present the realization and extension of the LRU scheme proposed in Ref. [72].

This is a highly practical scheme requiring only microwave pulses and the quantum hardware

typically found in contemporary circuit QED quantum processors: a microwave drive and a

readout resonator dispersively coupled to the target transmon (in our case, a readout res-
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Figure 4.1: Leakage reduction unit scheme. (a) Schematic for the driven transmon-

resonator system. A transmon (T, yellow) with three lowest-energy levels |g⟩, |e⟩, and |f ⟩
is coupled to a readout resonator (R) with strength g . The latter is coupled to a frequency-

matched Purcell resonator (P) with strength J. The Purcell resonator also couples to a 50 Ω

feedline through which its excitations quickly decay at rate ». The transmon is driven with

a pulse of strength Ω applied to its microwave drive line. (b) Energy level-spectrum of the

system. Levels are denoted as |T;R;P⟩, with numbers indicating photons in R and P. As

the two resonators are frequency matched, the right-most degenerate states split by 2J, and

g is shared equally among the two hybridized resonator modes
˛̨
1−
¸

and
˛̨
1+
¸
. An effective

coupling g̃ arises between |f 00⟩ and the two hybridized states
˛̨
g1±

¸
via |e00⟩ and

˛̨
e1±

¸
.

(c) Spectroscopy of the |f 00⟩ ↔
˛̨
g1±

¸
transition. Measured transmon population in |f ⟩

versus drive frequency, showing dips corresponding to the two transitions assisted by each

of the hybridized resonator modes.
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onator with dedicated Purcell filter). We show its straightforward calibration and the effective

removal of the population in the first two leakage states of the transmon (|f ⟩ and |h⟩) with

up to > 99% efficacy in 220 ns. Process tomography reveals that the LRU backaction on

the qubit subspace is only an AC-Stark shift, which can be easily corrected using a Z-axis

rotation. As a first application in a QEC setting, we interleave repeated measurements of a

weight-2 parity check [57, 58] with simultaneous LRUs on data and ancilla qubits, showing

the suppression of leakage and error detection rate buildup.

4 . 2 Results

4 . 2 . 1 All-microwave leakage reduction unit scheme

Our leakage reduction scheme [Fig. 4.1(a)] consists of a transmon with states |g⟩, |e⟩ and

|f ⟩, driven by an external drive Ω, coupled to a resonant pair of Purcell and readout res-

onators [41] with effective dressed states |00⟩ and
˛̨
1±
¸
. The LRU scheme transfers leakage

population in the second-excited state of the transmon, |f ⟩, to the ground state, |g⟩, via the

resonators using a microwave drive. It does so using an effective coupling, g̃ , mediated by

the transmon-resonator coupling, g , and the drive Ω, which couples states |f 00⟩ and
˛̨
g1±

¸
.

Driving at the frequency of this transition,

!f 00 − !g1± ≈ 2!Q + ¸− !RP; (4.1)

transfers population from |f 00⟩ to
˛̨
g1±

¸
, which in turn quickly decays to |g00⟩ provided the

transition rate, g̃ , is small compared to ». Here, !Q and ¸ are the transmon qubit transition

frequency and anharmonicity, respectively, while !RP is the resonator mode frequency. In

this regime, the drive effectively pumps any leakage in |f ⟩ to the computational state |g⟩. We

perform spectroscopy of this transition by initializing the transmon in |f ⟩ and sweeping the

drive around the expected frequency. The results [Fig. 4.1(c)] show two dips in the f -state

population corresponding to transitions with the hybrized modes of the matched readout-

Purcell resonator pair. The dips are broadened by ∼ »eff=2ı ≈ 8 MHz, where »eff = »=2

is the effective linewidth of the dressed resonator (see section 4.4 for device characteristics

and metrics), making them easy to find. We achieve typical couplings of g̃=2ı ∼ 1 MHz for

this transition (sec. 4.4).

4 . 2 . 2 Calibration of the leakage reduction unit pulse

To make use of this scheme for a LRU, we calibrate a pulse that can be used as a circuit-level

operation. We use the pulse envelope proposed in Ref. [72]:

A(t) =

8>><>>:
A sin2

“
ı t
2tr

”
for 0 ≤ t ≤ tr,

A for tr ≤ t ≤ tp − tr,

A sin2
“
ı
tp−t
2tr

”
for tp − tr ≤ t ≤ tp,

(4.2)
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Figure 4.2: Calibration of the leakage reduction unit pulse. (a) Pulse sequence used for

LRU calibration. (b) Single-shot readout data obtained from the experiment. The blue, red

and green areas denotem0,m1, andm2 assignment regions, respectively. The mean (white

dots) and 3ff standard deviation (white dashed circles) shown are obtained from Gaussian

fits to the three input-state distributions. The blue data shows the first 3×103 (from a total of

215) shots of the experiment described in (a), indicating 99:(3)% |f ⟩-state removal fraction.

(c) Measured assignment fidelity matrix used for readout correction. (d-e) Extracted |f ⟩-state

removal fraction versus pulse parameters. Added contours (white dashed curves) indicate

80, 90 and 97% removal fraction. The purple star indicates the pulse parameters used in (b).
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where A is the amplitude, tr is the rise and fall time, and tp is the total duration. We con-

servatively choose tr = 30 ns to avoid unwanted transitions in the transmon. To measure

the fraction of leakage removed, R, we apply the pulse on the transmon prepared in |f ⟩
and measure it [Fig. 4.2(a)], correcting for readout error using the measured 3-level assign-

ment fidelity matrix [Fig. 4.2(c)]. To optimize the pulse parameters, we first measure R while

sweeping the pulse frequency and A [Fig. 4.2(d)]. A second sweep of tp and A [Fig. 4.2(e)]

shows that R > 99% can be achieved by increasing either parameters. This value is limited

by thermal population in the resonator modes. We estimate values of P (n = 1) ≈ 0:5%

(sec. 4.4). Simulation [72] suggests that R ≈ 80% is already sufficient to suppress most of

the impact of current leakage rates, which is comfortably achieved over a large region of pa-

rameter space. For QEC, a fast operation is desirable to minimize the impact of decoherence.

However, one must not excessively drive the transmon, which can cause extra decoherence

(see Fig. 6 in Ref. [72]). Considering the factors above, we opt for tp = 220 ns and adjust A

such that R & 80%. Additionally, we benchmark the repeated action of the LRU and verify

that its performance is maintained over repeated applications, thus restricting leakage events

to approximately a single cycle (see section 4.4 Fig. S2).

4 . 2 . 3 Benchmarking in the qubit subspace

With the LRU calibrated, we then benchmark its impact on the qubit subspace using quan-

tum process tomography. The results (Fig. 4.3) show that the qubit incurs a Z-axis rota-

tion. We find that the rotation angle increases linearly with tp [Fig. 4.3(g)], consistent with a

71(9) kHz AC-Stark shift induced by the LRU drive. This phase error in the qubit subspace

can be avoided using decoupling pulses or corrected with a virtual Z gate. Figures 4.3(h)

and 4.3(i) show the Pauli transfer matrix (PTM) for the operation before and after applying a

virtual Z correction, respectively. From the measured PTM [Fig. 4.3(i)] and enforcing physi-

cality constraints [64], we obtain an average gate fidelity Favg = 98:(9)%. Compared to the

measured 99:(2)% fidelity of idling during the same time (tp = 220 ns), there is evidently

no significant error increase.

4 . 2 . 4 Reduction of leakage in repeated stabilizer measurements

Finally, we implement the LRU in a QEC scenario by performing repeated stabilizer measure-

ments of a weight-2X-type parity check [57, 58] using three transmons (Fig. 4.4). We use the

transmon in Figs. 1-3, D1, plus an additional transmon (D2) as data-qubits together with an

ancilla,A. LRUs forD2 andA are tuned using the same procedure as above. A detailed study

of the performance of this parity check and of the impact of simultaneous LRUs is shown in

section 4.4 Figs. S6 and S5. Given their frequency configuration [21], D1 and A are most

vulnerable to leakage during two-qubit controlled-Z (CZ) gates, as shown by the avoided

crossings in Fig. 4.4(a). Additional leakage can occur during other operations: in particular,

we observe that leakage into states above |f ⟩ can occur in A due to measurement-induced
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Figure 4.3: Process tomography of the leakage reduction unit. (a-f) Measured density

matrices after the LRU gate for input states |0⟩, |+⟩, |+i⟩, |1⟩, |−⟩, and |−i⟩, respectively.

(g) Z-rotation angle induced on the qubit versus the LRU pulse duration. The linear best fit

(black dashed line) indicates an AC-Stark shift of 71(9) kHz. (h-i) Pauli transfer matrix of the

LRU with (i) and without (h) virtual phase correction (tp = 220 ns and R = 84:(7)%).
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Figure 4.4: Repeated stabilizer measurement with leakage reduction. (a) Quantum cir-

cuit using ancilla A to measure the X-type parity of data qubits D1 and D2. The dashed box

shows the frequency arrangement for two-qubit CZ gates. A CZ gate is performed by fluxing

the higher-frequency transmon down in frequency to the nearest avoided crossing (orange

shaded trajectory). The duration of single-qubit gates, CZ gates, and measurement are 20,

60 and 340 ns, respectively, totalling 500 ns for the parity check (light-blue region). Perform-

ing the LRUs extends the circuit by 220 ns (blue-dashed region). Echo pulses on data qubits

mitigate phase errors caused by residual ZZ crosstalk and AC-stark shift during the mea-

surement and LRUs (light yellow slots). (b-c) Measured error-detection probability (b) and

leakage (c) versus the number of parity-check rounds in four settings. Here, leakage includes

any population outside the computational subspace. The No LRUs setting (blue) does not

apply any LRUs. LRU data (orange) and LRU ancilla (green) settings apply LRUs exclusively

on the data qubits and the ancilla, respectively. The LRU both (red) setting applies LRUs on

all qubits.
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transitions [18] (see section 4.4 Fig. S10). Therefore, a LRU acting on |f ⟩ alone is insufficient

for A. To address this, we develop an additional LRU for |h⟩ (h-LRU), the third-excited state

of A (see section 4.4 Fig. S9). The h-LRU can be employed simultaneously with the f -LRU

without additional cost in time or impact on the |f ⟩ removal fraction, R. Thus, we simultane-

ously employ f -LRUs for all three qubits and an h-LRU for A [Fig. 4.4(a)]. To evaluate the

impact of the LRUs, we measure the error detection probability (probability of a flip occurring

in the measured stabilizer parity) and leakage population of the three transmons over multiple

rounds of stabilizer measurement. Without leakage reduction, the error detection probability

rises ∼ 8% in 50 rounds. We attribute this feature to leakage build-up [39, 71, 99]. With

the LRUs, the rise stabilizes faster (in ∼ 10 rounds) to a lower value and is limited to 2%,

despite the longer cycle duration (500 versus 720 ns without and with the LRU, respectively).

Leakage is overall higher without LRUs, in particular for D1 and A [Fig. 4.4(c)], which show

a steady-state population of ≈ 10%. Using leakage reduction, we lower the leakage steady-

state population by up to one order of magnitude to . 1% for all transmons. Additionally,

we find that removing leakage on other transmons leads to lower overall leakage, suggesting

that leakage is transferred between transmons [70, 99]. This is particularly noticeable in A

[Fig. 4.4(c)], where the steady-state leakage is always reduced by adding LRUs on D1 and

D2.

4 . 3 Discussion

We have demonstrated and extended the all-microwave LRU for superconducting qubits in

circuit QED proposed in Ref. [72]. We have shown how these LRUs can be calibrated using

a straightforward procedure to deplete leakage in the second- and third-excited states of

the transmon. This scheme could potentially work for even higher transmon states using

additional drives. We have verified that the LRU operation has minimal impact in the qubit

subspace, provided one can correct for the static AC-Stark shift induced by the drive(s).

This scheme does not reset the qubit state and is therefore compatible with both data and

ancilla qubits in the QEC context. We have showcased the benefit of the LRU in a building-

block QEC experiment where LRUs decrease the steady-state leakage population of data

and ancilla qubits by up to one order of magnitude (to . 1%), and thereby reduce the error

detection probability of the stabilizer and reaching a faster steady state. We find that the re-

maining ancilla leakage is dominated by higher states above |f ⟩ (see section 4.4 Fig. S10)

likely caused by the readout [18, 19]. Given the observation leakage transfer between trans-

mons, which can result in higher excited leakage states [99], data qubits can also potentially

benefit from h-LRUs. Compared to other LRU approaches [71, 99], we believe this scheme

is especially practical as it is all-microwave and very quantum-hardware efficient, requiring

only the microwave drive line and dispersively coupled resonator that are already commonly

found in the majority of circuit QED quantum processors [38, 39, 89]. Extending this leakage

reduction method to larger QEC experiments can be done without further penalty in time as
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Figure 4.5: Circuit QED device. Optical image of the 17-transmon quantum processor, with

added falsecolor to highlight different circuit elements. The shaded area indicates the three

transmons used in this experiment.

all LRUs can be simultaneously applied. However, we note that when extending the LRU to

many qubits, microwave crosstalk should be taken into account in order to avoid driving un-

wanted transitions. This can be easily avoided by choosing an appropriate resonator-qubit

detuning.

4 . 4 Supplementary information

This supplement provides additional information in support of the statements and claims in

this chapter.
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Transmon D1 A D2

Frequency at sweetspot, !Q=2ı (GHz) 6.802 6.033 4.788

Anharmonicity, ¸=2ı (MHz) -295 -310 -321

Resonator frequency, !R=P=2ı (GHz) 7.786 7.600 7.105

Purcell res. linewidth, »=2ı (MHz) 15.5 22.5 12.6

Qubit-res. coupling, g=2ı (MHz) 172 212 301

f -LRU drive frequency (GHz) 5.498 4.135 2.152

h-LRU drive frequency (GHz) - 3.496 -

T1 (¯s) 17 26 37

T2;echo (¯s) 19 22 27

Single-qubit gate error (%) 0.1(0) 0.0(7) 0.0(5)

Two-qubit gate error (%) 1.(1) 1.(9)

Two-qubit gate leakage (%) 0.3(7) 0.1(1)

f -LRU removal fraction, Rf (%) 84.(7) 99.(2) 80.(3)

h-LRU removal fraction, Rh (%) - 96.(1) -

Operation Duration (ns)

Single-qubit gate 20

Two-qubit gate 60

Measurement 340

LRU 220

Table 4.1: Device metrics. Frequencies and coherence times are measured using standard

spectroscopy and time-domain measurements [13]. Gate errors are evaluated using random-

ized benchmarking protocols [26, 27, 81].

4 . 4 . 1 Device

The device used (Fig. 4.5) has 17 flux-tunable transmons arranged in a square lattice with

nearest-neighbor connectivity (as required for a distance-3 surface code). Transmons are

arranged in three frequency groups as prescribed in the pipelined architecture of Ref. [21].

Each transmon has a dedicated microwave drive line used for single-qubit gates and leakage

reduction, and a flux line used for two-qubit gates. Nearest-neighbor transmons have fixed

coupling mediated by a dispersively coupled bus resonator. Each transmon has a dedicated

pair of frequency-matched readout and Purcell resonators coupled to one of three feedlines,

used for fast multiplexed readout in the architecture of Ref. [41]. Single-qubit gates are real-

ized using standard DRAG pulses [23]. Two-qubit controlled-Z gates are implemented using

sudden net-zero flux pulses [11]. Characteristics and performance metrics of the three trans-

mons used in the experiment are shown in Tab. 4.1.
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Figure 4.6: Repeated LRUs on D1. Computational (top) and leakage (bottom) state popu-

lation over repeated cycles of the circuit as shown. Transmon D1 is repeatedly put in super-

position, controllably leaked with rate L1 and measured. Measurement is followed by either

idling (solid) or the LRU (dashed). The horizontal lines denote the steady-state leakage with

and without LRUs.

4 . 4 . 2 Repeated LRU application

For QEC we require that the LRU performance remains constant over repeated applications.

To assess this, we perform repeated rounds of the experiment shown in Fig. 4.6 while idling or

using the LRU. In each round apply an e-f rotation with rotation angle „ to induce a leakage

rate

L1 =
sin2(„=2)

2
; (4.3)

and choose „ such that L1 = 2%. For the purpose of this experiment, we lower the readout

amplitude in order to suppress leakage to higher states during measurement [18], The results

(Fig. 4.6) show that while idling, leakage in |f ⟩ builds up to a steady-state population of about

16%. Using the LRU, it remains constant at Pf = L1 throughout all rounds. This behavior

shows that LRU performance is maintained throughout repeated applications and suggests

that leakage events are restricted to a single round.
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Figure 4.7: Assessing the |f 00⟩ ↔
˛̨
g1±

¸
transition coupling. (a) Experimental circuit to

measure P|f ⟩ versus LRU pulse duration, tp . After initializing the transmon in |f ⟩, we perform

a LRU pulse of duration tp within a constant interval of 240 ns followed by a measurement.

(b) Measured |f ⟩ state population, P|f ⟩, as a function of tp for each of the three transmons

used. The dashed lines show fits to the data used to estimate the effective transition coupling

g̃ f . (c) Transition couplings, g̃ f , and corresponding drive strengths, Ω, estimated from fitting.

4 . 4 . 3 Estimating effective transition coupling g̃ f

In order to assess the effective transition coupling, g̃ f , we study the system described in

Fig. 1(a). Excluding the drive, the total Hamiltonian of this system is given by

H =HR +HP +HQ +

J(a
†
RaP + aRa

†
P) + g(a

†
Rb + aRb

†); (4.4)

whereHR=P = !R=P a
†a andHQ = !Qb

†b+ ¸
2 b

†b†bb are the resonators and transmon

Hamiltonians, respectively. When the two resonator modes are resonant, i.e., !R = !P,

H =H+
R +H−

R +HQ +
g√
2
[(a

†
+b + a+b

†) + (a
†
−b + a−b

†)]; (4.5)

where a± = (aR ± aP)=
√
2 and H±

R = (!R ± J)a
†
±a± describe the dressed resonator

modes. In this basis, we find that g is shared by the dressed resonator modes with effective

strength geff = g=
√
2. Because of this, each dresssed resonator mode approximately in-

herits an effective linewidth »eff = »=2. We then study the dynamics of this system in the

three-level manifold {|g00⟩ ;
˛̨
g1±

¸
; |f 00⟩} by solving the Lindblad equation

ȷ̇ = −i [H; ȷ] + LȷL† − 1

2
{L†L; ȷ}; (4.6)
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Figure 4.8: Dynamics of the states |f 00⟩ and
˛̨
g1±

¸
during the LRU. (a) Population of the

state |f 00⟩ (dashed) and
˛̨
g1±

¸
(solid) during the LRU pulse, Ω(t), obtained by numerically

solving Eq. 4.6. (b) Close-up of population in
˛̨
g1±

¸
and LRU pulse (top) versus time.

where L =
√
»eff |g00⟩

˙
g1±

˛̨
is the decay operator modeling loss in the resonator mode

and

H =

2640 0 0

0 0 g̃ f

0 (g̃ f )∗ 0

375 (4.7)

is the approximate Hamiltonian of the system in the drive frame on resonance with |f 00⟩ ↔˛̨
g1±

¸
. In this model, an initial state |f 00⟩ evolves as (Eq. S2 of Ref. [92]),

P|f 00⟩(t) = e−
»eff
2 t

˛̨̨̨
cosh

„
“

2
t

«
+
»eff
2“

sinh

„
“

2
t

«˛̨̨̨2
; (4.8)

where, “ =
p
−(2g̃ f )2 + (»eff=2)2. To estimate g̃ f , we measure P|f ⟩ as function of pulse

duration, tp , as shown in Fig. 4.7 and fit

P|f ⟩(tp; »eff ; g̃
f ; t0) = P|f 00⟩(tp − t0); (4.9)

where t0 is introduced to account for the finite rise and fall time of the LRU drive. We fix

»eff ≡ »=2 (shown in Tab. 4.1) leaving only two parameters to fit g̃ f , and t0. The results

[Fig. 4.7(c)] show g̃ f =2ı lies between 1 and 3 MHz. Additionally, we find t0 ≈ 20 ns similar

to the rise time, tr = 30 ns, used in experiment. From these results, one can also estimate

the drive strength Ω used for each transmon using (Eq. A35 of Ref. [72]),

g̃ f = Ω
geff¸√

2∆(∆ + ¸)
; (4.10)

where ∆ ≡ !Q−!R and geff ≡ g=
√
2. We find drive strengths, Ω=2ı, lying between 100

and 300 MHz depending on the qubit. This disparity occurs because the drives are synthe-

sized at distinct frequencies (from 2 to 5:5 GHz) and therefore use different RF components
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Figure 4.9: Cross-driving induced AC Stark shift from LRU drives. (a) Measured drive

isolation between the qubits. For each element in the matrix Si j , we measure the isolation of

qubit i to a drive Ωj driven through the drive line of qubit j such that its effective strength is

Ωeff
i = 10−Si j=20Ωj . (b) Estimated AC Stark shift induced by the LRU drive between qubits

based on the drive amplitudes calculated in Fig. 4.7(c). We plot absolute frequency shifts,

however, actual estimated values are negative.

and experience different attenuation. We note that the amplitudes used in Fig. 4.7 are slightly

different from the ones used in the experiments reported in the main text however they lead

to similar removal fractions.

4 . 4 . 4 Population in the readout resonators

In this section, we consider the impact of population in the resonator modes. Thermal popula-

tion in the resonators can converted into leakage during the LRU [72]. As shown in Fig. 2(d)

of Ref. [72], when there is no leakage, the system will evolve such that P|f 00⟩ = P|g1±⟩
in the steady state. It is thus important that the mean photon number, n̄, characterising the

thermal field in the resonators is low, n̄ ≪ 1. One can estimate an upper bound of n̄ assum-

ing that the pure dephasing rate of the transmon, Γffi, is limited by photon shot noise in the

readout resonators using [13], namely

Γffi = ”
4ffl2

»
n̄; (4.11)

where ” = »2=(»2+4ffl2). Using this estimate, we find P (n = 1) ≈ 0:5%. Therefore, one

can expect at most P|f 00⟩ ≈ 0:5% in the steady state, which will limit the removal fraction

R < 99:5%. Another important aspect to consider when using the LRU repeatedly, is the

amount of population left in
˛̨
g1±

¸
after a leakage event. If significant population is left in
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Figure 4.10: Benchmarking of the weight-2 parity check. (a) Quantum circuit of the weight-

2 X-type parity check and bar plot of the average measured ancilla outcome for the different

input computational states of the data-qubit register. Dashed bars show ideal average out-

come: ⟨m⟩ = +1 (−1) for even (odd) data-qubit input parity. (b) Generation of Bell states

via stabilizer measurement (top) and corresponding data-qubit state tomography (bottom)

conditioned on the ancilla outcome. The obtained fidelity to the ideal Bell states (shaded

wireframe) is 96:9% and 98:5% for m = +1 and m = −1, respectively. (c) Repeated sta-

bilizer experiment. (Bottom left) Average measured ancilla outcome ⟨m⟩ for each round of

stabilizer measurement. Ideally, the first outcome should be random and the second always

+1. The measured probability is P (m2 = +1) = 90:0%. (Bottom right) Reconstructed

data-qubit states conditioned on the first ancilla outcome. The obtained Bell-state fidelities

are 90:6% and 91:5% for m1 = +1 and m1 = −1, respectively.

the resonator, errors can occur in subsequent operations. We investigate this by numerically

solving Eq. 4.6 taking into account the rise time of the LRU pulse and using the g̃ estimated

in Fig. 4.7. Figure 4.8 shows the evolution of state
˛̨
g1±

¸
for the three transmons. We find

that the population in this level never exceeds 15%. Moreover, Fig. 4.8(b) reveals that the

leftover population by the end of the pulse is below 5%. In particular, we see that population

is significantly suppressed during the pulse fall time tr . Therefore, we do not expect errors

following the LRU to be significant after a leakage event.

4 . 4 . 5 Drive crosstalk

Given the relatively high strength of the drives required to drive the LRUs, we consider the im-

pact of drive crosstalk. In particular, we study the impact of each LRU drive on each qubit. By

coupling off-resonantly, cross-drives may shift the qubit frequency which could lead to lower

performance of the LRUs when driven simultaneously. To investigate this, we first character-

ize drive crosstalk between the three transmons used by measuring the drive isolation,

Si j = 20 log10(Ωj=Ω
eff
i ); (4.12)

between a drive, Ωj , on qubit j and the effective drive, Ωeff
i , felt on qubit i . The results

[Fig. 4.9(a)] show that drive isolation is at least 28 dB and crosstalk is most significant when



4 . 4 . S U P P L E M E N TA RY I N F O R M AT I O N

4

75

driving via the drive lines of D1 and A. Using the drive strength estimated in Fig. 4.7, we then

calculate the AC Stark shift, ‹, induced by an effective drive Ωeff using,

‹ =
¸Ω2

eff

2∆d (∆d + ¸)
; (4.13)

where ∆d = !drive − !Q. The results [Fig. 4.9(b)] show that crosstalk induced shifts are at

most ≈ 17 kHz. This is much smaller than the typical linewidth of the |f 00⟩ ↔
˛̨
g1±

¸
tran-

sition ∼ 10 MHz [as shown in Fig. 1(c)]. Therefore, one does not expect lower simultaneous

performance of LRUs due to cross-drive Stark shifts. One can also verify this experimentally

by measuring simultaneous leakage removal fractions, R, and comparing them to individual

ones. Performing this experiment, we find the same removal fractions, as expected.

4 . 4 . 6 Benchmarking the weight-2 parity check

We benchmark the performance of the weight-2 parity check using three experiments as-

sessing different error types. First, we assess the ability to accurately assign the parity of the

data-qubit register by measuring the ancilla outcome for all data-qubit input computational

states. The results [Fig. 4.10(a)] show an average parity assignment fidelity of 95.6%. Next,

we look at errors occurring on the data qubits when projecting them onto a Bell state using a

X-type parity check [Fig. 4.10(b)]. From data-qubit state tomography conditioned on ancilla

outcome, we obtain an average Bell-state fidelity of 97:7% (96:9% for m = +1 and 98:5%

for m = −1). For each reported density matrix, we apply readout corrections and enforce

physicality constraints via maximum likelihood estimation [64]. Finally, we look at the back-

action of two back-to-back parity checks [Fig. 4.10(c)]. Here, we measure the correlation of

the two parity outcomes. Ideally, the first parity outcome should be random while the second

should be the same as the first. Since our ancilla is not reset after measurement, the proba-

bility of both parities being correlated is P (m2 = +1) = 90:0% [bar plot in Fig. 4.10(c)]. We

can also reconstruct the data qubit state after the experiment. Here, we find that the average

Bell-state fidelity drops to 91:0% (90:6% form1 = +1 and 91:5% form1 = −1). This drop

in fidelity is likely due to decoherence from idling during the first ancilla measurement.

4 . 4 . 7 Measurement-induced transitions

Previous studies have observed measurement-induced state transitions that can lead to leak-

age [18, 19]. To evaluate the backaction of ancilla measurement, we model the measurement

as a rank 3 tensor ›m;ji which takes an input state i , declares an outcome m and outputs a

state j with normalization condition, X
m

X
j

›
m;j
i = 1: (4.14)
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Figure 4.11: Characterizing measurement-induced transitions. (a) Quantum circuit used

to characterize transmon measurement. A transmon is initialized into states |g⟩, |e⟩ and |f ⟩
after a heralding (dashed) measurement (blue panel). Following prepration, two consecutive

measurements M0 and M1 are performed, yielding three-level outcomes. (b) Illustration of

the extracted measurement model. The model is described by a rank 3 tensor ›m;ji , where

input states i are connected to measurement outcomes m and output states j . From it, the

assignment probability matrix (c) and the QNDness matrix (d) can be extracted.
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Figure 4.12: Four state readout. (a) Single-shot readout data for the four lowest-energy

transmon states |g⟩, |e⟩, |f ⟩ and |h⟩ of A. Data are plotted for the first 3× 103 from a total

of 215 shots for each input state. The dashed lines show decision boundaries obtained from

fitting a linear discrimination classifier to the data. The mean (white dot) and 3ff standard

deviation (white dashed circles) shown are obtained from Gaussian fits to each input state

distribution. (b) Assignment probability matrix obtained from classification of each state into

a quaternary outcome. (c) Histogram of shots for qubit states taken along the projection

maximizing the signal-to-noise ratio. (d) The average assignment errors for 2-, 3- and 4-state

readout are 1:(3), 1:(9) and 7:(2)%, respectively.
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To find ›m;ji , we perform the experiment in Fig. 4.11(a). For each input state i , the probability

distribution of the measured results Pi (M0;M1) follows

Pi (M0 = mk ;M1 = m‘) =
X
s

X
j

›
mk ;s
i ›

m‘;j
s : (4.15)

This system of 27 second-order equations is used to estimate the 27 elements of ›m;ji through

a standard optimization procedure. In this description, the assignment fidelity matrix Mi ;m
[Fig. 4.11(b)] is given by

Mi ;m =
X
j

›
m;j
i : (4.16)

Furthermore, this model allows us to assess the probability of transitions occurring during the

measurement. This is given by the QNDness matrix

Qi ;j =
X
m

›
m;j
i : (4.17)

The results [Fig. 4.11(b)] show an average QNDness of 95:4% across all states. The average

leakage rate ((Qg;f + Qe;f )=2) is 0:06%, predominantly occurring for input state |e⟩.

4 . 4 . 8 Readout of transmon states

In order to investigate leakage to higher states in the ancilla, we need to discriminate between

the first two leakage states, |f ⟩ and |h⟩. To do this without compromising the performance

of the parity check, we simultaneously require high readout fidelity for the qubit states |g⟩
and |e⟩. We achieve this for the ancilla for the states |g⟩ through |h⟩ using a single readout

pulse. Figure 4.12(a) shows the integrated readout signal for each of the states along with

the decision boundaries used to classify the states. Any leakage to even higher states will

likely be assigned to |h⟩ since the resonator response at the readout frequency is mostly flat

for |h⟩. The average assignment error for the four states is 7:(2)% [Fig. 4.12(b)] while the

average qubit readout error is 1:(3)% [Fig. 4.12(c)]. Here, we assume that state preparation

errors are small compared to assignment errors.

4 . 4 . 9 Leakage reduction for higher states

Although most common leakage mechanisms usually populate the second-excited state of

the transmon, |f ⟩, some operations such as the measurement can leak into higher-excited

states [18]. We observe the build-up of population in these higher states in the repeated parity-

check experiment (Fig. 4). Figure 4.14 shows the fraction of total leakage to these higher

states for the ancilla. Therefore, leakage reduction for higher states is necessary for ancillas.

Similar to the leakage reduction mechanism that drives |f ⟩ → |g⟩ [with effective coupling
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Figure 4.13: Leakage reduction for |f ⟩ and |h⟩. (a, b) Transmon-resonator system level

structure showing the relevant couplings for the f -LRU (a) and h-LRU (b). Each effective

coupling, g̃ f and g̃h, is mediated by its respective drive Ω1 and Ω2 and transmon-resonator

coupling g . (c, d) Readout data (213 shots) of leakage states |f ⟩ (c) and |h⟩ (d) after applying

both LRU pulses simultaneously. The white dots and dashed cicles show the mean and 3ff

standard deviation obtained from fitting calibration data for each state.
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g̃ f in Fig. 4.13(a)], one can drive |h⟩ → |e⟩ (with effective coupling g̃h in Fig. 4.13(b)]. This

transition can be induced much like the former, with an extra drive at frequency

!h00 − !e1± ≈ 2!Q + 3¸− !R=P; (4.18)

2¸ below the f -LRU transition. The effective coupling for each LRU is given by (Eq. A35 of

Ref. [72]):

g̃ f ≈ Ω
geff¸√

2∆(∆ + ¸)
(4.19)

and

g̃h ≈ Ω

√
3geff¸√

2(∆ + ¸)(∆ + 2¸)
; (4.20)

where ∆ = !Q−!R=P and geff = g=
√
2 (see section S3). As g̃h=g̃ f =

√
3∆=(∆+¸) >

1, one should be able to drive |h⟩ → |e⟩ with comparable performance using similar drive

amplitudes. We then have two LRU mechanisms, f -LRU and h-LRU, increasing seepage

from |f ⟩ and |h⟩, respectively. We drive both of these transitions simultaneously using two

independent drives. Following the same calibration procedure shown in Fig. 2 for the f -LRU,
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we tune up a pulse for the h-LRU. Figures 4.13(c) and 4.13(d) show readout data for states

|f ⟩ and |h⟩ after performing both LRUs simultaneously. The corresponding removal fraction

for each state is Rf = 99:(2)% and Rh = 96:(1)% for tp = 220 ns. Using this scheme,

we can effectively reduce leakage in both states (Fig. 4.14). In particular, leakage in |f ⟩ is

effectively kept under 0:2%, while that in |h⟩ sits below 0:4% (red curves in Fig. 4.14). The

former shows a flat curve and therefore corresponds to the L1 of the cycle (similar to Fig. 4).

The apparent remaining leakage in |h⟩ could possibly be due to higher-excited states, which

are naively assigned as |h⟩ by the readout as they cannot be distinguished. One could poten-

tially address these with additional drives. The general expression for the effective coupling

of the transition targeting the mth leakage state (with mf = 0, mh = 1, etc.) is given by

(Eq. A35 of Ref. [72])

g̃m=Ω ≈
p
(m + 1)(m + 2)geff¸

2(∆ +m¸)(∆ + (m + 1)¸)
; (4.21)

which increases monotonically withm. Therefore, one could expect comparable performances

for LRUs acting on higher states.





5B E N C H M A R K I N G F O R Q UA N T U M E R R O R C O R R E C T I O N

E X P E R I M E N T S

8 3



5

84 5 . B E N C H M A R K I N G F O R Q U A N T U M E R R O R C O R R E C T I O N E X P E R I M E N T S

H H H

H H H

H H H

H

H

H

H

H H H

H H H

H H H

H

H

H

H

H H

H H

H H

H H

H

H

H

H

H

H

H

H

H

H

H H

HSingle- and Two-qubit
operations

Parity checks

QEC

Figure 5.1: The building blocks of quantum error correction. We can think of building a

quantum error correction code as pyramid of increasing complexity levels. At the bottom of

this pyramid are the single- and two-qubit operations, followed by parity checks and the full

quantum error correction cylcle at the top. Because of crosstalk, it is usefull to assess not only

the individual gate operations that make up the lower level of the pyramid, but also benchmark

these when put together in increasingly complex circuits as shown in the higher levels.

5 . 1 Introduction

Quantum error correction (QEC) provides an alternative to protect quantum information from

errors due to decoherence and operational imperfections at the cost of redundancy. One

way to do this, is by using stabilizer codes where the information is encoded accross a mul-

tiple identical qubits. Such codes rely on the systematic procedure of measuring stabilizer

observables, which are designed to discretize, detect, and correct errors without collapsing

the encoded logical quantum state. This process forms the backbone of most QEC protocols,

such as the surface code [62], enabling the identification of error syndromes that signal the

occurrence of qubit errors. Parity checks (Fig. 5.1) measure the necessary observables to

construct error syndromes. The precision with which parity checks are executed and inter-

preted (by means of decoding) dictates the overall performance of the quantum error correc-

tion scheme. As illustrated in Figure 5.1, to make a robust QEC implementation, it is crucial to

thoroughly assess not only individual qubit operations but also the constituent parity checks

that compose the stabilizer measurements. In current superconducting processors, crosstalk

stands in the way of climbing this complexity pyramid. Therefore, it is important to develop
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benchmarking procedures for all levels of this pyramid. An important aspect of understand-

ing and improving QEC in hardware is the study of how physical error mechanisms manifest

within stabilizer syndromes. Different error mechanisms — ranging from simple bit- or phase-

flips to more complex leakage errors — leave distinct signatures in the stabilizer syndromes.

These offer guidance in debugging and developing QEC experiments.

This chapter is structured to first address the benchmarking of parity check operations, as-

sessing their performance and reliability in the context of QEC. We then proceed to analyze

how physical qubit errors manifest within the syndromes, investigating how distinct mecha-

nisms lead to correlated defect patterns and how they can be used to gauge logical perfor-

mance. These collectively aim to provide a detailed examination of the critical components

of QEC. Finally, we showcase quantum error correction experiments performed in a 17 qubit

device.

5 . 2 Benchmarking quantum parity checks

Quantum parity checks measure the joint data-qubit observables that constitute the stabiliz-

ers of the QEC code. Therefore, the efficacy of QEC relies on the precise and reliable execu-

tion of parity checks. In chapter 2, we have discussed the calibration and benchmark of the

individual qubit operations that make up the parity check circuit. While individual benchmarks

are valuable indicators of overall performance, their collective behavior is often undermined

by crosstalk, which can significantly alter performance. Given this complexity, it is very usefull

to have benchmarks for parity checks so that one can validate the colective performance of

the underlying operations. To this end, we discuss three benchmarking procedures designed

to evaluate different aspects of parity checks, each contributing to a multi-faceted view of

collective operation performance:

5 . 2 . 1 Parity assignment fidelity

The first metric pertains to the ability of the ancilla qubit to discriminate parity between differ-

ent states of the data qubits. One can assess this by preparing the data qubits in a collectively

defined parity state, which is an eigenstate of the stabilizer to be measured. For Z-type sta-

bilizers, these correspond to all computational states of the data qubits. Figure 5.2 illustrates

this procedure for a weight-4 parity check. Here, we seek to evaluate how well the ZZZZ

parity is mapped onto the ancilla qubit state. To quantify this, we compute the parity assign-

ment fidelity, averaged over the sixteen computational states of the data qubits (as shown

in Fig. 5.2c). Additional insights can be gleaned by analyzing the relative assignment error

between data-qubit states. Figure 5.2c indicates that states with a higher number of excited

data qubits generally have a higher assignment error, which is expected due to increased

susceptibility to relaxation. Higher errors common to states where a particular data qubit is

excited could point to suboptimal two-qubit gate performance involving that qubit. Conversely,

if higher errors are specific to states where two data qubits are excited, this could suggest
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Figure 5.2: Parity assignment fidelity measurement. (a) Weight-4 Z-type parity check per-

formed by the ancilla qubit A on the data qubit register {D1, D2, D3, D4}. The data qubit

register is prepared in the computational state |s⟩, whose Z-parity is mapped onto the an-

cilla qubit such that its ideal measurement outcome ismA = Z1Z2Z3Z4. (b) Average ancilla

qubit outcome, ⟨mA⟩, for all 24 computational states of the data qubits. The ideal and mea-

sured results are represented by the dashed wireframe and blue bars, respectively. (c) Parity

ssignment error, "A, for each computational state, ordered by the number of excited qubits.

The average parity assignment fidelity is 92:3%.

a crosstalk mechanism. However, while this procedure is usefull in evaluating the parity out-

come, it does not account for errors that may reside in the data qubits post-measurement.

These errors, which equally impact the efficacy of QEC, will be the focus of the next subsec-

tion.

5 . 2 . 2 Projection onto stabilizer subspace

The second procedure assesses how well the parity check projects the data qubits onto the

stabilizer subspace. As shown in Figure 5.3a, this is accomplished by measuring an X-type

stabilizer on a data qubit register initially in the state |0⟩⊗4. Using state tomography to recon-

struct the data-qubit density matrix, we compare it to the ideal target states expected for each

parity outcome, ȷ|Φ+⟩ and ȷ|Φ−⟩ (see Fig. 5.3b). The fidelity derived from this comparison

serves as a direct indicator of the parity check’s ability to project onto the intended stabilizer

subspace, which will later define the codespace. Additionally, the reconstructed density ma-

trices are particularly useful for detecting coherent errors in the data qubits resulting from

calibration and crosstalk errors. For instance, single-qubit phase errors remaining after the

parity check manifest as the complex phase of the off-diagonal elements of ȷ, denoted as

Arg(ȷ). Similarly, single-qubit phase errors occurring between single-qubit gates could also

result in anX or Y rotation. Delaying the tomography measurements to after the ancilla mea-

surement can also evaluate dephasing during this step.
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Figure 5.3: Data qubit tomography measurement. (a) A GHZ state is created in the data

qubit register {D1,D2,D3,D4} by measuring a weight-4X-type parity check using the ancilla

qubit A. The data qubits are initialized in the state |0⟩⊗4. Since this state is not an eigenstate

of the parity check observable, X⊗4, it will ideally be collapsed onto the GHZ state
˛̨
Φ+
¸

(even parity) or
˛̨
Φ−¸ (odd parity), corresponding to the ancilla outcomes mA = +1 and

mA = −1, respectively. The resulting state of the data qubits, ȷ, is measured using state

tomography conditioned on the ancilla qubit outcome. (b) Density matrices constructed for

each ancilla qubit outcome, mA. The fidelity to their ideal target states,
˛̨
Φ+
¸

and
˛̨
Φ−¸,

represented by the shaded wireframes, is 82:0% and 84:2%, respectively.

Up to this point, we have presented two complementary procedures: the first assesses the

ancilla qubit’s ability in assigning parity to the data qubits, while the second gauges the pro-

jection of data qubits within the stabilizer subspace. A comprehensive metric is now required

to merge these two aspects, providing a holistic measure of the parity check. This will be the

subject of the next subsection.

5 . 2 . 3 Repeatability

The final metric we evaluate is repeatability. This measures the probability of obtaining corre-

lated parity outcomes from two consecutive parity checks (see Fig. 5.4a). Along with the parity

assignment and data qubit projection errors evaluated in the previous methods, repeatability

is also sensitive to additional error mechanisms that these methods do not detect. One such

mechanism is the dephasing of data qubits during the ancilla qubit measurement, which could
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Figure 5.4: Parity check repeatability measurement. (a) Two consecutive X-type parity

checks are performed on the data qubits {D1,D2,D3,D4} using the ancilla qubit A. The initial

state of the data qubits, |0⟩⊗4, is projected onto an even or odd GHZ state after first parity

check. Ideally, this occurs with equal probability based measurement outcome m1. In the

subsequent parity check, the data qubits state, now an eigenstate of the stabilizer XXXX,

should ideally be preserved and the second measured outcome,m2, should reflect the same

parity. Since the behavior of the parity check is to maintain (flip) the ancilla state if parity is

even (odd), then ideallym2 = +1. (b) Experimental average measurement outcomes ofm1

and m2. The calculated repeatability for this measurement is 80:4%.

arise from readout crosstalk. Ancilla qubit errors during readout due to the non-quantum non-

demolition (QND) nature of the measurement will also affect repeatability. Repeatability is an

excellent indicator of the overall performance of the parity check as it reflects the impact of

all types of error: data qubit, ancilla qubit, and assignment errors. Therefore, it serves as a

gauge for the incidence of general errors in the parity check and a valuable tool to validate

calibration at a collective level in the device.

Through these three benchmarking procedures, we can obtain a comprehensive understand-

ing of the performance of parity checks. These metrics not only reflect the individual opera-

tions’ performance but also reveal the nuanced dynamics of their collective behavior, which

is important when performing any quantum algorithm.

5 . 3 Signature of errors in repeated stabilizer measurements

After benchmarking the building blocks of quantum error correction — parity checks — we

now turn our attention to understanding the signature of physical qubit errors as they occur in

stabilizer measurements. Understanding how physical qubit errors manifest in the outcomes

of stabilizer measurements is critical for quantum error correction. A logical quantum state is

corrected within a specific subspace, defined by a set of stabilizer observables and their corre-

sponding eigenvalues — or parities. Errors in the constituent physical qubits of the QEC code

lead to changes in the parity of stabilizers, known as defects. Therefore, to correct errors in

the logical qubit, we must understand the signature of physical qubit errors in the syndrome of

defects. Figure 5.5 shows how to compute the syndrome of defects, ffA, from measured par-
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Figure 5.5: Physical qubit error syndromes in repeated parity checks. (a) Repeated X-

type parity checks are performed on the data qubits {D1, D2, D3, D4} using the ancilla qubit

A. The measured outcomes, mA, can be used to signal errors. (b) An example set of mea-

surement outcomes, mA, is converted into parity outcomes, pA, and syndromes, ffA. Physi-

cal qubit errors manifest into different bahaviors of these quantities and are best understood

through their ffA signature. Data-qubit errors, such as a phase flip occurring between rounds,

alter theX-parity of the data-qubit state, causingmA to switch from constant (indicating even

parity) to alternating (indicating odd parity) values. Consequently, these errors result in a sin-

gle defect (ffA = −1) detected in A. Ancilla-qubit errors, such as a bit flip between rounds,

flip mA and cause two consecutive defects. Readout errors in the ancilla cause mA to invert

twice, thereby producing two defects separated by one rounds. (c) Pi j matrix for a weight-4

parity check showing the correlation between defects occuring across different rounds. The

relative frequency of ancilla qubit flips and measurement errors is manifested in the matrix’s

first and second off-diagonals, respectively, due to their distinct ffA signatures. (d) Probability

of a defect pattern occurring in each round of the parity check. The defect rate (blue) shows

the probability of a single defect occurring in any given round, i.e., P (ffA = −1); ancilla er-

rors (pink) indicate the probability of two consecutive defects occurring; measurement errors

(purple) show the probability of two consecutive defects occurring, separated by one round.
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ities, pA, derived from the ancilla measurement outcomes, mA, of a parity check. Each type

of physical qubit error leaves a characteristic pattern of defects in the syndrome, revealing

the nature of the underlying error mechanism. A decoder will try to decipher this information

and deduce its implications for the logical qubit state, aiming to correct errors without disrupt-

ing the encoded information. From an experimental standpoint, analyzing the frequency of

these error signatures provides insight into the prevailing error mechanisms. This information

is valuable, not only for validating the efficacy of current calibration techniques in situ but also

for identifying potential crosstalk issues that may occur. Furthermore, recognizing the most

frequent sources of error enables targeted improvements in both calibration protocols and

hardware design, guiding the development of better QEC systems.

In this section, we will study the signature of different physical error sources first in the context

of individual stabilizer measurements and then in multiple stabilizer measurements. Although

the examples shown here will use X-type stabilizers, the conclusions are analogous for Z-

type stabilizers as well.

5 . 3 . 1 Ancilla qubit and measurement errors

We start by considering repeated measurements of a weight-4 XXXX stabilizer, as illus-

trated in Figure 5.5a. After an initial parity check projects the data qubits into a specific parity

subspace, any subsequent errors on the data qubits that do not commute with the stabi-

lizer observable will change the state’s parity. Errors such as Z or Y will trigger a defect

(ffA = −1) in the syndrome, as shown in Figure 5.5b. Errors in the ancilla qubit, such as

relaxation during readout or a phase-flip between CZ gates, will lead to a perceived momen-

tary change in parity, resulting in two consecutive defects in the syndrome. If an error occurs

instead in the assignment of the ancilla outcome, this will again result in two defects, now

separated by one round. Note that both the type of error and the particular point in the circuit

where it occurs determine the defect pattern. A useful metric that quantifies the incidence

of general errors in a parity check is the average defect rate. Figure 5.5d shows this rate

measured for a weight-4 stabilizer across multiple rounds of parity checks. This rate, which

is closely related to the repeatability metric discussed in the previous section, indicates the

probability of a defect occurring and its variation over successive rounds. While the defect

rate aggregates the overall error rate in a parity check, it is possible to differentiate between

assignment and ancilla qubit errors from the overall error rate. This distinction is based on

the fact that assignment and ancilla qubit errors lead to the occurrence of two defects in the

syndrome of the stabilizer. By examining the correlations between defects across different

rounds, we can quantify the probability of these errors separately. Assuming that all correla-

tions are pairwise and that errors are sparse enough in time, the probability of simultaneously

triggering two defects at rounds i and j , denoted Pi j , is given by [46]:

Pi j =
⟨ffiffj ⟩ − ⟨ffi ⟩⟨ffj ⟩

4⟨ffi ⟩⟨ffj ⟩
: (5.1)
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Figure 5.6: Impact of leakage in repeated parity checks. (a) Repeated X-type parity

checks are performed on the data qubits {D1, D2, D3, D4} using the ancilla qubit A. (b)

Multi-level readout is used to measure leakage in the data qubits after n = 15 rounds of par-

ity checks. Leakage reduction units (cyan pulse) are employed on the data qubits most prone

to leakage. (c) Ramsey experiment used to measure the phase acquired by the ancilla qubit,

A, during a CZ gate with data-qubit D4 for computational states |0⟩ and |1⟩ and leakage state

|2⟩. This phase is 0 and 180 and 139 degrees for |0⟩, |1⟩ and |2⟩, respectively. (d) Defect

rate at round n for the parity check circuit (blue) with the addition of LRUs (cyan). (e) Pi j
matrix computed from the ancilla qubit syndrome, mA, for the parity check circuit (Normal)

with leakage reduction (LRU). Full and saturated scales are shown in blue and red, respec-

tively. Long-term correlation between defects is substantially reduced when using leakage

reduction.

Figure 5.5c displays the Pi j matrix for up to 15 rounds. A couple of points to note: the Pi j
matrix is symmetric, so its typically represented using two color scales to emphasize certain

features [46]; additionally, correlations including the first round are omitted since the initial

syndrome measurement is random. Errors in the ancilla qubit create a correlation between a

defect in round i and another in round i + 1, which are then visible on the first off-diagonal

of the matrix. Similarly, measurement errors, which correlate defects separated by one round,

manifest along the second off-diagonal.We can see how these specific error-induced defect

patterns compare to the overall defect rate in Figure 5.5d. Such analysis is a valuable tool for

gaining a clearer understanding of the sources of errors in the parity check.
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Figure 5.7: Correlation of defects in repeated stabilizer measurements using leakage

reduction units [106]. Pi j for the four experiments reported in Figure 4.4 of Chapter 4.

5 . 3 . 2 Leakage errors

As observed in our experiments, the defect rate tends to increase with the number of rounds,

suggesting a growing incidence of errors. This trend is threatening for quantum error cor-

rection (QEC), as fault-tolerance requires error rates that are not only low but also stable.

Such a pattern of increasing error rates over time has been consistently reported in the lit-

erature [38, 71, 99, 106, 107], including in Chapter 4 of this thesis. This phenomenon is

commonly attributed to the accumulation of leakage in the transmon. Leakage, being a non-

Pauli error, poses a unique challenge in that it does not produce a consistent pattern of

defects in the stabilizer syndrome. To understand the impact of leakage on the stabilizer syn-

drome, we perform repeated measurements of a weight-4 stabilizer, applying leakage reduc-

tion units [106] to the qubits most affected by leakage, as shown in Figure 5.6a. Figure 5.6b

shows there is reduction in leakage population across the board, even though leakage reduc-

tion was only directly applied to qubits D3 and D4. Predicting the precise effect of leakage

on the syndrome is challenging, particularly when it involves the ancilla qubit [70]. Since we

use binary measurement outcomes, the influence of leakage on the syndrome depends on

the technical details of the readout scheme. Specifically, how leakage is classified in the het-

erodyne measurement apparatus [13]. For data-qubit leakage, its effect on the ancilla must

be taken into account. A data qubit in a leaked state will impart a conditional phase on the

ancilla qubit during the CZ interaction [99]. This phase, in turn, determines the likelihood of

a defect occurring. Figure 5.6c shows the conditional phase imparted by D3, measured as

an example. Any deviation from 0 or 180 degrees will result in a non-zero probability of de-

fects occurring. While the exact pattern of leakage in the syndrome can be complex, one

consistent effect is the presence of long-term defect correlations. This is attributed to the fact

that a leaked qubit may remain in its leaked state for several rounds before it returns back

to the computational state. Such behavior leads to persistent correlations that extend over

multiple rounds, becoming apparent in the off-diagonal elements of the Pi j matrix. These

long-term correlations are significantly reduced when using leakage reduction as shown in

Figure 5.6e. This effect is even more pronounced in the experiment reported in Chapter 4
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Figure 5.8: Data-qubit errors in repeated parity checks. (a) RepeatedX-type parity checks

in a distance-3 surface code, which include two weight-2 and two weight-4 stabilizers mea-

sured by ancilla qubits X1, X2, X3, and X4. (b) The propagation of errors through the cir-

cuit, involving data qubits at the intersection of stabilizers, gives rise to two types of error

syndromes: space and space-time errors. A phase flip occurring in D5 between rounds (indi-

cated in red) results in simultaneous defects in the adjacent ancilla qubits X2 and X3 [space

error, depicted in (c)]. A bit flip occurring between consecutive two-qubit gates (indicated in

purple) leads to defects in X3 and X2 across consecutive rounds [space-time error, depicted

in (c)]. (d) The Pi j matrix, correlating defects in X2 and X3 over different rounds, reveals

space errors along the main diagonal and space-time errors along the first off-diagonal. (e)

The Pi j matrix for all ancilla qubits over 10 rounds of parity checks shows the magnitude of

space and space-time errors detected in data qubits D2, D5, and D8 on the shaded diago-

nals.

Figure 4.4. Here, LRUs were progressively added on all qubits and performed for many more

rounds. Figure 5.7 shows Pi j for each variant of the experiment, where we find the gradual re-

duction of long-term correlations. Reducing leakage at each round prevents its build-up in the

transmon, which, in turn, contributes to stabilizing the occurrence of errors over time. Hence,

leakage reduction also leads to a more uniform defect rate, as shown in Figure 5.6d. Com-

plementing the observations made in Chapter 4, this emphasizes the critical role leakage

reduction for effective quantum error correction.
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5 . 3 . 3 Data qubit errors

In the previous sections, we established that errors in a data qubit trigger a single defect in

the stabilizer syndrome. While that alone flags an error occurrence, this information is not suf-

ficient to identify the data qubit in which the fault occurred. Spatial resolution of individual data

qubit errors becomes possible when a qubit is shared between two independent stabilizers.

In such cases, an error in a data qubit will produce a pair of defects, one in each stabilizer. By

analyzing the correlations between defects in the two stabilizers, we can precisely quantify

the error probability for the individual qubit in question. An example of this is shown in Fig-

ure 5.8, where repeated X-type stabilizers are measured in a distance-3 surface code. This

code configuration, which includes four X-type stabilizers intersecting different three data

qubits, is depicted in Fig. 5.8a. In this experiment, the initial state of the data qubits, |0⟩⊗9,

is projected into the surface code state, |0L⟩, according to Born’s rule,

|0L⟩ =
1

4

Y
i

(I +miS
X
i ) |0⟩

⊗9 ; (5.2)

where the product runs over all X-type stabilizers of the code, SXi , and its respective mea-

surement outcome, mi . Data qubit phase errors occurring in this state will trigger defects in

the stabilizer syndrome. One of particular interest cases is the central data qubit in the bulk of

the code, D5. As illustrated in Figure 5.8b, a Z-error between parity check rounds will trigger

two simultaneous defects in the stabilizer syndromes of X2 and X3 (see Fig.5.8c). These are

referred to as space-like errors. Conversely, if anX-error occurs between the two-qubit gates

of the parity checks (indicated in purple in Fig.5.8b), it triggers two consecutive defects, one

in each stabilizer, as depicted in Fig. 5.8c. These are called space-time-like errors. The prob-

ability of occurrence of these errors can be measured by calculating Pi j between rounds of

the two stabilizers. In this matrix (Fig. 5.8d), space-like errors are represented on the diago-

nal, while space-time-like errors appear on the first off-diagonal. We find that space errors are

more common than space-time errors. This observation is consistent with the time windows

for each error type: the window for space-time errors is much shorter (approximately 120 ns)

compared to that for space-like errors (approximately 500 ns). By calculating Pi j between all

stabilizers, as shown in Figure 5.8e, one reveals data qubit errors in D2 and D8 as well.

These techniques provide a holistic method for assessing the performance of a quantum

error correction code without the need to directly compute logical error rates, which would

typically require a decoder. This approach is particularly beneficial in experimental contexts.

It enables the identification of predominant error types and their sources, while also exposing

crosstalk. Such insights are important to develop calibration methods and making neces-

sary adjustments in hardware design to effectively mitigate these errors. Furthermore, this

information is also valuable in the context of decoders. For example, in a minimum-weight-

perfect-matching (MWPM) decoder, the information about defect correlations can be utilized

to calibrate the weights assigned to edges in the decoding graph. This calibration is crucial for
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optimizing the performance of error correction. It is important to emphasize that the validity

of these metrics relies on the assumption that errors are sufficiently low, ensuring that defect

correlations are representative of the actual frequency of error occurrences. Only under this

sparsity condition can we reliably infer error rates from the observed defect patterns.

5 . 4 Correcting bit flips in a distance 3 surface code

In this section, we investigate bit flip errors within the framework of a distance-3 surface code.

This particular experiment is designed to measure only the Z-type stabilizers of the code.

This approach allows us to circumvent some of the problematic gate performance issues by

utilizing 13 out of the 17 qubits in our device. Our initial objective is to study the incidence

and nature of physical qubit errors that occur within this specific scheme. By doing so, we

aim to understand the predominant error mechanisms in the device. Following this analysis,

we apply this scheme to correct bit-flip errors in computational states of the data qubits. By

averaging over different computational states, we estimate a logical error rate for this code

to evaluate the efficacy of error correction on the encoded logical information, similarly to a

logical state in the surface code.

5 . 4 . 1 Assessing physical qubit errors in situ

As studied in the previous sections, we can gauge the general incidence of physical qubit

errors in a logical qubit by looking for defects (i.e., changes in parity) in the syndrome of

stabilizers of the code. In this simplified version of the surface code, we measure four Z-type

stabilizers using two weight-2 and two weight-4 parity checks. To obtain a representative

assessment of the error incidence in this code, we conduct repeated stabilizer measurements

on the state |+L⟩ = |0L⟩+ |1L⟩. This state is the simplest non-trivial state within the logical

subspace of this surface code that can be prepared using only the Z-type stabilizers. The

state is prepared by initializing the data qubit register in |+⟩⊗9. Since this product state is

not an eigenstate of the stabilizers, an initial round of stabilizer measurements will randomly

project the data qubits onto the state:

|+L⟩ =
1

4

Y
i

(I +miS
Z
i ) |+⟩⊗9 ; (5.3)

where the product is taken over all Z-type stabilizers of the code, SZi , and its respective

measurement outcome, mi . The defect rate for each stabilizer, {Z1;Z2;Z3;Z4}, is shown

in Figure 5.9a. We observe that these rates are divided into two distinct groups: approxi-

mately 21% and 14% for weight-4 and weight-2 stabilizers, respectively. This discrepancy

is expected due to the higher number of error channels in a weight-4 parity check, which

involves five qubits, as compared to a weight-2 check that involves only three qubits. We

can differentiate between the various error mechanisms contributing to the overall defect rate
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Figure 5.9: Space-time graph of defects. Repeated Z-type stabilizer measurements in a

distance-3 surface code. The data qubits are initially prepared in the state |+⟩⊗9 and sub-

sequently projected into the logical state |+L⟩. (a) Defect rate for each of the four Z-type

stabilizers is presented. (b) Pi j matrix showing the correlation between defects in the sta-

bilizer syndrome. (c) Space-time stabilizer defect graph is depicted, with nodes representing

the syndrome outcome of a stabilizer in space (vertically) and time (horizontally). The graph’s

edges denote physical qubit errors: time-like edges of length 1 and 2 indicate ancilla qubit

and measurement errors, respectively (see Fig.5.4); space-like and space-time-like edges de-

note errors in a data qubit that interacts with two stabilizers (as shown in Fig.5.8); boundary

edges indicate errors in a data qubit measured by a single stabilizer. (d) Measured probability

of different edges in the graph, averaged across all rounds of the experiment.
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by examining the correlation between defects across different rounds and stabilizers. To ac-

complish this, we calculate Pi j [46, 108] (Eq. 5.1) between all four stabilizers (Fig. 5.9b). To

associate specific error mechanisms with observed correlations, it is convenient to look at

defects in a space-time graph as depicted in Figure 5.9c. Each node in this graph repre-

sents a syndrome measurement of a stabilizer in space and in time. Physical qubit errors

are expressed as edges in this graph, connecting either two defects or a single defect to the

boundary. As described in Section 5.3.1, ancilla qubit and measurement errors manifest as

time-like edges in the graph separated by one and two rounds, respectively. Data qubit errors

are represented as space or space-time-like edges between defects in different stabilizers

(see Section 5.3.3). Errors occurring in data qubits at the boundary of the code, which are

connected to a single stabilizer, lead to a single defect and are denoted as boundary edges.

The Pi j matrix contains the probability of each type of edge in the space-time graph, except

for boundary edges. Figure 5.9d shows these probabilities, averaged over time, for the afore-

mentioned edges. From this analysis, we find that ancilla qubit errors (pink) are the predom-

inant error in our code. This seems to be particularly problematic for ancilla qubit Z2, which

we link to a TLS issue (see Sec. 2.4). Data qubit errors (yellow and green) are the second

most frequent source of errors, with measurement errors (purple) being the least prevalent.

The high rate of measurement errors in ancilla qubit Z3 suggests low readout assignment

fidelity.

We note that additional error mechanisms can lead to other types of edges in the space-time

graph. For instance, in a conventional surface code that includes both Z- andX-type stabiliz-

ers, hook errors [65] manifest as space-like edges of length two. Furthermore, more complex

hyperedges [90, 109] can arise from leakage and crosstalk mechanisms, potentially result-

ing in higher degree correlations that encompass more than two defects. Leakage, which we

have already observed leading to long-term time-like correlations (see Section 5.3.2), is an

example of this as long lived leakage can potentially lead to many defects. It would be great

to add the probability of boundary edges occurring into this analysis. Doing so would provide

further insight into the remaining data qubit errors thus painting a more complete picture of

the statistics of physical errors. To achieve this, one would need to accurately calculate the

probability of all other error mechanisms triggering a defect at a specific node [46, 108]. How-

ever, this task is considerably complicated by the presence of hyperedges, as these higher

degree correlations are challenging to predict in practice [109].

This in situ analysis of errors is useful not just for benchmarking and calibration, but are also

the foundation for most decoders used in QEC. As we have seen in this section, the problem

of decoding syndromes can be viewed as a problem of matching defects on a graph. This

problem is commonly solved using a minimum-weight-perfect-matching algorithm (MWPM).

MWPM uses these probabilities to infer the most likely set of errors for a given syndrome.

Therefore, accurately identifying and quantifying physical error probabilities is key for improv-

ing the efficiency of the decoder and, in turn, reducing the logical error rate.
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5 . 4 . 2 Logical error rate

Until this point, we have focused on the study of stabilizer measurements and how they can

be used to gauge physical qubit errors. We will now use repeated stabilizer measurements

to correct errors in the surface code. The correction of specific physical qubit errors (bit-

flips or phase-flips) has been experimentally demonstrated in repetition codes, as reported in

several studies [45–47, 49–51]. More recently, there have been significant advancements in

the repeated quantum error correction of fully protected logical qubits [38, 88–90]. Particularly

noteworthy is the recent breakthrough in reducing the logical error rate of a surface code

by increasing the distance of the code [39]. In such experiments, the logical error rate is

typically the main figure of merit. This metric quantifies the errors incurred by the logical

qubit per round of error correction. To determine this rate, one typically initializes data qubits

of the code in a logical state and measures the fidelity of the encoded information over a

series of successive stabilizer measurements. We will emulate this by using repeated Z-type

stabilizer measurements in the surface code to correct for bit-flip errors in the computational

states of data qubits. Since computational basis states are eigenstates of both the Z-type

stabilizers SZ and the logical operator ZL of the surface code, they can be used to store

logical information. However, this information will only be protected from X errors, i.e., bit-

flips, similarly to a repetition code.

Similarly to a logical state in the surface code, we will use computational states that com-

prise the superposition of a logical state. For this purpose we choose the 16 states of the

superposition |0L⟩ such that,

|0L⟩ =
1

4

Y
i

(I + SXi ) |0⟩
⊗9 ; (5.4)

where the product runs over all the X-type stabilizers of the code SXi . The set of states

described is represented schematically in Figure 5.10a. After preparing one of these states,

|s⟩, we will then perform n successive stabilizer measurements from which we construct the

syndrome of stabilizers used to decode errors. To average the error rate over the logical

subspace, we flip the logical state at the end of each round using an XL transversal gate

(Blue dashed box in Fig. 5.10a). A final measurement of all data qubits is used to measure

the logical operator ZL outcome and construct a final syndrome measurement (Fig. 5.10a).

To decode the syndrome measurements, we use a MWPM decoder to infer the Pauli

frame updates required to correct errors. After applying the corrections, we compute the av-

erage ⟨ZL⟩ for the different n rounds of the experiment and for each input state |s⟩. From

this average, we calculate the logical fidelity, FL, using,

FL =
1 + |⟨ZL⟩|

2
: (5.5)
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Figure 5.10: Correction of Bit-Flips in the Distance-3 Surface Code. (a) Error correction

circuit. Data qubits are initially prepared in one of the computational states, |s⟩, which are part

of the superposition comprising the state |0L⟩ (see Eq. 5.4). This is followed by a sequence

of n repeated Z-type stabilizer measurements. A final measurement of the data qubits is

performed to determine ⟨ZL⟩. (b) Logical error calculated using the average ⟨ZL⟩ versus the

number of parity check rounds, n, for each of the 16 states (dots) and for the average (square).

The dashed curve shows fit to a model used to estimate the logical error rate, which is found

to be 3:9% per round. (c) Logical error rate extracted for each individual computational state.
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The results are shown in Figure 5.10b for the individual states, |s⟩, as well as for the average

of them. To find the logical error rate, "L, we fit the resulting data to the model [83],

FL(n) =
1

2

h
1 + (1− 2"L)

(n−n0)
i
; (5.6)

where "L denotes the logical error rate, and n0 accounts for the delay in the onset of expo-

nential decay observed for small n [83]. We do this for FL averaged accross all states and find

a logical error rate, "L, of 4:(9)% (Fig. 5.10b). Alternatively, we can fit FL for each individual

input state. The resulting error rates (Fig. 5.10c) show a standard deviation of 0:3% which

point to a uniform error rate for accross all states, |s⟩.
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6 . 1 Outlook

In this chapter, I will discuss the results of this thesis and contextualize them within the cur-

rent literature. I will also give my perspective on the future directions of research. The field

of superconducting qubits has seen remarkable progress during the course of my Ph.D., pro-

pelled by both small-scale efforts in academia and large-scale industry initiatives.

The first experimental work on quantum error correction dates back to the late 90s in nu-

clear magnetic resonance (NMR) systems [110], and it has since branched out to a variety

of physical platforms including trapped ions [53, 54, 88, 91, 111–114], photonics [115–118],

nitrogen-vacancy centers in diamond [50, 119–121], neutral atom arrays [122, 123], and su-

perconducting circuits [38, 39, 45, 49, 57, 58, 63, 89, 90, 124–126]. In this discussion, my

focus will be on superconducting qubits. While gate errors in this platform were nearing the

threshold required for quantum error correction [8], the first demonstrations of ancilla-based

parity checks, required for stabilizer codes, were being realized [66, 67]. Simultaneously, the

first quantum error detection experiments were conducted for bit-flip [49, 124, 127] and arbi-

trary errors [125] in a single round, later extending to multiple rounds in repetition codes [45].

Advancements in dispersive readout [41, 77, 79, 128–130] enabled deeper multi-round ex-

periments such as the use of repeated stabilizer measurements for correcting arbitrary quan-

tum errors in entangled Bell states [57, 58]. Shortly thereafter, the field began to witness

experimental implementations in the surface code [62, 131–133]. This code gained notoriety

due to its moderately high error threshold (≈ 1%) achieved using nearest-neighbor qubit

conectivity in a 2D lattice making it suitable for monolithic architectures like circuit QED [1].

The first of these was repeated error detection in the smallest, distance d = 2, surface

code [46, 63, 126]. The results of Chapter 3 are among these. Here, similar to previous

work [46, 63] we performed repeated error detection. Additionally, we studied various tech-

niques to initialize, measure and perform gates in this logical qubit. In particular, we studied

fault-tolerant and non-fault-tolerant implementations and their fidelity in the logical subspace

after error detection. Our gate set was comprised of transversal Clifford gates as well as non-

Clifford gates like the T gate which allow universal control of the single logical qubit. Through

simulation, we learned that conventional error mechanisms were not sufficient to explain the

observed results. Together with evidence of accumulating leakage in the readout data, this

suggested that leakage was playing a substantial role in the errors detected (and thus dis-

carded) in the experiment. This was concerning, as such errors would have to be dealt with

in future error correction experiments. This put leakage on our radar which later lead to the

experiments in Chapter 4.

After this experiment, we started working on the larger Surface-17 devices with the goal of

quantum error correction. The larger scale of these devices meant more automation was re-

quired to handle calibration. In particular two-qubit gates which grew from 8 in the old 7 qubit

device to 24 in the new 17 qubit device. This prompted the developments reported in Chap-

ter 2. Here, the goal was to develop fast and reliable hands-off calibration and benchmark
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routines that could be run on a daily basis. An outstanding challenge in this domain is hav-

ing to contend with interacting spurious two-level systems [30–33, 134]. This issue has been

reported in the literature as one of the main limiting factors to performance [38, 39, 134]. As

shown in this chapter, most calibration procedures are straightforward until a TLS enters the

picture. Their unstable and unpredictable nature adds to the complexity of this problem and

posed the most severe challenge in the experiments reported in Chapter 5.

As the first repeated quantum error correction experiments started to emerge [38, 39, 88–90],

the subject of leakage in superconducting qubits gained prominence [19, 70–72, 99, 106,

107] as one of the main threats to fault tolerance in these systems. In particular, leakage re-

dution units (LRUs) [85, 86, 93, 94] became a fundamental part of quantum error correction

experiments [39, 46, 71, 99]. Among these experimental realizations was chapter Chapter 4.

This experiment followed from the theory proposal of Battistel et al [72], which included an

all-microwave leakage reduction technique. This technique set itself apart from previous im-

plementations [71, 99] because it has benign impact on the qubit subspace making it suitable

for simultaneous use in both data and ancilla qubits in an error correction cycle. Additionally,

it can be adapted to reduce leakage in higher states as well, which proved to be important in

our device due to measurement-induced transitions to higher states of the transmon [18, 19].

We implemented this LRU accross multiple qubits in our device spanning different frequency

configurations demonstrating both its parameter flexibility and ease of calibration which are

important for implementation accross large scale devices. Then, we showcased its use in a

repeated stabilizer measurement where the LRU reduced leakage by an order of magnitude

accross all qubits. Similar to previous work [71], we verify that reducing leakage reduces

the overall detection of physical qubit errors as well as long-term correlations between them

(Fig. 5.7). Here, we learned that a significant part of the leakage observed was found in state

|3⟩ and possibly above. Such superleakage could arise from transport of leakage in two-qubit

gates (where levels in higher excitation manifolds can become resonant [70, 71]) or induced

by the readout [18, 19]. To handle this, we added an additional drive to simultaneously reduce

leakage in |2⟩ and |3⟩.
As we progressed with calibrating Surface-17 devices for quantum error correction, the in-

creasing complexity of the circuits exposed crosstalk errors that did not manifest or were

benevolent in the experiments of Chapter 3. Such errors are sometimes challenging to iden-

tify due to their convolution with other operations in the experiment. This prompted the need

to go beyond the benchmarking of individual operations (shown in Chapter 2) to the tech-

niques discussed in Chapter 5. Here, the aim is to establish benchmarking protocols that are

practical in an experimental context and help to identify and quantify error mechanisms in

situ. This helps gradually increase the scale of our experiments from individual operations, to

parity checks, and ultimately to full quantum error correction. In this context, we start by estab-

lishing metrics to benchmark stabilizer measurements. Following this, we progress to look at

how different physical errors manifest in repeated stabilizer measurements. Finally, we look
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Figure 6.1: Scaling of the surface code for useful applications. (a) Logical error rate of a

surface code logical qubit versus the code distance, d , and corresponding number physical

qubits, N. The exponential suppression factor used for this estimate is Λ = 3. The shaded

area denotes the error regimes relevant for useful large scale applications [62, 140–143]. (b)

Illustration of surface code layout for increasing code distance, d .

at how we can use the aforementioned techniques to correct for bit-flip errors in a surface

code. Our ultimate goal of full QEC in this experiment remains to be achieved. For a long

time, our progress was hindered by TLSs resonant with qubits at the sweetspot. However,

as discussed in Section 2.4.3, we have since addressed this issue by using unipolar gates.

Future challenges in this experiment are avoiding the additional risk of level collisions [135]

inherent to our fixed coupling architecture [21] incurred by using the additional ancilla qubits

required for X-type stabilizer measurements. This has been overcome in other experiments

using different transmon frequency arrangements [38]. Despite this, the inherent crosstalk of

fixed couplings will ultimately become unbearable. Instead, this issue can be made simpler

by using tunable coupling architectures [10, 136–139].

6 . 2 Looking into the future

Quantum error correction offers a pathway to realize qubits with arbitrarily low errors [43]. It

does so at the cost of high redundancy. Given the evolving landscape of quantum technolo-

gies, the feasibility of this approach is something worth reassessing. Adopting QEC is sensi-

ble if we cannot achieve a physical qubit system with inherently low errors and if the scaling

required for such high redundancy is manageable. At this point, it’s hard to make a definitive

statement on either of these aspects. On one hand, realizing a low-error physical qubit likely
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Figure 6.2: Lattice surgery between (d = 3) surface code logical qubits. Two distance

d = 3 logical qubits, initially separated by a column of data qubits (red circles), are merged

by measuring stabilzers (shaded tiles) along this boundary. This projects the state of the

logical qubits along ZL ⊗ ZL, which can be obtained from the the product of the stabilizer

observables in red. The lattice is then split by measuring the column of data qubits which

effectively removes them for

requires a major breakthrough in fundamental physics. A leading proposal for such a system

involves realizing spatially separated Majorana fermions [144, 145], but it remains uncertain

whether these states can be practically achieved. On the other hand, the scale necessary for

useful, complex calculations with error-corrected qubits (∼ 106 qubits [143]) is far beyond

current experimental achievements (∼ 102 qubits [146]). Some might even argue that the

complexity of such scale may become unbearable. This problem is illustrated in Figure 6.1,

where we plot the logical qubit error rate, "L, for a surface code as a function of the code dis-

tance, d , and the corresponding number of physical qubits,N, per logical qubit. Provided the

physical qubit error is below the threshold of the code, "L ∝ Λ−(d+1)=2 [43, 44]. Even with

an optimistic error suppression factor of Λ = 3 (similar to those achieved for current repetition

codes [39]), we are looking atN & 4×103 for large-scale useful applications [62, 140–143].

Despite these challenges, I take comfort in the more tangible path towards realizing an error-

corrected logical qubit. We have a clearer understanding of the technical requirements nec-

essary to achieve it. As for which platform is best suited to achieve large-scale QEC, cur-

rently, superconducting qubits [38, 39, 146], trapped ions [91, 114], and neutral atom ar-

rays [122, 123] seem to be enabling the largest scale demonstrations to date, positioning

them as leading contenders. However, considering the current disparity between the projec-

tions in Figure 6.1 and actual experiments, it would be premature and shortsighted to dismiss

any other existing quantum technologies [60, 61, 118, 121, 147, 148].

The conclusion of this discussion, which holds for all qubit technologies at the moment, is that

the path forward in QEC will require both larger scales and lower physical error rates. Larger

scale is essential to increase redundancy, which in turn enables lower logical error rates.
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In this regard, advancements in 3D integration techniques [149–153] are critical for reduc-

ing qubit pitch on devices. Additionally, modular architectures [139, 154–156] offer promising

solutions to overcome yield constraints. Simultaneously, achieving lower error rates is impor-

tant for more effective error suppression. Research efforts in this direction include develop-

ing qubits with higher coherence times. Suppressing two-level system (TLS) defects [30–

33, 134] will be particularly important to ensure uniformly low error rates across a device.

Furthermore, explorations into new types of superconducting qubits, largely compatible with

the circuit QED technology developed for transmons, have yielded encouraging results [157–

162]. Another avenue that could significantly accelerate progress in QEC is the development

of codes capable of encoding a greater number of logical qubits using the same number of

physical qubits (denoted as N in Fig. 6.1). Quantum low-density parity-check (LDPC) codes,

with higher encoding rates than the surface code [62], have recently seen a surge in research

activity [163–165]. These codes typically achieve higher encoding rates by introducing longer-

range connectivity between qubits, offering a promising direction for enhancing the efficiency

of QEC codes thus alleviating the overhead required on scaling hardware.

While demonstrations of QEC using superconducting qubits have predominantly focused on

memory experiments [38, 39, 90], the ultimate goal of an error-corrected quantum computer

is to not only store but also process logical information [166]. As the scale of these sys-

tems increases, a natural next milestone is the demonstration of error-corrected logical op-

erations [167]. Such advancements have already been achieved in systems using trapped

ions [114] and neutral atoms [123]. The inherent all-to-all connectivity of these platforms fa-

cilitates transversal two-qubit gates between logical qubits. Conversely, in superconducting

qubit systems, which typically feature nearest-neighbor connectivity, the most popular method

for executing two-qubit logical gates is through lattice surgery [168]. This technique consists

of merging and splitting the boundaries of logical qubits, as depicted in Figure 6.2. This al-

lows performing ZL ⊗ ZL projective measurements on the logical qubits which can used to

generate entanglement [54].
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Figure A.1: Trajectory of states during two-qubit gate. Energy level diagram of bare states

|11⟩ and |20⟩ of the two transmon sytem a function of flux (left) and their corresponding

trajectory in time during two qubit gate. This trajectory can be split into three different parts

each implementing a unitary transformation U(t; ∆̃) that is a function of the level detuning

∆̃ and duration t .

A . 1 Analytical model of SNZ landscape.

Here I will drescribe the analytical model of the SNZ landscape. Consider the dynamics in

the manifold {|11⟩ ; |02⟩} given by the Hamiltonian,

H =

 
−∆̃=2 J2
J2 ∆̃=2

!
; (A.1)

where ∆̃ and J2 is the detuning and coupling between the two levels, respectively. To solve

for the time evolution of H, it is usefull to diagonalize it using, H = SMS−1, such that,

S =

 
cos(„=2) − sin(„=2)

sin(„=2) cos(„=2)

!
;M =

 
−Ω

2 0

0 Ω
2

!
and S−1 = ST; (A.2)

where, Ω =
q
∆̃2 + 4J22 and tan(„) = 2J2=∆̃. The time evolution, | (t)⟩, of an initial

state | 0⟩ is described by the unitary, U, such that | (t)⟩ = U | 0⟩ where,

U(t; ∆̃) = S exp

„
+i

Ω

2
ffZt

«
S−1: (A.3)

To find the evolution of the state an initial state |11⟩ a after the SNZ gate, we consider three

distinct phases of the gate as shown in Figure A.1. Each phase will ideally implement a unitary

U(t; ∆̃) which will depend on the instant detuning ∆̃ between levels and its the duration, t .

Therefore, the state after the gate as function of the gate parameters will be given by,

| ⟩ (tmid; ∆̃p; tp; ∆̃mid; J2) = U(tp=2; ∆̃p)U(tmid; ∆̃mid)U(tp=2; ∆̃p) |11⟩ : (A.4)

One can further simplify the resulting expression by using the approximation,

U(tmid; ∆̃mid) ≈ exp

 
+i

∆̃mid
2

ffZtmid

!
; (A.5)



A . 1 . A N A LY T I C A L M O D E L O F S N Z L A N D S C A P E .

A

109

which holds if the detuning at the sweetspot is much higher than the coupling between levels,

i.e., ∆̃mid ≫ J2. In order to account for the effect of pulse distortion during the middle

part of the gate, we introduce an additional parameter, tdist
mid. This parameter is used as an

offset such that etmid = tmid − tdist
mid. Additionally, since in experiment one usually has direct

control over the detuning of the highest frequency qubit, it is most conveninent to express,

∆̃p = ∆H −∆0. Here ∆H and ∆0 are the high-frequency qubit detuning and the detuning

of the interaction, respectively. Equation A.4 turns into,

| ⟩ (tmid;∆H; ~–) = U(tp=2; ∆̃p)e
i
∆̃mid

2 ffZetmidU(tp=2; ∆̃p) |11⟩ ; (A.6)

where, ~– = (∆0; tp; ∆̃mid; J2; t
dist
mid), is the vector of parameters that describe the gate.

These will be used as free parameters in the fitting landscapes depicted in Figure 2.8. To do

this, we must compute the average leakage of the gate,

L1 =
|⟨02| ⟩|2

4
: (A.7)

To compute the conditional phase, we must calculate the phase acquired by the state |11⟩
and subtract the single-qubit phase acquired by levels |01⟩ and |10⟩. This is done using:

ffic = Arg(⟨11| ⟩)−
∆Htp
2

− ∆̃midtmid
2

: (A.8)

where the last two terms correspond to the single-qubit phase acquired by |01⟩ and |10⟩ in

our working frame of reference.
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