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Abstract

This thesis presents the design, implementation and validation of a standalone, three
degree of freedom x, y, θz planar precision stage, with novel sensing and actuation
concepts. This stage is one of the first stages capable of large planar translations
(30 mm) as well as infinite rotation with only one moving part and a single sensor.
In microscopic research, it is often desirable to observe regions of interest with high
resolution in two or three dimensions. Those regions are generally too large to be
captured by a single image at sufficient resolution. The reduced field of view creates
the need for a system to (re)position and orientate the object of interest within the
field of view of the microscope. In precision engineering such a positioning system is
commonly referred to as a stage. By controlling the position of the stage, the region
of interest displayed can be changed. Moreover, when the microscope is placed under
an angle with the plane of interest, a free rotation θz of the stage around a certain
x,y-location would enable the user to obtain a 3D image of the object.
Conventional systems either use two or three separate stages for achieving the three
Degrees of Freedom (DOFs). State-of-the-art stages with a single mover have been
developed for positioning with nanometre precision, positioning using low-cost mouse
sensors or rotating 360◦. These stages have downsides: respectively, an expensive sen-
sor system, a limited rotational range of approximately 5◦ or only a small translational
range of 9 mm.
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Ferrofluid
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Microcontroller
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Figure 1: System overview showing the location of the microscope, object of interest for microscopy,
mover with magnets and target, stator and sensor system, with respect to each other.

The goal of this thesis is to design a three Degree of Freedom (DOF) planar precision
stage using a single image sensor. The stage proposed in this research combines the
concepts of a low-cost sensor system with infinite rotation and large translations,
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resulting in a system that can be used in a wide range of applications, such as 3D
microscopy. This thesis presents the sensor system, electromagnetic actuator design,
real-time control system and implementation as a standalone system.
The sensor system makes use of a low-cost (30 euro) 8 megapixel (MP) digital image
sensor. The sensor is placed below the mover (Figure 1). It recognises a part of the
target: a pattern of QR-like codes at the bottom of the mover. Digitally processing
the images theoretically allows extracting the absolute 6 DOFs of the mover. The
three planar DOFs are used in this project to determine the planar position (x, y)
and rotation (θz) of the mover. The designed sensor system measures a translational
range of 30 mm in x and y, limited by the size of the target, and infinite rotations
in θz. The minimum sensor-system measurement dispersion is below 2 µm (3σ) in
translation and below 0.005◦ (3σ) in rotation. The sample rate of the sensor system
depends on the number of pixels processed by the image-recognition algorithm. For
an image size of 1.2 MP a sample rate of 2 Hz was obtained. For an image size of
0.02 MP sample rates of up to 25 Hz were achieved.
The actuator consists of a stationary Printed Circuit Board (PCB) containing coils
and a mover with permanent magnets. The mover rests on top of the PCB. It has a
circular shape and consists of a 2 mm thick steel plate and a ring of eight alternating
magnet segments on the bottom of the steel plate: four segments with upward-facing
north poles, and four segments with downward-facing north poles. The coils in the
stator create Lorentz forces on the permanent magnets in the mover. The shape and
functionality of seven independent coils has been integrated in the PCB. By applying
currents through the coils, seven independent Lorentz forces can be generated on the
mover. By combining different forces, the desired translations and rotations can be
achieved at every location. The actuator is designed for translational steps of 1 mm
within 0.5 s, a rotational speed of 36◦/s, and low power losses for the provided forces.
This limits power consumption and heat generation to a maximum of 40 W.
A ferrofluid bearing is applied between the mover and the PCB. Ferrofluid consists
of nanometre-size ferromagnetic particles suspended in a liquid carrier. This fluid
accumulates at the locations of highest magnetic field intensity: in this case at the
corners of the magnets of the mover. The ferrofluid seals eight pressurised volumes
of air between the mover and the PCB and acts as a hydrostatic bearing, allowing
loads of up to 100 N. The bearing system uses the same permanent magnets as used
by the actuator. This synergy allows for a low number of parts. The absence of
stick-slip makes this bearing suitable for high-precision positioning systems for appli-
cations such as a micrometre precision stage for microscopy. Translational motions
are finite and acceleration forces dominate the corresponding necessary forces up to
0.4 N. Rotational motion is infinite and the corresponding required torque of 0.1 Nm
is dominated by the damping coefficient of the bearing multiplied by the rotational
velocity of the mover.
A control system is implemented to work standalone on a low-cost microcontroller
(Raspberry Pi 3). The microcontroller simultaneously processes the images acquired
by the sensor. The control system bandwidth of 10 Hz is designed to suppress external
vibrations with amplitudes up to 37 mm/s2. It is designed to work with the delay and
relatively low sample rate of 16 Hz of the sensor system. Separate low-cost microcon-
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trollers (based on Arduino Cortex-M0 architecture) are used as motor control units
to control the currents through the coils. The user can change the 3 DOF position
setpoint of the mover with a 3D mouse.
The implementation as a standalone system is realised within a size of 175x175x50 mm
(Figure 2) and works independently outside a lab environment. The total component
cost of the developed stage is below 300 euro. Although the bandwidth is limited
to 10 Hz, this is sufficient for human users. Therefore this stage could be used in
applications in need of micrometre precision at a low cost, such as digital microscopy.
In conclusion, a cost-effective, standalone, three degree of freedom micrometre preci-
sion stage has been developed, by applying existing sensor and actuation principles in
a new and innovative way. The feasibility of using a vision system for position control
of a micrometre precision stage has been demonstrated. Since high-performance com-
puting power continues to decrease in cost, the future perspective for these systems
is bright.

Target
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Optical lens

PCB stator

Magnet ring Mover
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Arduino
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Figure 2: Exploded system overview.
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1
Introduction

1.1 Digital microscopy
In microscopic research, it is often desirable to observe regions of interest with high
resolution in two or three dimensions. Those regions are generally too large to be
captured by a single image at sufficient resolutions. Therefore optical magnification
is applied, increasing the resolution while simultaneously reducing the field of view.
The reduced field of view creates the need for a positioning system to move the
object of interest into the field of view of the microscope. Such a positioning system
is commonly referred to as a stage in precision engineering. Moreover, when the
microscope is placed under an angle with the plane of interest, a free rotation θ of the
stage around a certain x,y-location would enable 3D imaging of the object.

1.2 State of the art
Conventional systems either use two or three separate stages for achieving the transla-
tions and rotation. A number of state-of-the-art ferrofluid stages with a single mover
have been developed in recent years. Max Café [1] developed a research stage for
ferrofluid research. The planar range of the stage is limited to 10x10 mm and rotation
is limited. The sensor system uses three laser interferometers and three capacitive
sensors for 6 DOF control. The laser interferometers cost approximately e10k each
and the capacitive sensors e1k. The high cost of the sensor system makes this stage
unsuited for low-cost applications. Gihin Mok [2] built a second stage that uses two
low-cost mouse sensors, to significantly reduce the cost of the overall system. His
sensor system is able to retrieve 3 DOF information, however with a significant delay
due to the internal working of the mouse sensors. The rotational range of the stage
is limited. Haris Habib [3] built a third stage that is able to rotate 360◦. A relatively
expensive Position Sensitive Device (PSD) sensor of e600 is used that is able to theo-
retically measure 4 DOFs. A trade-off had to be made between range and resolution,
since the size of the PSD is limited. His stage has a translational range of 9x9 mm.
Since camera sensors for mobile phones are the highest volume image sensor appli-
cation in the world, these sensors with relatively high performance are available at a
low cost. With a single camera sensor in theory 6 DOFs can be absolutely measured
and the planar and rotational range can be decoupled from resolution. The resolution
can be designed by changing the field of view and the number of pixels of the image
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2 1. Introduction

sensor. The range is independent of the field of view of the image sensor if overall
position information is made available locally through codification. The range is then
only limited by the total size of the recognised target.

1.3 Project objective
Given the current lack of large range micrometre precision stages using cost-effective
sensors and an unexplored cost-effective sensor technology, an interesting research
topic is the application of such an image sensor in a precise positioning system. This
project focuses on the design of a three degree of freedom planar stage using a sin-
gle image sensor, with micrometre positioning precision in x and y and sub-degree
precision in θ.
A complete mechatronic system will be designed, and a specific feasibility study of
implementing a vision system for position control will be performed. Although current
vision systems are limited by computational power and therefore by cost, the future
perspective of these systems is bright, since low-cost systems with high performance
are foreseen in the near future.

1.4 Additional goals
The final result of this research should be a demonstrator. A number of additional
goals should be achieved for this project to be successful:
• Demonstrate working of new type of optical position sensor a novel

type of sensor system for precise position measurement should be developed.
• Robust performance & Reliability the system should work under a large
range of circumstances, and not be significantly influenced by the environment.
A simple system with a low number of parts is aimed for.
• Cost-effective the system should offer micrometre precision at a low cost. All
subsystems should thus be cost-effective: sensor system, actuator, bearing, soft-
ware and electronics. To reach this goal open-source software will be used instead
of commercial software for the sensor system, actuator and communication. The
control system will be built in Matlab Simulink. All software is thus fully known
and can be modified.
• Standalone the system should work independently from lab equipment like
dSPACE and external amplifiers. To reach this goal the entire system will be
implemented on cost-effective microcontrollers, such as a Raspberry Pi or an
Arduino.

1.5 Thesis overview
In Chapter 2 the conceptual system design for a demonstrator stage using a single
image sensor will be presented. General requirements and specifications are deducted
with the application of digital microscopy in mind. These are used as design targets
for the different functions: sensor system, actuator and control system. Chapter 3
describes the sensor system that is developed in this project and its performance. The
sensor system will be used for position feedback of the mover. Seven Lorentz actuators
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1.5. Thesis overview 3

are used to actuate the demonstrator stage in three DOFs. Chapter 4 describes
the conceptual and detailed design of those actuators and the bearing system. The
voltages to drive the currents through the Lorentz actuators are regulated by H-
bridges. The design and implementation of these amplifiers is described in Chapter 5.
The control system that closes the loop between the sensor system, actuator and
amplifiers is described in Chapter 6. The performance of the complete system is
evaluated in Chapter 7. Chapter 8 contains the discussion and the conclusions are
presented in Chapter 9. Chapter 10 lists the recommendations. Multiple appendices
on different subjects are present, and are referred to if more information on a certain
subject is required.
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2
Conceptual system design

To design this positioning system, requirements are formulated with the application of
digital microscopy in mind. Further specifications are derived from these requirements.
This chapter is concluded with a conceptual overview of the complete system.

2.1 Requirements
The requirements are based on microscopic applications such as blood cell or chip
inspection. The requirements are shown in Table 2.1.

Table 2.1: Requirements for the planar stage based on digital microscopy applications
Requirement
Degrees of Freedom 3: x, y, θ
Positioning absolute
Load capacity ≥ 100 grams
Range of translational operation ≥ 30 mm
Range of rotational direction ∞ degrees
Speed of rotational operation ω ≥ 36 ◦/s = 0.1 Hz
Resolution in translational directions ≤1 µm
Resolution in rotational direction ≤ 0.01◦

Precision in translational directions (3σ) < 10 µm
Precision in rotational direction (3σ) < 0.1◦

Settling time for 5 mm translational step 1 s
Settling time for 1 mm translational step 0.5 s
Settling time for 10◦ rotational step 1 s
Settling time for 1◦ rotational step 0.5 s

2.2 Specifications
During microscopic research, the object of interest should stay in place with respect
to the microscope. External vibrations cause disturbances that need to be rejected.
Floor vibrations measurements were performed in the mechatronics lab [4]. The
largest amplitude of 2.2 mm/s2 has a frequency of 10 Hz. According to the American
high-technology company BBN, Vibration Criterion A (VC-A) is adequate in most
instances for optical microscopes up to 400x zoom. This corresponds to accelerations
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6 2. Conceptual system design

of 37 mm/s2 [1]. As a requirement 37 mm/s2 will be used.
Since the planar stiffness of a ferrofluid bearing is close to zero, the demonstrator
stage can be modelled as a mass-damper system. A control system is used to add
virtual stiffness to this system, for which sufficient bandwidth is needed. Additionally
a high bandwidth allows for fast positioning. The frequency response G(s) of the
mass-damper system is:

G(s) = 1
ms2 + cs

(2.1)

where s is the Laplace operator, m is the mass of the mover and c the damping
coefficient. By adding a controller C(s) consisting of only a proportional gain Kp:

C(s) = Kp (2.2)

a mass-damper-spring system is created, defined by the closed-loop (CL) response of
this system:

T (s) = CG

1 + CG
= Kp
ms2 + cs+Kp

(2.3)

where T is the complementary sensitivity function, and Kp acts as a spring stiffness
k.

2.2.1 Controller bandwidth and error rejection
The mass of the mover times the acceleration gives a force that should be compensated
for by the control system.

Fcontrol = mavibrations (2.4)

The maximum positioning error ε allowed under certain accelerations determines the
stiffness the controller should add to the system.

Fcontrol = kε (2.5)

The controller bandwidth ωc is equal to the square root of the control stiffness divided
by the mass of the mover.

ωc =
√
k

m
(2.6)

This yields:
ωc =

√
avibrations

ε
(2.7)

With the positioning error ε limited to 10 µm and vibration levels of 37 mm/s2, a
bandwidth of 10 Hz is obtained.

2.2.2 Required actuator forces
The expected mass of the stage is 500 g. The required actuator forces to reject the
disturbances are therefore:

Fdisturbance = mavibrations = 0.019 N (2.8)
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Simon van Veen [4] derived a formulation to determine the necessary force for step of
size xs with a settling time ts:

xsc2

c(2τ − ts) +m(1 + e(−c/mts) − 2e( c(τ−ts)
m

))
(2.9)

where m is the mass of the mover, c the damping coefficient and τ is defined by:

τ = ts(1 + 1
2 log 1 + e(−c/m)

2 ); (2.10)

A 1 mm step with a settling time of 0.5 s and a damping coefficient of 24 Ns/m, as
derived in Appendix B, results in a force of 0.14 N. However, since the damping
coefficient of the ferrofluid bearing is a large unknown, a safety factor 3 is used, thus
the total required force becomes 0.4 N.

2.2.3 Required actuator torque
For the torque needed in rotation, the requirement of a constant speed of rotation
of 36 ◦/s is leading. The rotational damping coefficient is calculated in Appendix B.
The required torque is given by:

T = Cθ
dθ

dt
= Cθω (2.11)

For a rotational damping coefficient of 20.9× 10−3 Nms/rad, a torque of 13× 10−3 Nm
is necessary. Since little experimental results are available on the rotational damping
of a ferrofluid bearing, the damping coefficient in rotation is uncertain. Therefore the
required torque is set to 0.1 Nm.

2.3 Additional design requirements
• Single mover: Conventional systems use multiple stages placed on top of each

other to achieve the translations and rotations in the three DOFs x, y and θ.
For this novel type of demonstrator a requirement is set that there should be
only one mover.
• Manufacturability: The parts should be manufactured in-house or ordered at
one of the suppliers of the university.
• Design for assembly: A low number of parts decreases the time of assembly.
• Serviceability: The components should be easy to access and to adjust, so
that different configurations can be tested and components with low tolerances
can be aligned.
• Adjustable software & hardware: The software and hardware used should
be easily adjustable, to allow different configurations to be tested.
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8 2. Conceptual system design

2.4 Conceptual system overview
Figure 2.1 shows the conceptual system overview. The microscope is placed under
an angle to allow 3D visualisation of the region of interest. The object of interest is
placed on top of the mover. A target is placed on the bottom of the mover and is
seen by the image sensor of the sensor system. A lens is used for optical imaging and
magnification. The field of view of the microscope is aligned with the sensor system
to reduce Abbe errors. Lorentz forces act on magnets in the mover. Ferrofluid is used
as a bearing system between the mover and the actuator.

Target

Ferrofluid

Air pocket

Permanent magnet

Steel plate

Optical lens

Microscope

PCB stator

Coil

Mover

Object of interest

Microcontroller

Stator

Image sensor

Figure 2.1: System overview
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Sensor system

The sensor system measures the position of the mover in the three DOFs: x, y and θ.
Since cameras used in the mobile phone industry have significantly decreased in price
over the past decade, an interesting research topic is to investigate if such an image
sensor can be used for a micrometre positioning system. The sensor system uses an
8 megapixel image sensor similar to the camera sensors in present-day mobile phones.
Since the image sensor by itself is not able to detect a position, it is combined with
an image-recognition algorithm and a target on the mover, containing a pattern to be
recognised. To create an image of the target on the sensor, an optical lens is used.
As is seen in this chapter a trade-off has to be made between resolution, depth of
field, delay and sample rate of the sensor system by adjusting two variables: number
of pixels and optical magnification. Summarising, the sensor system consists of an
image sensor, an image-recognition algorithm, a target and optics. In this chapter
these subjects will be covered and the performance of the sensor system is measured.

3.1 Image sensor
Two types of image sensor technologies are commercially available: Charge-Coupled
Device (CCD) and Complementary Metal Oxide Semiconductor (CMOS). Although
CMOS was known to acquire lower quality images than CCD, the quality of CMOS
has significantly increased. A detailed description of the two technologies is found in
Appendix C.1. For this research a CMOS image sensor was selected.
A 5 MP camera for a Raspberry Pi, named camera module V1.3 (Figure 3.1), was
selected at the start of this project. However, during the project a new 8 MP camera
module (V2.1) was released, based on the Sony IMX219 image sensor. The perfor-
mance of these two image sensors was compared and camera module V2.1 was selected
for the final design. A more detailed description of the camera modules is found in
Appendix C.2.
The IMX219 is an image sensor based on CMOS technology and has a sensor area
of 3280 x 2464 pixels. Each pixel has a size of 1.12 µm, giving a total sensor area of
3.674 x 2.760 mm, corresponding to a sensor diagonal of 4.6 mm. Further specifications
are listed in Table 3.1.
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10 3. Sensor system

24mm

Figure 3.1: Raspberry Pi camera module. The camera module is based on the 8 MP Sony IMX219
image sensor.

Table 3.1: Specifications of the Sony IMX219 image sensor used in the Raspberry Pi camera module
V2.1
total number of active pixels 8.08 MP
number of active pixels 3280 x 2464
size of each pixel 1.12 µm
sensor area 3.7674 x 2.760 mm
sensor diagonal 4.6 mm (Type 1/4.0)
frame rate at 1280 x 720 198 fps
frame rate at 960 x 540 240 fps

Pixel arrangement
Since the visible spectrum of white light consists of a range of wavelengths from 400
to 700 nm, the image sensor has red (R), green (G) and blue (B) photo sensors. These
sensors act as wavelength filters and are arranged in a square grid. Such a filter array
is called a Bayer filter. An example of a Bayer filter is found in Figure 3.2a. The
filter pattern consists of 25% blue, 50% green and 25% red pixels. Therefore it is also
referred to as a BGGR filter.

Spectral response
The spectral response of each type of pixel can be measured in terms of its quantum
efficiency: the percentage of photons hitting the sensor area that produce charge
carriers. In Figure 3.2b it is seen that for each type of pixel the peak in quantum
efficiency is found at a different wavelength. The colour of this wavelength corresponds
to the name of the colour of the pixel. Out of the three types of pixels, the blue
pixels have their maximum quantum efficiency at the lowest wavelength. The lower
the wavelength, the lower the diffraction limit of light. Therefore it is beneficial to
illuminate the target with a source of blue light (457 nm), and read out only the blue
pixels. However, since the camera software does not allow reading out only one type
of pixel, this would mean only one fourth of the total number of pixels per area is used
effectively. Since half the number of pixels is active in x and in y, the resolution of
the sensor would be halved. To get a resolution as high as possible with the standard
camera software, the target is illuminated with white light to give a high read out of
all pixels.

Master of Science Thesis Len van Moorsel



3.1. Image sensor 11

(a) Bayer filter.
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(b) Spectral response of the Sony IMX219.
Figure 3.2: (a) Pixel arrangement as a Bayer filter arraya. The filter pattern consists of 25% blue,
50% green and 25% red pixels. (b) Spectral response of the Sony IMX219 used in the Raspberry Pi
camera module V2.1.b

ahttp://en.wikipedia.org/wiki/Bayer_filter
bhttps://khufkens.github.io/pi-camera-response-curves/

3.1.1 Binning and upsampling
The image sensor can be used with different numbers of pixels and sample rates. These
settings are known as camera modes. In general, the higher the number of pixels read
out, the lower the sample rate and vice versa. When the image sensor is used with
standard software at the maximum number of pixels, each pixel is read out and the
frame rate is 15 Hz. At a number of pixels of 1280x720 or below, a phenomenon called
binning occurs. In binning a number of pixels is read out as one. Since fewer steps
are needed, the sensor becomes faster.
During conceptual validation of camera module V1.3 and V2.1 it was found that
at a frame rate of 90 Hz, V1.3 performs 4x4 binning, whereas V2.1 performs 2x2
binning. If the maximum number of bins of 640x480 at 90 fps is selected, V1.3 reads
out 2560x1920 pixels in bins of 16 pixels, which is almost full field of view. V2.1
however reads out the most central 1280x960 pixels in bins of 4 pixels, with a much
smaller field of view. Since the image sensor is supposed to create images with low
distortion caused by binning, 2x2 binning is preferred over 4x4 binning and camera
module V2.1 was selected.
The field of view can be adjusted by changing the optical system or changed digitally.
If a smaller field of view is selected digitally, it was expected that the central pixels are
read out without binning, however another phenomenon occurs, called upsampling.
This phenomenon was revealed by testing camera V1.3. When a field of view of 25% is
selected with an output of 640x480 pixels, it was expected that the sensor would read
out the 640x480 central pixels without binning. However, the camera module was
found to read out 160x120 bins of 4x4 pixels each, and subsequently upscale this low-
resolution data to 640x480 pixels. This phenomenon is also known as digital zoom.
Since this effectively reduces the number of pixels, the field of view was adjusted with
optics rather than digitally.
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12 3. Sensor system

3.1.2 Sensor placement
The sensor could be placed above or below the stage, with a target placed correspond-
ingly. Since a controlled environment can be created below the mover, it was decided
to place the sensor facing towards the bottom of the mover. The target to be recog-
nised is therefore attached to the bottom of the mover. The target is placed parallel
and close to the location of interest for digital microscopy, to keep Abbe errors low.
It has the additional advantage that the top of the mover is kept completely free to
place the object of interest for microscopic research.

3.2 Target and image recognition
Since the image sensor by itself is not able to detect a position, it is combined with
an image-recognition algorithm and a target of which the location can be recognised.

3.2.1 Conceptual sensor system design
First a conceptual design is made for the target to be recognised and the functions
that the image-recognition algorithm should fulfil.

Target
Multiple targets could be thought of and the total target size could be either smaller
or larger than the total field of view of the image sensor. A simple pattern for 2D
position measurement could consist of one black dot placed on a white background.
Two dots could be used for 4D position measurement, since three translations and
one rotation can be observed. The target has to be smaller than the field of view
of the image sensor plus the desired range of motion to be detected. For a desired
translational range of 30 mm and 640 pixels this would give a resolution of 47 µm.
Since a higher resolution is desired, targets that are larger than the field of view of
the image sensor are explored.
Information about the overall position of the target should be present locally. There-
fore this information should be available in the field of view of the image sensor. The
overall coordinates of the mover could be written on the target with a unique coordi-
nate pair, in the same way the squares of a chessboard are labelled, from A1 to H8.
This is an alphanumeric way to code information. A matrix code, also know as a
2D barcode, is a two-dimensional way of representing information. A type of matrix
code is used, since these are easier to detect than an alphanumeric code and allow
achieving high speed and precision.
Multiple types of 2D barcodes are known, of which the QR-code (Figure 3.3a) is most
famous. In image-recognition literature, 2D barcodes are often referred to as (fiducial)
markers. Although non-square marker types are proposed in literature, square codes
have gained popularity since they allow to extract the position of the marker from its
four corners. By placing a number of markers in a square array, a pattern is created.
Such a pattern of markers is known as a marker map or marker board, seen in Fig-
ure 3.3b. By seeing only one of the markers in the marker map, the absolute position
of the pattern can be calculated. The overall position information is extracted from
the information stored in the marker, and the local position information is extracted
from the orientation of the marker in the taken image. This allows the resolution of
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3.2. Target and image recognition 13

(a) QR-code (b) Marker map
Figure 3.3: 2D barcodes (also known as markers) can be used to store information in an array of
black and white bits. (a) A QR-code, the most well known type of 2D barcode. (b) By combining
multiple markers, a marker map is created.

the sensor to be chosen independently of the range, since only a part of the target has
to be seen at each moment.
To calibrate the sensor system, the size of the marker has to be specified to the
algorithm. In theory all six Degrees of Freedom could be extracted from a square
marker. Changes in the three planar DOFs are recognised due to movement of the
marker in the field of view. A change in the out-of-plane translation is recognised
if the size of the marker changes. The two remaining rotations are recognised if the
shape of the marker changes from square to trapezoidal due to tilt. In this research
only the three planar DOFs will be used.
To make sure that one marker is visible at all times, the minimal field of view of the
image sensor should be 2

√
2 times the size of one marker. The translations cause a

factor 2 and a rotation of 45◦ is responsible for an additional factor
√

2 (Figure 3.4).
For robustness of the sensor system, a field of view of four times the size of one marker
is chosen. This has the additional advantage that more corner points are available for
computing the position, thus the position obtained is less influenced by noise.

Figure 3.4: Field of view of the image sensor. Theoretically the field of view should be 2
√

2 times as
large as the size of one marker, to make sure one marker is always visible. For robustness, a field of
view of four times one marker is selected.

A small research showed that marker maps are often used in Augmented Reality ap-
plications. The marker map is used as a basis for additional items to be shown in
the image. Common marker-recognition software packages are ARToolkit, openAR
and ArUco. Most of these packages are based on OpenCV (Open Source Computer
Vision), a library aimed at real-time computer vision. OpenCV was designed for com-
putational efficiency, which makes it very suited to run on a low-cost microcontroller.
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14 3. Sensor system

Image-recognition algorithm
To determine the position of the target, a conceptual design was made for the image-
recognition algorithm. The steps performed are seen in Figure 3.5. First the colour
image is converted to grey-scale. The angle θ is determined by a least squares fit of
lines. The position of the markers in the field of view of the image sensor allows the
relative position of the target to be determined in x and y. By reading the data stored
in the markers within the field of view, the absolute position can be determined in
x, y and θ. Based on this conceptual design, literature was studied to find different
state-of-the-art marker-recognition algorithms.

Sensor: RGB colour image

Grey-scale image

Least squares line fit: rotation θ

Relative position: ∆x & ∆y

Marker recognition: x & y absolute position

x y θ

(a) (b)
Figure 3.5: Conceptual design of the image-recognition algorithm. The colour image is converted to
grey-scale. The rotation is determined by a least squares line fit. The relative positions in the field
of view are calculated. By reading the data stored in the markers, the absolute position of the target
is determined.

3.2.2 ArUco target
The ArUco library is available as open source software and has elaborate docu-
mentation. The software is created by a research group of the University of Cór-
doba [5]. On a 2.4 GHz processor with 2048 MB of RAM an average processing time
of 11.08 ms/image was found, corresponding to 90 Hz.
Multiple types of marker dictionaries such as ArUco, ARTag and ARToolkit+ (BCH)
can be used with the ArUco algorithm. In general, each dictionary contains a prede-
fined set of markers with a unique id. Each marker consists of a black border and an
inner area where information is stored in bits.1 The ArUco MIP36h12 dictionary is
recommended for robustness, it however contains a maximum of 250 different markers.
The redundancy can be used to detect and correct errors. The ArUco dictionary is
1All dictionaries define each marker with 6x6 bits, giving a total number of possible markers of 236.
Since four rotations (0◦, 90◦, 180◦ and 270◦) are possible, the total number of unique markers is 234.
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3.2. Target and image recognition 15

selected for its ability to correct errors and its low noise levels compared to ARTag
and ARtookit+ BCH.
Since the translational range of motion is square and the maximum number of markers
is 250, a marker map of 15x15 markers is created. As the translational range of motion
is 30 mm, each marker should have a size including white margin of 2 mm. Taking
edge effects of the range into account gives a marker size of 2.5 mm. The marker map
(Figure 3.6) has a size of 37.5x37.5 mm, making sure at least one marker is always in
the field of view of the image sensor, also at maximum translations.

(a) ArUco marker map (b) Printed target
Figure 3.6: (a) The target is an ArUco marker map of 15x15 markers. (b) The marker map is printed
with a 1200 DPI printer at a size of 37.5x37.5 mm and placed on the bottom of the mover.

For ease of manufacturing it is important to ensure that the marker can be printed on
a commonly used laser printer. Since each marker consists of 6x6 bits for coding, a
black border of one bit wide and a white border of approximately one bit wide. Each
2.5 mm consists of 8 bits, or 3.2 bits/mm. For the algorithm to work well, each bit
has to be printed with approximately 10 dots of ink, giving a minimum resolution of
32 dots/mm, corresponding to a minimum printing resolution of 813 DPI. A 1200 DPI
printer was used to print the target.
By trading robustness of the algorithm for a larger number of markers, the resolution
of the sensor system could be increased by printing smaller markers. This would
however mean that a normal printer is not suitable, and alternative techniques such
as photoplotting or laser engraving should be used. Since the goal of this thesis is to
build a demonstrator stage to show it is possible to use an image sensor for precise
positioning, these options were investigated but not further pursued. A smaller field
of view additionally decreases the maximum speed of the sensor system, since the
maximum velocity of the target is limited by the shutter time of the image sensor
(≈ 1 ms). Otherwise significant blurring of the image occurs.

3.2.3 ArUco image-recognition algorithm
The ArUco marker-recognition algorithm was implemented. Since the exact working
of the algorithm is treated as a black box and is outside the scope of this thesis, only
a general description of the steps that are performed by the algorithm is given. The
steps as described by [5] are shown in Figure 3.7.
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16 3. Sensor system

Quartet Group
Hamming distances

90 degrees 180 degrees 270 degrees

1 Q3 2 4 2
2 Q3 2 4 2
3 Q4 4 0 4
4 Q3 2 4 2

Total distances 10 12 10

V ⇤
s min(10, 12, 10) = 10

Table 2: Quartet assignment for a 4 ⇥ 4 marker (C =
4) to obtain S⇤

n. It can be observed as the sequence
{Q3, Q3, Q4} is repeated until filling all the quartets in
the marker.

Figure 5: Image Process for automatic marker detection.
(a) Original Image. (b) Result of applying local threshold-
ing. (c) Contour detection. (d) Polygonal approximation
and removal of irrelevant contours. (e) Example of marker
after perspective transformation. (f) Bit assignment for
each cell.

is comprised by several steps aimed at detecting rectan-
gles and extracting the binary code from them. For that
purpose, we take as input a gray-scale image. While the
image analysis is not a novel contribution, the marker
code identification and error correction is a new approach
specifically designed for the generated dictionaries of our
method. Following are described the steps employed by
our system.

• Image segmentation: Firstly, the most prominent
contours in the gray-scale image are extracted. Our
initial approach was employing the Canny edge detec-
tor [35], however, it is very slow for our real-time pur-
poses. In this work, we have opted for a local adaptive
thresholding approach which has proven to be very
robust to di↵erent lighting condition (see Fig. 5(b)).

• Contour extraction and filtering: Afterward, a con-
tour extraction is performed on the thresholded image

using the Suzuki and Abe [36] algorithm. It produces
the set of image contours, most of which are irrelevant
for our purposes (see Figure 5(c)). Then, a polygo-
nal approximation is performed using the Douglas-
Peucker [37] algorithm. Since markers are enclosed
in rectangular contours, these that are not approx-
imated to 4-vertex polygons are discarded. Finally,
we simplify near contours leaving only the external
ones. Figure 5(d) shows the resulting polygons from
this process.

• Marker Code extraction: The next step consists in an-
alyzing the inner region of these contours to extract
its internal code. First, perspective projection is re-
moved by computing the homography matrix (Fig.
5(e)). The resulting image is thresholded using the
Otsu’s method [38], which provides the optimal im-
age threshold value given that image distribution is
bimodal (which holds true in this case). Then, the bi-
narized image is divided into a regular grid and each
element is assigned the value 0 or 1 depending on the
values of the majority of pixels into it (see Fig. 5(e,f)).
A first rejection test consists in detecting the presence
of the black border. If all the bits of the border are
zero, then the inner grid is analyzed using the method
described below.

• Marker identification and error correction: At this
point, it is necessary to determine which of the marker
candidates obtained actually belongs to the dictio-
nary and which are just part of the environment.
Once the code of a marker candidate is extracted,
four di↵erent identifiers are obtained (one for each
possible rotation). If any of them is found in D, we
consider the candidate as a valid marker. To speed
up this process, the dictionary elements are sorted
as a balanced binary tree. To that aim, markers are
represented by the integer value obtained by concate-
nating all its bits. It can be deduced then, that this
process has a logarithmic complexity O(4 log2(|D|)),
where the factor 4 indicates that it is necessary one
search for each rotation of the marker candidate.

If no match is found, the correction method can be
applied. Considering that the minimum distance be-
tween any two markers in D is ⌧̂ , an error of at most
b(⌧̂�1)/2c bits can be detected and corrected. There-
fore, our marker correction method consists in calcu-
lating the distance of the erroneous marker candidate
to all the markers in D (using Eq. 8). If the distance
is equal or smaller than b(⌧̂ � 1)/2c, we consider that
the nearest marker is the correct one. This process,
though, presents a linear complexity of O(4|D|), since
each rotation of the candidate has to be compared to
the entire dictionary. Nonetheless, it is a highly par-
allelizable process that can be e�ciently implemented
in current computers.

Please note that, compared to the dictionaries of
ARToolKitPlus (which can not correct errors) and
ARTag ( only capable of recovering errors of two bits),
our approach can correct errors of b(⌧̂ � 1)/2c bits.
For instance, for a dictionary generated in the exper-

6

Figure 3.7: Steps performed by the ArUco image-recognition algorithm. (a) Original image. (b) Result
of applying local thresholding. (c) Contour detection. (d) Polygonal approximation and filtering of
irrelevant contours. (e) Example of marker after perspective transformation. (f) Bit assignment for
each cell. [5]

• A grey-scale image is made of the original image (a).
• Image segmentation: First the most prominent contours in the grey-scale
image are extracted (b).
• Contour detection and filtering: Secondly the image is thresholded and
the contours are detected (c). A polygonal approximation is performed and
the polygons that do not approximate to a square shape are discarded. The
polygons with exactly four corners are the bases for the markers (d).
• Marker code extraction: Next the inner region of the contours are analysed
to extract the internal code. The image is flattened and divided into a regular
grid (e). For each cell the number of black and white pixels are counted and
a value 0 or 1 is assigned to the cell, corresponding to black and white respec-
tively (f). If the bits on the border of the marker are not identified as 0, the
image is rejected as a potential marker candidate.
• Marker identification and error correction: Now the bits are analysed to
determine which of the candidate markers belong to the dictionary and which
are part of the environment. Once the code of a marker candidate is extracted,
four different id’s are obtained, one for each possible rotation. If any of these
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four id’s corresponds to a marker in the dictionary, the candidate is considered
as a valid marker. If no match is found a correction algorithm is applied which
can detect and correct erroneous bits.

• Corner refinement and pose estimation: Once a marker has been detected,
its position and orientation with respect to the image sensor can be estimated.
The corners are refined through sub-pixel interpolation, which increases the
accuracy of the estimated pose.
• Refine marker detection for boards: If only a subset of markers that belong

to the board have been detected, the detected markers and the board layout can
be used to find the markers that were not detected previously.
• Board pose estimation: Now that the pose of each marker is known, an
estimate of the pose of the total marker map can be made.

3.3 Optics
Optics are used as the link between the target and the image sensor. This section
describes the optical phenomena and their formulas to demonstrate how the lens
specifications were calculated.
The target is the object of which an image should be made on the sensor. This could
be done by means of a basic pinhole, however a lens system achieves better results in
terms of resolution by allowing higher diffraction orders to pass through the optics.
The optical system needs to meet a number of requirements:
• The image length seen by one pixel, defined as the resolution, should be small.
• The magnification should match the dimensions of the field of view to the di-
mensions of the image sensor.
• The wave nature of light and the associated diffraction phenomena theoretically
limit the resolution of an optical system. The diffraction limit is determined
by the wavelength of the light and the Numerical Aperture of the lens. These
should be chosen appropriately.
• The Depth of Field, defined as the distance between the nearest and farthest
objects that appear sharp, should be a couple of millimetres, to make the sensor
system robust against a change in height of the mover.

3.3.1 Resolution
Resolution is a term used to describe different phenomena. In image sensor technology
it is often used to describe the number of pixels. In precise positioning systems,
resolution is defined as the smallest change in position that can be measured by a
sensor. In optics, resolution is defined as the image length “seen” by one pixel bin.
The last definition is used in this chapter.
For precise positioning, a small resolution is required. For robustness and low noise
levels of the algorithm it was decided in subsection 3.2.1 to set the shortest length of
the sensor image equal to 4 times the length of one marker. The four markers have
a length of 10 mm, and are seen by 120 pixel bins, therefore the resolution of this
system is 83 µm.
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3.3.2 Magnification
Optical magnification is used to match the size of the object to an image with the size
of the sensor. To calculate the magnification, the thin lens formula is used:

1
f

= 1
v

+ 1
b

(3.1)

where f is the focal length, v is the object distance and b is the image distance.
The magnification M is defined according to the traditional sign convention used in
photography: the size of the image, divided by the size of the object. Positive values
for f , v and b are real, negative values are virtual [6].

M = b

v
= hi
ho

(3.2)

The target width seen by the image sensor is 10 mm. Validation showed that the
field of view of the image sensor is the same for 160x120 bins, as for 1280x960 bins.
This optically corresponds to 16x16 binning in case of 120 bins. The target is thus
seen by 120 bins of each 16 pixels wide, with a pixel size of 1.12 µm. Therefore the
magnification is:

M = 120 · 16 · 1.12 µm
10 mm = 0.22 (3.3)

3.3.3 Diffraction limit and Numerical Aperture
The resolution of an optical system can be limited by factors such as lens imperfections
or misalignment. Due to the wave nature of light and the diffraction associated,
however, the theoretical resolution of an optical system is determined by the number
of diffraction order of light that are able to pass through the optics. When light from
a point of the object passes through the optics and is reconstructed as an image, the
point of the object appears in the image as a small pattern known as Airy disc, due to
the diffraction of light. Low diffraction orders allow large features to be reconstructed.
High diffraction orders allow small features to be distinguished. This resolution limit
is also know as Abbe resolution dAbbe and is calculated with:

dAbbe = λ

2n sinα = λ

2NA (3.4)

where λ is the wavelength of the light, n is the index of refraction of the medium and
n sinα is called the Numerical Aperture (NA). The angle α is defined as:

tan(α) =
d
2
v

(3.5)

where v is the object distance and d is the aperture diameter. The relation between
the NA, angle α and size of the Airy discs is seen in Figure 3.8.
It is important to notice that the maximum value of α is 90◦ and that n is defined
by the medium. Oil has a larger value of n than air. Therefore the NA of an optical
system can be increased by using oil instead of air. For this demonstrator air is chosen
for ease of implementation.

Master of Science Thesis Len van Moorsel



3.3. Optics 19

d d d

α α α
v v v

Figure 3.8: In these figuresa the same lens is used and the object distance v is constant. The aperture
diameter d is adjusted to change the Numerical Aperture. The Numerical Aperture increases from
left to right, and the Airy disc size is seen to decrease with NA. With a higher Numerical Aperture,
smaller features can be reconstructed.

ahttp://www.olympusmicro.com/primer/anatomy/numaperture.html

Although the limits imposed by diffraction are not reached with this system, for scaling
it is important to know the theoretical limit in resolution caused by the optical system.

3.3.4 Depth of field
Since the height of the mover may vary, the sensor should be able to capture sharp
enough images in a large range of heights. In optics this range is defined as the Depth
of Field (DoF), also known as focus range. It is the distance between the nearest and
farthest objects in a scene that appear acceptably sharp in an image.
According to the thin lens formula, an object should be placed precisely in at a distance
v from the lens. In reality the object might however be slightly nearer or farther from
the lens. This prevents light rays from the object to focus perfectly on the image and
creates a circle of confusion c, also known as circle of indistinctness, disk of confusion,
blur circle, or blur spot.
In photography, instead of Numerical Aperture, another measure of the angular aper-
ture is typically used, called “working f-number” or “effective f-number” Nw:

Nw = v

d
= 1

2sinα (3.6)

The working f-number can be related to the Numerical Aperture:

Nw = n

2NA (3.7)

where n is the index of refraction.
According to [7], for a symmetrical lens, the Depth of Field can be calculated with:

DoF = 2vf2Nc(v − f)
f4 −N2c2(v − f)2 (3.8)
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where N is f-number, which has a slightly different definition than Nw: N = f
d .

Assuming N2c2(v − f)2 is small compared to f4 yields:

DoF = 2vNc(v − f)
f2 (3.9)

For this system it corresponds to within 0.14 % of the non-simplified formulation. A
larger Numerical Aperture leads to a smaller Depth of Field and a linear relationship
between f-number N , circle of confusion c, and Depth of Field DoF is shown. The
relationship between Depth of Field and circle of confusion is also seen in Figure 3.9.

DoF

c

+

Figure 3.9: The relation between Depth of Field (DoF) and circle of confusion (c). The circle of
confusion increases with Depth of Field.

3.3.5 Trade-off diffraction limit and depth of field
As can be seen from the two previous sections, the Abbe resolution becomes smaller
with increase in Numerical Aperture, however, the circle of confusion becomes larger
with increasing Numerical Aperture, for a constant Depth of Field. This leads to a
trade-off between diffraction limit and Depth of Field.
Multiple lens systems were optically tested, including systems consisting of multiple
lenses in series. It was however seen that the standard lens that comes with the
Raspberry Pi camera module is of high quality and gives small image distortion. It
also has a small focal distance, which keeps the total length of the optical path short,
which is desirable for a compact standalone system. The lens has a focal length of
approximately 3.5 mm and an aperture diameter of approximately 1.25 mm.
The diffraction limit of this optical system is 11.1 µm. A theoretical Depth of Field of
1.47 mm can be achieved, with a circle of confusion of 10 µm. The circle of confusion
is much smaller than the pixel resolution of 83 µm. Therefore, this system is not
optically limited. For a design using a larger magnification and smaller markers, a
trade-off between Abbe resolution, circle of confusion and Depth of Field should be
made.
The DoF was measured by attaching the image sensor to a linear stage. The setup
is shown in Figure 3.10b. This allowed the distance of the sensor to the target to
be adjusted and measured. The output of the sensor algorithm was checked for a
range of positions. The DoF is measured as the difference between the minimum and
maximum distance that still gave a correct output.
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3.3.6 Specifications of the optical system
The specifications of the optical system are listed in Table 3.2.

Table 3.2: Specifications of the optical system
sensor resolution 83 µm
maximum sensor frame rate 90 Hz
object size: 4 markers 10 mm
image size 2.2 mm
magnification M 0.22
lens focal length f 3.5 mm
aperture diameter d 1.25 mm
object distance v 19.8 mm
image distance b 4.3 mm
total optical path length v+b 24.0 mm
Numerical Aperture NA 0.032
f-number N 2.8
working f-number Nw 15.8
wavelength used for dAbbe λ 700 nm
Abbe resolution dAbbe 11.1 µm
circle of confusion accepted c 10 µm
Depth of Field calculated DoF 1.47 mm
Depth of Field measured DoF 3.96 mm

3.4 Validation
In order to measure the performance of the standalone sensor system two tests were
done. The tracking capability and the measurement dispersion were tested for different
numbers of pixel bins. The target was placed on a motion-controlled stage in an
experimental setup. The Thorlabs DDSM-100/M stage was used, since it has a range
of 100 mm, a resolution of 0.5 µm and a maximum speed of 500 mm/s. The position of
the Thorlabs stage is controlled from a PC, and interfaces with a position controller
using a quadrature encoder. To make sure the position output of the sensor system and
the position of the stage was synchronously measured, a NI-DAQ 6211 data acquisition
unit was used to simultaneously log the four quadrature encoder signals and the x-
position measured by the sensor system. The quadrature signals were converted into
a position in Matlab afterwards. To make the x-position measured by the sensor
system available as an analog input for the data acquisition unit, an Arduino was
used since it has an Analog to Digital Converter (ADC) converter. The Raspberry
sent the measured x-position to the Arduino using a Serial Peripheral Interface (SPI)
communication protocol. The schematic overview and the implementation of the
measurement setup is seen in Figure 3.10.
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Raspberry Piimage sensor

Thorlabs
DDSM100/MPC

Arduino

NI-DAQ USB-6211 PC

CSI SPI analog

USB
A-

A+

B-

B+

(a) Schematic setup

target

image sensor

Raspberry Pi

linear stage

(b) Measurement setup
Figure 3.10: Measurement setup for validation of sensor system specifications. (a) Schematic setup.
The quadrature position output of the Thorlabs stage is measured with a NI-DAQ USB-6211. An Ar-
duino is used to convert the digital signal on the Raspberry Pi into an analog signal. (b) Measurement
setup. The target with markers is placed on top of a Thorlabs DDSM100/M linear stage programmed
to translate. The image sensor is placed above the target and connected to the Raspberry Pi. Wiring
is removed for clarity.

3.4.1 Number of sensor bins
Different numbers of pixel bins can be read from the sensor. Images were taken from
the same part of the target, where 10 mm of the target is seen by 60, 120, 240, 480,
and 960 bins. These images are seen in Figure 3.11. A red line of one bin wide is
drawn around each of the identified markers. The id’s corresponding to each of the
identified markers are shown in blue. In the image with 60 bins the number of bins
is only a factor 1.5 larger than the 40 bits of the marker and the algorithm is not
able to recognise the markers. For an increased number of bins, more bins are used
to capture the same 10 mm and the images become sharper.

(a) 60 bins (b) 120 bins (c) 240 bins

(d) 480 bins (e) 960 bins
Figure 3.11: Images of the same optical setup, taken with different numbers of pixel bins. The total
width of four markers is 10 mm. Images are cropped to a size of 2:1. The largest number of bins
in each image is 60, 120, 240, 480 and 960. The markers are identified by the image-recognition
algorithm. The algorithm adds the id’s corresponding to each of the identified markers in blue and
draws a red line of one bin wide around them. The algorithm is not able to recognise the markers in
the image with 60 bins. For an increased number of bins, the images become sharper.
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3.4.2 Calibration
The sensor system was calibrated before the measurements were done, to make sure
that a position displacement of the stage of 30 mm gives a sensor system output of
30 mm.
First the lens distortion coefficients were calibrated with a calibration program pro-
vided in the ArUco library. Next the output of the sensor system was measured at two
locations defined by the stage. This calibration yielded a factor that was corrected
for.

3.4.3 Measurement dispersion
The sensor measurement of one position does not yield only one value, but a distribu-
tion of measurements. In statistics, dispersion is a measure for the extent to which the
distribution is stretched and squeezed, and can be expressed in terms of standard de-
viation σ. The results for four different numbers of pixel bins are found in Figure 3.12
and Figure 3.13. The unfiltered and filtered data is compared in Figure 3.14.
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3σ = 3.9 µm
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(b) 320x240:
3σ = 1.4 µm
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(c) 640x480:
3σ = 1.4 µm
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(d) 1280x960:
3σ = 2.6 µm

Figure 3.12: Translational measurement dispersion for four different numbers of pixel bins. Outliers
with positive sign increase the measurement dispersion. No explanation has been found for these
outliers.
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(a) 160x120:
3σ = 0.0177◦
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(b) 320x240:
3σ = 0.0053◦
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(c) 640x480:
3σ = 0.0048◦

-0.06 -0.05 -0.04 -0.03 -0.02 -0.01 0 0.01 0.02

rotation θ [degrees]

0

0.02

0.04

0.06

0.08

0.1

0.12

p
ro

b
a
b

il
it

y
 d

e
n

s
it

y
 [

]

(d) 1280x960:
3σ = 0.0143◦

Figure 3.13: Rotational measurement dispersion for four different numbers of pixel bins. Mark that the
measurement for 160x120 bins displays two peaks rather than one. For this behaviour no explanation
has been found.
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Figure 3.14: 1σ measurement dispersion for translation and rotation for different numbers of pixel
bins. The optical magnification and the field of view (10 mm) are held constant. Unfiltered data
is displayed in blue. The data is also filtered by rejecting the outliers larger than 3σ. The 1σ
measurement dispersion of the filtered data is shown in red. The 1σ dispersion of the filtered data
is below 0.5 µm for a number of pixel bins larger than 240. The unfiltered data however has outliers
that significantly increase the measurement dispersion for 960 pixel bins.

3.4.4 Tracking
The tracking capabilities of the sensor system were measured by moving the stage
from −15 mm to 15 mm with a constant velocity of 30 mm/s, followed by the opposite
movement with a constant velocity of −30 mm/s. The results are seen in Figure 3.15.
The noise on the sensor signal can be mainly attributed to the ADC of the Arduino.
Two phenomena are observed:
• The sensor system signals are delayed.
• The sample rate of the sensor system causes a zero-order-hold (ZOH) behaviour

of the signal.
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Figure 3.15: Translational ramp tracking for different numbers of pixel bins. The sensor signal is
delayed and has a sample rate that depends on the number of bins. This is mainly caused by the
image-recognition algorithm that uses time to process the images.

Therefore additional measurements are performed, to determine the sensor system
delay and corresponding sample rate for different numbers of pixel bins.
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3.4.5 Delay and sample rate
The delay and sample rate were measured with timers in the sensor system algorithm
C++ script. The results are found in Figure 3.16. The delay increases with number
of bins. The average delays are 60 ms, 75 ms, 150 ms and 450 ms, respectively. The
sample rate is inversely proportional to the delay and therefore decreases with number
of pixel bins. To compensate for the sensor system delay, an advanced controller using
a Smith predictor is proposed in chapter 6.
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Figure 3.16: Sample rate and delay for four different numbers of pixel bins. The sample rate decreases
and the delay increases with number of pixel bins.

3.4.6 Trade-off measurement dispersion and sensor delay
As measurement dispersion and sample rate decrease with the number of pixel bins, a
trade-off should be made between these two parameters to select the desired number
of bins.
Since the sensor system is used for position feedback in a control scheme, the controller
bandwidth should be high enough to reject disturbances. In the conceptual design
a requirement of 10 Hz was derived. In order to assess the stability, the expected
open-loop response of a Proportional and Derivative (PD) controller C, the plant G,
and the sensor delay H is modelled. The controller is designed to create a bandwidth
of 10 Hz of the system without delay. The phase of the open-loop response is shown
in Figure 3.17 for the system without sensor delay, and with the average sensor delays
corresponding to 120, 240, 480 and 960 pixel bins. When the phase of the open-loop
response crosses −180◦ the system becomes unstable. This reduces the bandwidth of
the controller to 4.2 Hz for the lowest number of pixel bins, without controller stability
margins. The control bandwidth could be increased slightly by tuning the controller
phase gain to reach its maximum below the frequency where the phase crosses −180◦.
To approach the desired bandwidth of 10 Hz as close as possible, it was decided to use
the lowest number of pixel bins that can still recognise the markers.
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Figure 3.17: The open-loop transfer functions of the controller C, plant G, and the delay induced
by the sensor system algorithm H, for different amounts of pixel bins. The controller is tuned for a
bandwidth of 10 Hz for the system without delay (CG). The closed-loop response of the system will
become unstable when the phase of the open-loop crosses −180◦. The time delay therefore limits the
bandwidth of the control system. To approach the desired bandwidth of 10 Hz as close as possible, it
was decided to use 120 bins.

3.5 Specifications of the complete sensor system

Table 3.3: Specifications of the complete sensor system
number of pixel bins 160x120
sensor resolution without pixel interpolation 83 µm
sensor measurement dispersion with pixel interpolation (3σ) 3.9 µm & 0.0177◦

maximum tested speed 480 mm/s
average sample rate 16 Hz
average time delay 60 ms
depth of field 3.96 mm

3.6 Conclusion
By combining the image sensor with a target of markers, the range of the sensor
system is decoupled from its resolution. Optics were designed to match the size of four
markers to the size of the sensor. A trade-off has to be made between the resolution
and sample rate of the image-recognition algorithm. For a high number of pixel bins,
sharp images with low measurement dispersion are obtained. However, the higher the
number of bins, the lower the sensor signal sample rate. For control bandwidth, the
lowest number of pixel bins that can still detect the markers was selected.
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4
Actuator

The actuator is used to position the region of interest into the field of view of the
microscope. The actuator is based on the Lorentz actuation principle and consists
of a stator that is stationary and a mover. The stator contains coils embedded in a
PCB. Magnets are part of the mover, which is placed on top of the stator. Multiple
coils are used to create forces that are combined to motion the mover in x-, y- and
θ-direction. A planar ferrofluid bearing is used between the mover and the stator, to
allow for planar movements and constrain the remaining three DOFs. In this chapter
the conceptual design of the actuator is presented, followed by the magnetic design
of the mover and bearing, and the electric design of the stator. Finally the forces
developed by the actuator are calculated and validated.

4.1 Conceptual actuator design
Lorentz forces generated by the actuator position the mover in plane with respect to
the stator. Permanent magnets are used as source of flux to limit the amount of parts
needed to generate the magnetic field. The conceptual design is shown in Figure 4.1
and Figure 4.2.
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Figure 4.1: Cross-section of the conceptual actuator design. The magnetic field Bz of the mover
creates a Lorentz force on the windings. The current direction is indicated by crosses and dots in
the windings. The Lorentz force is determined by the right-hand rule. Reaction forces in opposite
direction are acting on the mover. Since the windings are stationary, the mover will accelerate
sideways.
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Figure 4.2: Top view of the conceptual actuator design. (a) Each coil consists of two straight “legs”
and two sections connecting the legs on the top and bottom. A current through the coil creates a
Lorentz force on each leg of the coil. Since the coils are stationary, a reaction force with the same
magnitude but opposite direction is created on the mover. The forces acting on the mover are shown
in green. (b) The two forces generated by each coil can be combined into one total force per coil,
shown in yellow. By adjusting the current through each coil and combining the forces of different
coils, a net force or torque can be exerted on the mover. In this case a pure torque is created.

4.1.1 Literature
Multiple types of permanent magnet motors are known in literature, divided in the
categories radial flux and axial flux. For planar positioning, an axial flux permanent
magnet motor (AFPMM) is most suited, since the distance between the coils and
magnets can be kept constant for all planar positions. The flux of the magnetic poles
is thus directed perpendicular to the plane of motion.
The literature lists a number of different axial flux permanent magnet motors types:
single rotor single stator, double rotor single stator, single rotor double stator and
multi rotor multi stator [8]. Multi stator configurations are not suited for this appli-
cation since it prescribes the stator to be placed on both sides of the mover. In the
present configuration however, one side of the mover should be kept free to place an
object of interest. A single and double rotor configuration were analysed. For consis-
tency with literature, in this chapter, the mover is sometimes referred to as rotor. In
the rest of the report, the rotor will be referred to as mover.
Axial flux designs conventionally have a ball bearing preventing planar translations.
However also bearingless AFPMM designs can be found in literature, which do not
restrict planar translations. These systems are conventionally limited to small trans-
lations [9] [10].

4.1.2 Power losses
For the standalone system low power consumption is preferred. Heat causes thermal
expansion which is not desired for precise positioning, therefore low heat generation
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is required. Power losses are related to current by:

P = I2R (4.1)

Therefore it is important that the required forces and torques can be produced with
low currents. The force per unit current is known as motor constant.

4.1.3 Lorentz force
The Lorentz force is calculated with:

F = l · I×B (4.2)

where F is the Lorentz force, l is the length of the coil in the magnetic field, I is the
current and B is the magnetic flux density. For a twice as high Lorentz force, a twice
as high current is needed, corresponding to four times higher heat generation.

4.1.4 Conceptual analysis
To achieve high motor constants and low heat generation, an analysis of different
concepts was performed. 60 concepts with different numbers of magnet poles and
coils were evaluated. Three concepts can be seen in Figure 4.3. A simplified model
is used to calculate the motor constants that the actuator can generate at every
rotational position, when the mover is positioned in the middle of the stator. Different
combinations of mover and stator configurations were evaluated. The number of
magnet poles m was varied between 2 and 12. Since a magnet ring is used, only even
numbers of poles were considered. The number of coils n in the stator was varied
between 3 to 12.

(a) 2 poles and 3 coils (b) 6 poles and 6 coils (c) 8 poles and 7 coils
Figure 4.3: Three actuator concepts. A red segment is a magnet pole with its north pole facing up; a
blue segment is a magnet pole with its north pole facing down. The black lines indicate the location
a coil consisting of an infinitely thin single winding. (a) Basic concept with 2 magnet poles and 3
coils. (b) Concept with 6 poles and 6 coils. (c) Concept with 8 poles and 7 coils. Using this simplified
model, a conceptual analysis of different combinations of coils and poles was performed.

The minimum forces Fx, Fy and torque Tθ at all rotational positions were calculated for
every concept. These values are shown in Figure 4.4. The minimum motor constants
at every location were calculated by dividing the force by the total currents. These
are shown in Figure 4.5.
A higher number of windings increases the force, because in total more current can
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be applied to the stator1 and the forces are better aligned with the required direction.
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Figure 4.4: 60 different actuator concepts were evaluated. The minimum force (a) and torque (b) of
a full rotation θ around (x, y) = (0, 0) are displayed. The number of coils in the stator was varied
between 3 and 12, and even pole numbers in the mover from 2 to 12 were evaluated. Using these
figures, design guidelines were established. The red bar indicates the concept with 8 poles and 7 coils
that was selected. It delivers high forces and torques, with a low number of coils.
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Figure 4.5: The minimum motor constants for translation (a) and rotation (b) of a full rotation θ
around (x, y) = (0, 0). The red bar indicates the selected concept with 8 poles and 7 coils.

4.1.5 Model limitations
The simplified model has a number of limitations:
• The magnetic flux density is assumed to be constant over the surface of the
mover. Only the sign of the magnetic flux is changed when the coil is under a
south pole instead of under a north pole.
• Each coil in the model consists of one winding with infinitely small diameter.
This could cause the force generated by a coil to be zero when the coil is precisely
in between two magnets. To partially solve this simulation limitation, each coil
has an opening angle that is 2◦ smaller than theoretically possible. For instance
for three coils, the opening angle of each coil could be 120◦, it is however set
to 118◦. Additionally the coils are translated by a small amount, as seen in

1This effect is compensated for in the motor constants.
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Figure 4.3, to make sure the coils never fully align with the rotor at the central
position.

• The motor constants at locations different than the central position are not
evaluated.
• The number of coils in the actuator does not influence the actuator area available
for each coil. Therefore more coils is always better, since some coils will have
their force acting already in the correct direction, but the corresponding increase
in resistance (due to smaller area available to place coils) is not directly taken
into account.
• The model does not consider whether the two other degrees of freedom are
balanced. For instance, when a torque is generated with a 2/3 magnet/coil
configuration, the forces are not balanced in x- and y-direction. For a 4/3
configuration the forces are balanced, since each coil generates an equal force
under 120◦ angles.
• Only configurations are considered that can be produced in a single two layer

PCB, since these can be produced cost-effectively.

4.1.6 Design guidelines
The result of this analysis is a number of design guidelines:
• The number of magnet poles m divided by the number of stator coils n, and

vice versa, should not be equal to an integer value. In these cases, for certain
rotations of the mover, no torque can be generated. This causes a lock of the
rotor.
• For high motor constants, the number of magnet poles should be chosen one
larger or smaller than the number of coils. i.e. 6 or 8 magnets in case of 7 coils.
• For high forces and n > 3, and for high torques, the number of magnet poles
should be chosen one higher than the number of coils. i.e. 6 magnets and 5 coils
or 8 magnets and 7 coils. Each coil now “sees” one north and one south pole.

4.1.7 Final trade-off
Based on the design guidelines and a number of different considerations, a trade-off is
made to select the number of magnet poles and coils. The trade-off takes into account
the required force, amount of damping, robustness to tilt, commutation, number of
amplifiers required and market availability:
• a higher number of coils gives a higher amount of force;
• a higher number of poles increases the amount of damping, due to the additional
ferrofluid that accumulates where a north and south pole meet;
• for a higher number of poles, commutation has to be performed more often;
• a higher number of poles increases tilt stability of the rotor around the x and y
axes;
• for each coil a separate voltage or current controller is necessary;
• magnet segments of 22.5◦ with a size that allows a target of 30x30 mm to be

placed in the centre of the magnet ring are commercially available.
The result of the trade-off is 8 magnet poles and 7 coils. Two off-the-shelf magnet
segments of 22.5◦ are used per magnet pole of 45◦. A number of coils greater than
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three creates an over-actuated system. This is beneficial for large translations as some
motor constants decrease when large translations occur. These position-dependent
motor constants will be evaluated for the final design and shown in subsection 4.4.1.

4.1.8 Mover and stator dimensions
The target has a size of 37.5x37.5 mm, thus a diagonal of 53 mm. Since the target
should be kept clean of ferrofluid, it is placed inside the magnet ring. Therefore the
magnet ring should have an inner diameter larger than the target diagonal. The
smallest ring that can be formed around the target with off-the-shelf magnets, has an
inner diameter of 60 mm and an outer diameter of 120 mm. This determines the size
of the mover.
The size of the stator is chosen such that each magnet pole only “sees” the straight
part of a coil. The straight parts of the coils should thus have a length equal to the
length of one segment (30 mm) plus the required translation of the mover (30 mm).
This gives a diameter of the stator of 150 mm.

4.2 Mover design
The mover consists of a ring of eight alternating magnet poles. Each pole of 45◦

consists of two magnet segments of 22.5◦. The mover design is seen in Figure 4.6.

Figure 4.6: The final mover seen from the bottom. 16 magnet segments are used to create eight
magnet poles. The target used for position recognition is placed in the centre of the magnet ring.

4.2.1 Bearing system
The bearing system should allow the mover to be positioned to its desired planar
position and restrict the remaining three DOFs. The mover needs to move with low
or no friction for precise position control.

Bearing concepts
Different bearing concepts could be suited to meet this purpose. Teflon contacts
would be the easiest solution, however Gihin Mok [2] has shown that this introduces
stick-slip behaviour, which is difficult to control. Hydrostatic bearings alternatively
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are known for their low stick-slip and are based on a fluid such as oil, water or air.
An air bearing is undesirable for this application since additional equipment is needed
to pressurise air. A water bearing was created that uses the hydrophilic properties
of a base surface and the hydrophobic properties of teflon. Under load, water is
displaced and the hydrophobic behaviour of teflon creates a pressure that increases
the load capacity of the bearing. However, the load capacity appeared to be too low
for this application. In order to create a higher load capacity, it was decided to use a
hydrostatic bearing based on ferrofluid.

Ferrofluid
Several projects about the design of ferrofluid bearings have been conducted in recent
years in the research group. The work by Van Veen [4], Café [1] and Lampaert [11]
was used for the design of the planar bearing.
Ferrofluid consists of nanometre-size ferromagnetic particles suspended in a liquid car-
rier, usually oil. Ferrofluid brought into contact with a permanent magnet, collects
at the corners of that magnet, the locations of highest magnetic field intensity (Fig-
ure 4.7). The ferrofluid can be used to seal a pocket of air. This pocket of air acts as
a load carrier. Since permanent magnets will be used for the mover, ferrofluid can be
placed on the same magnets as used by the Lorentz actuator. This synergy allows for
a low number of parts and a low mass of the mover.

Figure 4.7: One magnet segment of 22.5◦ with ferrofluid. The ferrofluid collects at the corners of the
magnet and can seal a pocket of air, creating a planar bearing.

Load capacity
The load capacity created by the air pocket depends on the surface area of the pocket
and the pressure that the ferrofluid can withstand before it collapses. A safe assump-
tion for a robust design is 50 mbar [4]. This gives a load capacity of 42 N.

Vertical height, tilt and trail formation
The vertical height of a ferrofluid bearing can change due to its vertical stiffness and
trail formation.
The stiffness of a ferrofluid bearing is lower than that of teflon contacts, which causes
a height variation of the mover with different loads. Previously developed ferrofluid
bearings have a vertical stiffness in the order of 1× 104 N/m. Due to variation of the
mass of the object (0 to 100 g), the maximum variation in height would be 100 µm.
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Additionally the mover may tilt if the load is not placed in the middle of the mover.
When the mover is translated, a part of the ferrofluid remains behind. This phe-
nomenon is called trail formation and causes the height of the bearing to decrease.
This effect is about 2 µm per mm translation [4]. With a total range of 30 mm, this
gives an additional height variation of 60 µm. If the mover remains at a specific loca-
tion for several minutes, the ferrofluid returns to its preferred location on the magnets
and the height of the mover restores back to its original position.
The position output of the sensor system is independent of height, since the size of
one marker is known by the image-recognition algorithm and is compensated for. The
circle of confusion however increases when the mover is above or below the focal plane
of the bearing, which could cause the image to be blurred. Since this would cause
the sensor algorithm to stop, it is important to keep the mover within the Depth
of Field of the sensor system. The stiffness of the bearing is increased compared to
ferrofluid bearings in literature, by increasing the surface area of the bearing. The
trail formation can be compensated for by pre-wetting the surface: depositing a layer
of ferrofluid before a measurement is done. However, for a robust system, the Depth
of Field of the sensor is designed larger than the expected maximum 160 µm, making
a start-up sequence for pre-wetting the surface unnecessary.

Damping
The oil of the ferrofluid system creates damping when the mover is translated and
rotated. Research by Lampaert [11] has shown how the planar damping coefficients c
and C can be calculated. For translation the damping c can be calculated with:

cx = Fx
ẋ

= ηrηb
Abearing
hbearing

(4.3)

where Abearing is the total surface area of the ferrofluid in contact with the stator and
hbearing is the fly height of the bearing. ηb is the viscosity of the ferrofluid. ηr depends
on the hydrostatic behaviour of the bearing: when trail formation takes place ηr ≈ 4,
without trail formation ηr ≈ 1.
For rotation, the damping coefficient C can be calculated similarly:

Cθ = Tθ

θ̇
= ηrηb

Jbearing
hbearing

(4.4)

Where J is the polar moment of inertia of the ferrofluid contact. The precise calcu-
lation of cx and Cθ is found in Appendix B.

4.2.2 Magnetic design
The magnetic design of the mover is based on the following considerations:
• Magnet thickness The thinnest commercially available magnets are chosen,
as they give the highest magnetic flux per unit of mass. This allows for high
accelerations according to Newton’s Second Law of Motion.
• Steel plate A steel backing plate is used as a surface for microscopic samples
to be placed on. The steel plate reduces the reluctance path of the magnetic
flux above the magnet ring. Thereby the magnetic flux density below the mover
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is increased. Above the mover, at the location where microscopic samples are
placed, the flux density is decreased.

• Single magnet ring A single magnet ring is used. A double rotor configura-
tion would increase and homogenise the magnetic flux density, however it also
increases the ferrofluid damping, due to an increased contact area of the fluid.

• Distance between mover and stator The magnet ring is placed close to the
stator for a high magnetic flux density at the location of the coils.
• Steel ring and ferrofluid location Steel rings on the inside and outside of
the magnet poles are used to guide the location of the ferrofluid. Without these
steel rings, no air pockets would be formed, decreasing the load capacity and
vertical stiffness.

The reader is referred to Appendix D for a detailed description of these considerations.
The mover has a total mass of m = 464 g. The 16 magnet segments contribute 15.8 g
each and the monolithic steel backing plate 211 g. The total mover has a rotational
moment of inertia of I = 9.5× 10−4 kgm2, which is calculated with Solidworks.

4.2.3 Load capacity and stiffness validation
To validate the expected load capacity of 42 N and evaluate the stiffness of the fer-
rofluid bearing, a force displacement measurement was performed on a Zwick test
bench. The measurement setup and the results are seen in Figure 4.8. The bearing
has a load capacity of 100 N. The stiffness of the bearing is not directly measured. In-
stead, the stiffness of the bearing with the stiffness of the bench in series is measured.
Therefore a reference measurement of the stiffness of the bench is done. The test
bench has a stiffness of kbench = 1.7× 106 N/m. The measurements show a stiffness
of approximately 5.5× 105 N/m. The stiffness of the bearing is calculated with:

kbearing = 1/( 1
ktot
− 1
kbench

) = 8.1× 105 N/m (4.5)

The measured bearing stiffness of 8.1× 105 N/m is 80 times higher than the 1× 104 N/m
reported in literature. This difference can be mainly attributed to the larger surface
area of the mover compared to the area of the magnets used in literature. It is there-
fore a good practice to express the stiffness in terms of stiffness per unit pocket surface
area: 9.5× 107 N/m3.

Master of Science Thesis Len van Moorsel



36 4. Actuator

mover

force measurement

ferrofluid

(a)

0 0.2 0.4 0.6 0.8 1

displacement [mm]

0

20

40

60

80

100

120

140

160

180

200

220

fo
rc

e
 [

N
]

test bench

measurement 1

measurement 2

measurement 3

(b)
Figure 4.8: Measurement of the load capacity and stiffness of the ferrofluid bearing. (a) Measurement
setup. To get a good measurement of the load capacity and stiffness, the area of the air pocket should
be the same as in the real setup. Therefore the bearing is placed on a flat surface with a hole in the
centre, to represent the actual stator. (b) Measurements. The bearing collapses at loads above 100 N.
The test bench itself has a stiffness of 1.7× 106 N/m. The stiffness of the bearing with the stiffness
of the bench in series is measured three times. The measurements show a stiffness of approximately
5.5× 105 N/m.

4.3 Stator design
The coils are embedded into a PCB with two copper layers, since it was seen in [1]
that a PCB actuator allows a stator to be designed that has good thermal behaviour,
and it can be produced in large quantities at low cost. In order to create a closed
circuit, each coil needs at least two copper PCB layers. The PCB consists of a base
layer of glass-reinforced polymer (FR4), two layers of copper on the outside of the
FR4, covered by a layer of soldermask which is usually green or black. The basic
layup of a PCB is seen in Figure 4.9. The final stator PCB is seen in Figure 4.10.

Substrate (FR4)

Copper layer (bottom)

Copper layer (top)

Soldermask (top)

Soldermask (bottom)

1.55 mm

0.070 mm

0.070 mm

Material Thickness

Figure 4.9: The PCB consists of base layer of FR4 and two copper layers. The copper layers are
partially covered by soldermask.

Master of Science Thesis Len van Moorsel



4.3. Stator design 37

Figure 4.10: Final stator design: seven coils are embedded in a PCB.

4.3.1 Optimising the number of windings
Heat is produced by the coils of the PCB. The dimensions of the coils can be optimised
to keep heat generation and power consumption as low as possible. The width of each
coil d, number of windings per coil n, power supply voltage U , and copper thickness
t are the design variables.
Since most amplifiers do not function below 5 V, this is the minimum power supply
voltage. For seven coils and eight magnet poles, increasing the width of a coil above
7.5 mm would reduce the average magnetic flux density that is acting on the coil at
large translations (±15 mm). This is caused by the fact that one side of the coil would
“see” both a positive and negative flux. The maximum width of each coil is thus set
to 7.5 mm.
Under the constraints of the required force of 0.4 N and torque of 0.1 Nm, and not
exceeding the maximum amplifier current of 3 A, the objective is to minimise the heat
produced per unit of force.
The power dissipated per coil is:

Q = I2R (4.6)

The force delivered by each coil is given by:

F = B(nI)l (4.7)

To achieve the required forces with an average flux density B and an active length
per winding l, a certain magnetomotive force F = nI is needed.
Changing the number of windings creates two effects:
• Less windings → higher currents necessary to achieve the required forces →

more heat production
• Less windings → wider windings → lower resistance → less heat production

The resistance of each winding can be calculated with:

R = ρltot
Aw

= ρnklw
hdw

(4.8)
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Figure 4.11: Coil dimensions and parameters: copper layer height h, coil width dc, winding width dw,
isolating width di, number of windings per coil n, number of copper layers k.

where ρ is the resistivity of copper, ltot the total length of one coil, k the number of
copper layers of the PCB, Aw the cross sectional area, lw the length, h the height and
dw the width of one winding. The height of a winding is equal to the thickness of the
copper layer of the PCB. The cross sectional area (Figure 4.11) of each top or bottom
coil half Ac, defined by its height h and width dc, consists of n winding areas Aw with
a width of dw, and (n-1) isolating areas Aw with a width of di:

Ac = nAw + (n− 1)Ai = (ndw + (n− 1)di)h (4.9)

This allows expressing the above formula as:

R = ρn2klw
h(dc − (n− 1)di)

(4.10)

This relation shows that the coil width dc and copper thickness h should be chosen
as high as possible. Additionally it is seen that the number of windings increases
R more than quadratically, whereas according to Equation 4.7 it decreases I2 only
quadratically. To minimise power losses the number of windings should thus be as
low as possible, as long as the force requirement per coil is met. It is equivalent to
stating that the volume fraction of copper in the PCB should be as high as possible.
As the number of windings changes the resistance of the coils, it acts as a conversion
ration between voltage and current. For the desired low number of windings, the
currents are high and the voltages are low. The voltage cannot be below the minimum
amplifier voltage of 5 V without reducing the resolution of the amplifier and the current
cannot exceed the maximum current per amplifier of 3 A.
The optimisation for number of windings is displayed in Figure 4.12 for a copper
thickness h of 70 µm and coil width dc of 7.5 mm. A total of 10 windings per side is
selected, with a winding width dw of 500 µm and an isolation width di of 250 µm.
The price of a PCB per unit of copper is non-linearly related to copper thickness.
Since it is lowest for a copper thickness of 70 µm, this thickness is used.
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Figure 4.12: An optimisation was performed to determine the number of windings per coil. The
objective was to minimise the power losses per unit force created. At any time, five of the seven coils
should be able to create the required torque of 0.1 Nm. An average arm of 45 mm gives 0.5 N per
coil. Since the resistance of each coil in practice might be higher than theoretically calculated, it was
decided to design each coil to deliver a force of 1 N. The selected design with 10 windings per coil is
indicated in red.

4.3.2 PCB design
The PCB design was performed in Eagle and shown in Figure 4.13. A Matlab program
was written to output Eagle commands for drawing the seven coils in Eagle. This
allowed a design to be realised that meets the manufacturing requirements. The
basics to PCB design for an electromagnetic actuator and a description of the design
approach are found in Appendix E.

Thermal via

coil 4

M3 mounting hole

Connector

coil 3

coil 2

coil 1 coil 7

coil 6

coil 5

(a) Top copper layer

coil 4

(b) Bottom copper layer
Figure 4.13: The coils of the stator are embedded in two copper layers of a PCB. Top view of the coil
windings in (a) the top copper layer and (b) the bottom copper layer. The location of coil number
4 is indicated in yellow. The thermal vias create a thermal connection between the copper layers for
increased heat dissipation.
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Coil resistance and inductance
The resistance and inductance of each coil were measured. They are slightly different
for each coil since the traces connecting each coil to the connector have different shapes
and lengths.

Table 4.1: Properties of the seven coils of the stator
Resistance Inductance @ 1 kHz

Coil 1 2.0 Ω 24.1 µH
Coil 2 2.0 Ω 25.9 µH
Coil 3 1.9 Ω 25.7 µH
Coil 4 1.8 Ω 26.5 µH
Coil 5 1.8 Ω 26.0 µH
Coil 6 1.8 Ω 26.3 µH
Coil 7 1.9 Ω 25.4 µH

4.3.3 Thermal design
Copper has a much higher conductivity (400 W/mK) than FR4 (0.25 W/mK). There-
fore the copper layers are connected by so called thermal vias. Thermal vias are cre-
ated by drilling a hole in the FR4 base layer and subsequently copper plating the
hole. An optimisation to design the sizing and spacing of thermal vias as in [12] was
used. The thermal vias allow a good thermal path from the coils to the copper planes
of PCB. On top of the PCB a 0.125 mm thick sheet of Mylar is placed, to prevent
ferrofluid from entering the thermal vias.
Additionally, the bottom copper planes inside the windings are not covered with sol-
dermask to allow a heat sink to be added for additional thermal capacity, increased
area for heat dissipation and a larger heat transfer coefficient from the PCB to the
surroundings. The heat sink is a 300 µm copper plate of the size of the PCB. Al-
ternatively a 500 µm thick aluminium heat sink could be used. Since copper has a
thermal conductivity of 401 W/m/K and aluminium 237 W/m/K, a 300 µm copper
plate conducts heat similar to a 500 µm aluminium plate.

Figure 4.14: The bottom copper planes of the PCB, inside the windings, are not covered with solder-
mask to allow a copper heat sink to be added.
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Eddy current damping due to heat sink
The heat sink also causes so-called Eddy current damping. A velocity of the mover
causes a voltage to be induced in the copper. Faraday’s law describes this phe-
nomenon; the induced voltage E is described by the change in magnetic flux φm per
unit time t:

E = −dφm
dt

(4.11)

Since copper and aluminium are electrical conductors, this causes currents in the heat
sink. These currents create Lorentz forces that act against the direction of movement
on the mover. The induced currents and forces scale linearly with velocity. This
corresponds to a damping force.
The Eddy current damping scales linearly with the induced currents.

cEddy ∝ I = U

R
= U

ρl
wt

∝ t

ρ
(4.12)

where w is the width of the cross sectional area of the heat sink, t is the thickness of
the heat sink, ρ is the electrical resistivity of the material of the heat sink and l is the
length of the conductor over which the voltage is applied.
Thus as long as the factor between thickness and electrical resistivity of the heat sink
is kept the same, the same amount of Eddy currents is expected. Since copper has
an electrical resistivity of 1.68× 10−8 Ωm and aluminium 2.82× 10−8 Ωm, a 300 µm
copper plate creates a similar amount of Eddy current damping as a 500 µm aluminium
plate.
That the electrical and thermal conductivity of copper are both approximately a factor
1.7 higher than those of aluminium is not surprising, since electrical and thermal
conductivity phenomena are both related to how well electrons can move through the
material.
Although aluminium is the preferred choice due to lower cost, a copper heat sink was
applied in the demonstrator since 300 µm copper was available at the university.

Thermal validation
The heat generated in the coils creates a temperature rise dT of the PCB. When the
assumption is made that all heat is transferred to the air by means of convection, the
heat generated is related to temperature by:

dT = Qtotal
hAsurface

(4.13)

where h is the heat transfer coefficient and Asurface is the surface area used for con-
vection. This behaviour is experimentally validated by applying a current of 0.5 A
and 1 A to all coils simultaneously over 500 s. The relation between temperature and
time is seen in Figure 4.15. The temperature rise thus does not exceed the maximum
operating temperature of the permanent magnets (NdFeB / N42) of 80 ◦C.

Master of Science Thesis Len van Moorsel



42 4. Actuator

(a) Temperature after 500 s at 0.5 A. T = 44 ◦C. (b) Temperature after 500 s at 1 A. T = 55 ◦C.
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(c) Temperature over 500 s.
Figure 4.15: Thermal image and temperature measurement of the coils, measured for two current
settings (a) 0.5 A and (b) 1 A, over 500 s (c). The outside of each coil is not seen by the thermal
camera, since the positive stop blocks that part of the PCB.

4.4 Actuator forces and torque
One of the key performance indicators of the actuator is the motor or force constant
kt. This parameter allows to determine the increase in force generated, for every unit
increase in current.

kt,translation = F

I
≈ Bl (4.14)

kt,rotation = T

I
≈ Blr (4.15)

The motor constants of each coil are not constant over the range of translations
and rotations. The theoretical modelling of this position dependency and the force
validation is described in this section.

4.4.1 Force transformation matrix
The Lorentz forces of the seven coils of the stator generate forces and torques relative
to the coordinate system of the stator. The planar forces can be combined into one
force vector F :

F =
[
Fx Fy Tθ

]T
(4.16)

The currents of each coil can be combined in one current vector I:

I =
[
I1 I2 I3 I4 I5 I6 I7

]T
(4.17)
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4.4. Actuator forces and torque 43

Since each coil creates forces in the three directions, a 3x7 force transformation ma-
trix Φ, including the motor constants of the different coils, can be formed. The forces
created by a combination of different currents are calculated with:

F = ΦI (4.18)

The forces and torques produced by the actuator depend on the magnetic flux density
acting on each coil, and therefore on the position and rotation of the mover. Each com-
bination of planar position and orientation therefore has its own force transformation
matrix, which makes Φ position dependent: Φ(x, y, θ).
By inverting this matrix, the currents can be calculated to achieve the required forces
at all positions and orientations. Since this matrix is not square, multiple combinations
of currents can be found to create the required forces. Therefore this is an over-
actuated system.

4.4.2 Modelling
The position-dependent transformation matrix Φ describes the coupling between the
currents through each coil and the generated forces on the mover. When the mover is
at the position x = 0, y = 0 and θ = 0◦, the forces delivered by each coil are opposite
to the forces delivered when the mover is positioned at x = 0, y = 0 and θ = 45◦. This
is due to the reversal in flux density when the mover rotates.
This position-dependent behaviour is modelled with a semi-analytical model using a
combination of COMSOL and Matlab. COMSOL is used to calculate the magnetic
flux density in z-direction at 1 mm below the rotor. This height corresponds to the
average distance of the top and bottom copper layers to the mover. These results are
combined in Matlab with the position of the windings of coil number 4, as shown in
Figure 4.13. By dividing each straight and curved section of the winding into multiple
sections and linearly interpolating the flux density, the Lorentz force created by a force
of 1 A on each section can be calculated analytically. Combining the forces created by
each section of the coil allows the motor constants kFx, kFy and kTθ to be calculated.
The results for the central position are shown in Figure 4.16.
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Figure 4.16: The forces and torque that each coil can generate on the mover are dependent on the
position (x, y θ) of the mover. The forces and torque that are generated by one coil for a current
of 1 A are displayed as a function of rotation θ. The position of the mover is (x = 0), (y = 0). Due
to the 8 magnet poles, this signal is repeated every 90◦. These calculations are done for all possible
positions of the mover, and used as a lookup table for the force transformation matrix.
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44 4. Actuator

By translating and rotating the winding position with respect to the flux density
calculated in COMSOL, the motor constants can be calculated for different positions in
x, y, θ. Instead of expressing the planar position in x, y-coordinates, polar coordinates
r, φ were used, since the stator is rotational symmetric. This approach created results
with less noise and with less computational effort than when COMSOL alone was
used. One analytical calculation for every degree in rotation takes 6 s per evaluated
location.
The semi-analytical model is used to calculate a position-dependent lookup table for
each coil. By calculating the position of the mover relative to each coil, the motor
constants kFx,local, kFy,local and kTθ,local in the local coordinate system of each coil are
calculated. By an Euler transformation the local forces are translated to the global
coordinate system. Each coil thereby gives three entries to the force transformation
matrix Φ.

4.4.3 Validation
The force generated in the x-direction was validated by implementing the position-
dependent lookup table in a control algorithm. Two load cells were used to measure
the force. A constant force of 0.1 N was applied to position the mover against the
load cells. Subsequently the control force was increased in steps of 0.05 N to 0.45 N.
The actual force was simultaneously measured. As is seen in Figure 4.17, the force
delivered was 12 % lower than the theoretical force. This deviation could be explained
by a lower current being delivered to the coils than expected, or the stator coils
placed further from the mover in reality than in the model. The difference is seen
to be constant over a large range of forces, and is compensated for by decreasing the
motor constants used in the control system with 12 %.
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Figure 4.17: Force measurement in x-direction. (a) The measurement setup uses two load cells. The
force of the mover is transferred to the load cells by means of two steel rods. (b) The measured force
deviates by 12 % from the force setpoint calculated with the inverse force transformation matrix. This
measurement is used for calibration. The deviation is compensated for in the control system by a
12 % gain.
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4.5 Conclusion
A conceptual analysis was performed to evaluate the forces generated in x and y and
torque in θ by different actuator concepts. Sixty concepts with different numbers of
magnet poles and coils were evaluated. A concept with 8 magnet poles and 7 coils
was chosen for implementation, after considering additional constraints. A magnetic
design of the mover and ferrofluid bearing was made. The load capacity and stiffness of
the ferrofluid bearing were measured. To determine the number of windings per coil in
the PCB stator, an optimisation was performed. A position-dependent transformation
matrix containing the motor constants of this setup was semi-analytically calculated.
The inverse of this matrix can be used to calculate the required current of each coil
to generate planar forces and torque. The forces generated by the actuator were
measured and compared to the model.
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5
Amplifier

One amplifier is used for each of the seven coils. Although the name amplifier suggests
that a control signal is amplified, the voltage is regulated between 0 and 5 V by the
amplifiers. H-bridges were selected over linear current amplifiers, since an H-bridge
can apply a voltage in either direction, while being powered by one voltage level,
whereas current amplifiers need two voltage levels, increasing the cost of the power
supply. Moreover, H-bridges are more energy efficient, reducing power consumption.

5.1 Introduction to PWM
H-bridges use a principle called Pulse Width Modulation (PWM) to regulate the
average voltage supplied to the load, by switching the power supply voltage on and
off at a very fast rate. This creates a block signal with a so-called PWM frequency.
The PWM frequency used is 20 kHz. A basic PWM signal is seen in Figure 5.1. The
relation between the time that the power supply is on during one period compared to
the total time of that period, is known as duty cycle D:

D = ton
ton+off

(5.1)

A low duty cycle corresponds to a low voltage, and a high duty cycle to a high voltage:

Vout = D · Vs (5.2)

O
u
tp

u
t

time
0

1

PWM signal

average

on-time on-timeoff-time off-time

Figure 5.1: PWM signal for a duty cycle D of 60 %. The average output is linearly related to the
duty cycle.
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48 5. Amplifier

where Vout is the average output voltage of the H-bridge and Vs is the power supply
voltage.

5.2 H-bridge
The H-bridge uses four different switches to supply positive and negative currents to
the load. The basic H-bridge design is shown in Figure 5.2. Four switches are present
that can be turned on or off. The output of the H-bridge is connected to a load, which
is usually a motor, indicated by M. By switching the top left switch and bottom right
switches on, a positive current is supplied to the load. By switching the top right and
bottom left switches on, a negative current is supplied.

M

off

off

off

off

(a) Standby

M

off

on

on

off

(b) Forward operation

M

on

off

off

on

(c) Reverse operation
Figure 5.2: The three modes of operation of the H-bridge. The load is usually a motor, indicated by
M. The switches are controlled by PWM signals generated by two Arduinos.

5.3 Load
The H-bridges are used to drive currents through the coils, which act as loads. Each
load acts as low-pass filter on the output voltage of the H-bridge. The load can
be modelled as a resistance R in series with an inductance L and a back EMF VEMF
related to the Electromotive Force generated by the moving permanent magnets. Since
the mover is expected to have a maximum velocity lower than 30 mm/s, this term will
be considered negligible compared to the resistance and inductance of the coil. A
schematic drawing of the load is seen in Figure 5.3. The source impedance of the
H-bridges introduces an additional resistance Rs to the circuit. This term is small
compared to the impedance of the coil.
The transfer function H(jω) is calculated with:

H(jω) = Iout
Vs

= 1
Z(jω) (5.3)

resulting in:
Vs = Z(jω)Iout (5.4)

where Z(jω) is the impedance of the system. Ignoring the back EMF, the impedance
of the system in the frequency domain is:

Z(ω) = Rs +R+ jωL (5.5)

where Rs is neglected in the following.
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Figure 5.3: The load can be modelled as a resistance in series with an inductance and a back EMF
related to the Electromotive Force generated by the moving permanent magnets. The source resistance
Rs and Electromotive Force are low compared to the other components and are neglected in the
transfer function of the load.
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Figure 5.4: Bode plot of load. The load is filtering the 20 kHz Pulse Width Modulation signal. The
current ripple has an amplitude of 51 % of the input current. The mass however acts as another
low-pass filter. This makes a design without an output filter possible.

This gives the transfer function from voltage to current:

H(jω) = 1
Z(jω) = 1

R+ jωL
(5.6)

The load thus acts as a low-pass filter. The frequency response is seen in Figure 5.4.
The range of frequencies that pass the filter is called its bandwidth. The point at
which the filter attenuates the signal to half its unfiltered power is called its cutoff
frequency ωc. Since power is defined by:

P = I2R (5.7)

this occurs when the current is decreased by a factor
√

2. This corresponds to an
amplification of approximately −3 dB or an attenuation of 3 dB.

|H(0 rad/s)|√
2

= |H(ωc)| (5.8)
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50 5. Amplifier

Solving Equation 5.8 yields:
ωc = R

L
(5.9)

If the PWM frequency is significantly higher than the cutoff frequency, the coil reduces
the current ripple created by the PWM signal. For a coil with a resistance of 1.8 Ω
and inductance of 24 µH, the coil has a cutoff frequency of 11.9 kHz. At 20 kHz the
load filters the PWM signal:

|H(20 kHz)|
|H(0 rad/s)| =

| 1
R+jωL |
| 1R |

= R

|R+ jωL|
= 1√

1 + (0.533π)2 = 0.51 (5.10)

This results in a current ripple with a frequency of 20 kHz and an amplitude of 51 %
of the input current. Since this current is used generate a force to actuate the mover,
the response of the mover on the force ripple should also be taken into account. With
a mass of 464 g a response with a gain | xFx | of 1.4× 10−10 m/N is expected. Therefore,
a reduction of the current ripple is unnecessary. The current ripple could however be
reduced by increasing the PWM frequency or by using an additional output filter [2].
Apart from a lower force ripple, an output filter has the advantage of lower power
losses for a certain force, since power losses scale with I2, and an output filter reduces
high current peaks.

5.4 Implementation
Two types of H-brides were implemented. First a standard solution based on a TB6612
H-bridge with a maximum PWM frequency of 100 kHz was implemented. A PCA9685
PWM driver controlled the H-bridges and communicated over an Inter-Integrated Cir-
cuit (I2C) protocol with the Raspberry Pi. During the experimental implementation
it was found that the PWM driver limits the PWM frequency to a maximum of
1526 Hz. This created loud noise for the human ear. Additionally the I2C bus could
only handle approximately 200 new duty cycle setpoints per second. For seven coils
this reduces the sample rate for each coil to just below 30 Hz. To not overload the
I2C bus, the sample rate of the control system would have to be reduced, increasing
the communication delays between the different software programs.

46mm
51mm

Figure 5.5: Selected hardware. (left) H-bridge based on the MC33926 chip. (right) Arduino: Adafruit
Feather M0 microcontroller used for H-bridge control.

Since this significantly reduced the bandwidth of the system, a new design was made
based on another H-bridge chip. The MC33926 H-bridge with a maximum PWM
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5.4. Implementation 51

frequency was selected. It features current feedback, under-voltage, over-current and
over-temperature protection. This makes this H-bridge very suited for a robust am-
plifier design. Current feedback allows a current controller to be built. Without this
feature a shunt could be used for current measurement. The 14 PWM signals neces-
sary for the seven H-bridges are controlled with two Arduinos. The 32-bit Adafruit
Feather M0, based on Cortex M0 microcontroller architecture, was selected since it is
a low-cost microcontroller with a clock speed of 48 MHz and 8 hardware PWM pins.
Each Arduino controls three or four H-bridges respectively, and communicates with
the Raspberry over a communication protocol called SPI. The selected hardware is
seen in Figure 5.5.

5.4.1 Timers, counters and PWM
To create PWM signals, an Arduino uses its internal clock, a counter and a com-
parator. Each clock cycle, the counter is increased by one step, and the value of the
counter is compared to a reference value. If the counter is lower or higher than the
reference value, the output of the comparator is respectively set to zero or one. By
inverting the created signal, a PWM signal is created.
Two PWM operating modes can be selected: fast PWM and phase-correct PWM.
The basic working principle is shown in Figure 5.6. In fast PWM the counter only
increases, in phase-correct PWM the counter also counts down. In fast PWM mode,
when changing the duty cycle the phase of the signal is changed. Fast PWM is
generally used for Digital to Analog Converters, when phase does not matter but high
frequency is needed. To mitigate the change in phase, phase-correct PWM can be
used. This is generally used to for motor speed controllers and servos. Since the duty
cycle has to be changed continuously, phase-correct PWM was used. The downside of
this is that the number of steps to set the duty cycle, the resolution, reduces by 50 %
compared to fast PWM.
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Figure 5.6: PWM counter, compare and output: (a) fast PWM (b) phase-correct PWM.

In fast PWM mode, the frequency fPWM is related to the clock frequency fclock by:

fPWM = fclock
#steps

(5.11)

where #steps is the total number of digital steps to set the duty cycle. For phase-
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correct PWM and the same number of steps, the PWM frequency is halved due to
the counter counting up and down:

fPWM = fclock
2#steps

(5.12)

To reach the same PWM frequency as in fast PWM mode, the number of steps has to
be reduced by a factor two, reducing the resolution of H-bridge. A higher resolution
could be achieved with a microcontroller with a higher clock frequency, or with a lower
PWM frequency. However, microcontrollers with clock frequencies above 84 MHz are
unlikely to be available at a low price. A lower PWM frequency would increase the
current ripple through the coils and create audible sound for human hearing.
Specifications of the amplifier are listed in Table 5.1.

Table 5.1: Specifications of the amplifier design
clock frequency fclock 48 MHz
PWM frequency fPWM 20 kHz
number of steps #steps 1200
resolution (bits) 10.2-bit
resolution at Vs=5 V 4.2 mV

5.4.2 Power supply
The power supply used is a TracoPower TML 40105C, able to supply 8 A at 5 V. It
is a switched-mode amplifier that converts 230 V AC to 5 V DC. It is selected for
its compact design and 5 V output, which is the minimum voltage for the H-bridges.
Choosing the voltage as low as possible allows a low number of windings to be used per
coil and keeps the smallest change in voltage of the H-bridges low. It has a switching
frequency of 132 kHz and an efficiency between 75 and 84 %.

5.5 Validation
In this section the performance of the power supply and H-bridge are validated.

5.5.1 Power supply
The voltage of the power supply is measured for different loads, to determine the
internal resistance of the power supply (Figure 5.7).
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Figure 5.7: The power supply has an internal resistance of approximately 12.7 mΩ. The voltage drops
approximately 0.6 V from no load to loading. This is likely a base-emitter voltage drop across a
transistor.
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Figure 5.8: (a) The output voltage of the H-bridge is non-linearly related to the duty cycle. The
measurement was performed with a high impedance as load, to keep the voltage drop over the H-
bridge low, and with a coil, to measure the increased voltage drop over the H-bridge at higher currents.
(b) The current measured by the H-bridge is non-linearly related to the actual output current. A fit
was made assuming a form y = axc + b. The values are a = 0.5, b = 0.037 and c = 1.825.

5.5.2 H-bridge
In theory, the H-bridge creates a voltage linearly related to the duty cycle and the
current measurement should be linearly related to the actual current. Measurements
were performed to verify if the voltage is linearly related to the duty cycle and if
the current is measured accurately. However, both these relations were not linear
(Figure 5.8). Since the voltage is non-linearly related to duty cycle, a lower voltage
is applied to the coil than would be expected in theory. However, since the non-
linearity between duty cycle and voltage is accurately known and repeatable, it can
be compensated for using a lookup table from voltage to duty cycle.

5.6 Current controller
The resistance of the coils increases with temperature. The resistance R at any
temperature T is related to the resistance R0 at temperature T0.

R = R0(1 + α(T − T0)) (5.13)

Copper has a temperature coefficient α of 3.86× 10−3 Ωm/◦C. A resistance of 2 Ω at
20 ◦C increases to 2.15 Ω at 40 ◦C. For a constant voltage, this causes the current, and
therefore the force, to decrease with temperature.
To compensate for the increase in resistance with temperature, the current through
the coil is measured and used for feedback control. The current measurement has to
be corrected for the revealed non-linearity. A lookup table was implemented. As the
sensitivity of this table is high for low currents, measurement noise causes a large im-
pact on the current measurement. This makes the current sensor unsuited for current
feedback at low currents. For this reason a feedforward controller is implemented for
low current setpoints. The exact implementation of these controllers is discussed in
Appendix G.
The performance of the feedforward controller and feedback controller is seen in Fig-
ure 5.9. Only the feedforward controller is used for current setpoints below 0.5 A and
the feedback controller is added at higher values. This creates a linear relationship
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between current setpoint and current output. Additionally, the temperature could
be measured to compensate with feedforward control for the resistance increase with
temperature. This however requires additional sensors. For improved current control,
a shunt should be used for current measurement.
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Figure 5.9: The performance of the feedforward and feedback controller was measured at two different
coil temperatures. (a) The feedforward controller uses a lookup table to compensate for the non-linear
relationship between duty cycle and voltage. The feedforward controller is not compensating the duty
cycle for the increase in coil resistance at increased temperature levels. (b) The feedback controller
uses the current sensor embedded in the H-bridge chip. It uses a lookup table to compensate for the
non-linear relation between actual current and measured current. The current controller compensates
for the increase in coil resistance, but does not perform well at low current setpoints. Combining
these controllers allows a linear relation between current setpoint and actual current to be achieved
over a large range of currents. The maximum currents of 1.9 A are limited by the 5 V voltage source,
the internal voltage drop in the H-bridge and the coil resistance.

5.7 Conclusion
An amplifier based on H-bridges was designed, implemented and validated. The H-
bridges are used to drive currents through the seven coils of the PCB stator. H-bridges
were selected over linear amplifiers since H-bridges can apply a voltage two directions,
while being powered by one voltage level, and for their high efficiency. To overcome
practical problems, a current controller consisting of a feedforward and a feedback
control scheme with different lookup tables was implemented.
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6
Controller

The demonstrator stage is a Multiple-Input Multiple-Output system. For simplified
control it is decoupled into three Single-Input Single-Output systems. Three inde-
pendent Proportional, Integral and Derivative (PID) controllers are used to control
the position of the mover. A schematic overview of the control system is shown in
Figure 6.1.
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Figure 6.1: Control system overview. The error between the reference value and measured position
is used in three independent PID controllers. The calculated forces are transformed by an inverse
transformation matrix Φ−1 into currents to be supplied to the stator. The actuator transforms the
currents into forces and the forces into positions.

In this chapter the control system used to position the mover is presented. The chap-
ter starts with controller goals and background information on how to measure the
performance of the controller. Then the theoretical model of the system to be con-
trolled is discussed, followed by the implementation of the inverse force transformation
matrix and the design and tuning of the three PID controllers. Since the sensor sys-
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tem is limiting the control frequency, first a basic controller is designed and used to
identify the response of the system. Then a novel advanced controller, that mitigates
the limitations of the sensor system, is designed to increase the control bandwidth.
The translational controller is covered in this chapter. The reader is referred to Ap-
pendix H for the rotational controller.

6.1 Controller goals
The basic goals of a control system [13] are:
• Avoid instability
• Follow reference signals
• Reduce effects of load disturbances
• Reduce effects of measurement noise

6.2 Performance specifications
In order to design a control system, performance requirements must be set and sta-
bility margins must be determined. Stability margins allow the overall stability of the
closed-loop response to be determined from the open-loop transfer function and give
an indication of the degree of stability of the system. Stability margins can guarantee
certain levels of performance and robustness of the control system.
Performance specifications are related to the open-loop (OL) transfer function L

L(jω) = CG (6.1)

where C and G are the transfer functions of the controller and the plant in the
frequency domain.
• Control bandwidth is the lowest frequency where the gain of the open-loop

transfer function is equal to 1, also known as the unity-gain crossover frequency.
• Phase margin is the amount of additional phase lag to reach the stability
limit of −180◦. It is determined by measuring the difference of the phase of the
open-loop response with respect to −180◦, at the unity-gain crossover frequency.
• Gain margin is the amount of gain needed to reach instability. It is measured
as the reciprocal of the magnitude when the phase of the OL transfer function
crosses −180◦. A high gain margin avoids that errors in the calculated controller
gains lead to instability.

Recommended values for phase and gain margins are 45◦ - 60◦ and 2 - 5 [14].

6.3 System
The seven currents corresponding to the Lorentz actuators are the inputs of system
that has to be controlled. The positions x, y and θ are the outputs (Figure 6.2). The
system consists of two parts: the force transformation matrix (subsection 4.4.1) with
the real motor constants of each actuator, and the plant dynamics in each controlled
Degree of Freedom.
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System

Φ(x, y, θ) y
Fy

x
Fx

θ
Tθ

I1

I2

I3

I4

I5

I6

I7

Fx

Fy

Tθ

x

y

θ

Figure 6.2: The actuator is the system that has to be controlled. The force transformation matrix
converts the applied currents into forces and torque. The plant dynamics corresponding to each DOF
convert the applied forces to the position and rotation of the mover.

The plant dynamics are modelled as a mass-damper system in translation and an
equivalent model in rotation.

Plant dynamics in translation

m
d2x

dt2
+ c

dx

dt
= F (t) (6.2)

Gx(s) = x

F
= 1
ms2 + cs

(6.3)

where m is the mass of the mover and c the damping coefficient.

Plant dynamics in rotation

I
d2θ

dt2
+ C

dθ

dt
= T (t) (6.4)

Gθ(s) = θ

T
= 1
Is2 + Cs

(6.5)

where I is the moment of inertia of the mover and C the rotational damping coefficient.
The frequency response of these two systems is shown in Figure 6.3.
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Figure 6.3: Modelled plant dynamics, based on the mass, moment of inertia and estimated values for
ferrofluid damping in translation and rotation.

6.4 Inverse transformation matrix and commutation
As was discussed in section subsection 4.4.1, the motor constant of each actuator
depends on the three DOF position of the stage because the permanent magnets
are attached to the mover. The force that each coil delivers at every position for a
current of 1 A was calculated with a semi-analytical model. The real force was seen
to deviate 12 % from the calculated force. This deviation is compensated for in the
control system by implementing a feedforward control scheme.

Inverse transformation matrix
The position-dependent transformation matrix is implemented in the control system
to make sure the control system “knows” what current to supply to generate a force.

I = Φ−1F (6.6)

Since the position-dependent transformation matrix is not square, the system of equa-
tions defined by the transformation matrix does not yield a single solution. Therefore
a pseudo-inverse of the matrix is calculated to obtain one of the solutions.
An alternative would be to make the transformation matrix square by deleting four
of the seven columns of the matrix. The columns with the lowest motor constants for
that position could for instance be chosen. For translation this is likely to give higher
forces for the same total current, since only coils are used that create forces that align
well with the desired total force. For rotation however, deleting four columns would
significantly reduce the produced torque for the same total current. Since for rotation
almost every coil can create a force in the desired direction, the motor constant is
higher using a pseudo-inverse than when four columns of the transformation matrix
are unused.

Commutation
The implementation of the inverse transformation matrix allows the currents to be
calculated when a full rotation is performed. This is referred to as commutation in
literature. The currents sent to each coil when a full rotation is performed around
x = 0 and y = 0 are shown in Figure 6.4. The electrical frequency is four times higher
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than the mechanical frequency. This is caused by the 8 alternating magnet poles,
which create the same electrical behaviour for every 90◦ in rotation.
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(b) Tθ = 0.1 Nm
Figure 6.4: Commutation at x = 0 and y = 0: the currents sent to each coil. The electrical frequency
is four times higher than the mechanical frequency, caused by the magnet ring of 8 alternating poles.
(a) A force of 0.4 N is generated in x-direction. (b) A torque of 0.1 Nm is generated. A slight difference
between the currents to coil 4 and the other coils is observed. Only coil 4 does not undergo an Euler
transformation from its local coordinate system to the global coordinate system.

6.5 Basic control: introduction to PID control
The control scheme to position the plant is based on a PID controller. This con-
troller calculates the error value e(t) between the desired reference setpoint and the
measured position. Based on this error, a correction action u(t) is calculated with
proportional, integral and derivative terms. The controller tries to minimise the error
by continuously calculating a new value of u(t).

u(t) = Kpe(t) +Ki

∫ t

0
e(τ)dτ +Kd

de(t)
dt

(6.7)

where Kp is the proportional gain, Ki the integral gain and Kd the derivative gain.
Taking the Laplace transform of this equation yields a formulation in the frequency
domain:

C(s) = Kp + Ki
s

+Kds (6.8)

• P accounts for present values of the error. If the error is positive, the control
output is also positive.
• I accounts for past values of the error. If the output at this time is not sufficiently
strong, error will accumulate over time, and the controller output will rise. [15]
• D accounts for possible future values of the error, based on the current rate of
change of the error.

Kd also amplifies noise at high frequencies. To attenuate high frequency noise, the
derivative gain is filtered with a low-pass filter (LPF). This is referred to as a tamed
PID controller. The low-pass filter has a −3 dB cutoff frequency ωc, corresponding to
the frequency where the power of the signal is being halved.
The transfer function of an LPF is:

HLPF(s) = 1
1

ωLPF
s+ 1

(6.9)
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therefore the transfer function of the tamed PID controller is:

C(s) = Kp + Ki
s

+ Kds

τfs+ 1 (6.10)

where τf is equal to 1
ωLPF

.
Four guidelines for motion control are followed to design the tamed PID controller [16].

1. The open-loop gain of the system at the targeted crossover frequency should
equal one. The total controller gain at the crossover frequency should thus be
chosen equal to the inverse of the gain of the plant. The proportional gain
is equal to the total gain corrected for the additional gain of 3 caused by the
differentiator (Kt = 1

G@ωc
, Kp = 0.33Kt).

2. The differentiating action (D) is started at one third of the unity-gain crossover
frequency (ωd = 0.33ωc).

3. The differentiating action (D) is terminated at three times the unity-gain crossover
frequency (ωt = 3ωc).

4. The integrating action (I) is started at extremely low frequencies and is stopped
at one third of the starting frequency of the differentiator, corresponding to
approximately one tenth of the unity-gain crossover frequency (ωi = 0.1ωc).

6.6 Basic controller
The first step to a robust controller based on the PID guidelines is getting a good
estimate of the frequency response of the plant. This model is obtained through
system identification. Since the plant is a mass damper system without any stiffness,
it is naturally unstable. Closed-loop system identification is performed using a basic
controller to add control stiffness to the system. The control stiffness keeps the mover
close to a desired location while a disturbance or noise frequency sweep (chirp) is
added to the system. Due to the ZOH behaviour of the sensor, the derivative of the
sensor signal sampled at the controller cycling frequency of 250 Hz, is either zero or
close to infinity. The derivative action can thus not be used to increase the phase
margin of the system. A basic PI controller is designed with a bandwidth of just
below 1 Hz. This controller is limited by the phase lag of the plant in combination
with the phase lag due to the time delay of the sensor system.
The control parameters were obtained through heuristic tuning, by increasingKp until
stable oscillatory behaviour was found. The Kp value was subsequently halved to the
value found, and integral action was added to achieve a steady state tracking error of
zero within 20 s. Figure 6.5 and Figure H.1 show the response of: the plant acquired
by system identification in the next section, the controller, the open-loop response
and the closed-loop response. The translational system has a bandwidth of 0.87 Hz
and a phase margin of 40◦. The rotational system has a bandwidth of 0.57 Hz and a
phase margin of 43◦. The parameters and stability margins of the basic controller are
found in Table 6.1.

Master of Science Thesis Len van Moorsel



6.7. Closed-loop system identification 61

Table 6.1: Basic controller: parameters and stability margins
translation rotation

bandwidth 0.87 Hz 0.57 Hz
Kp 40 57× 10−3 = 1× 10−3 · 360

2π
Ki 20 72× 10−3 = 1.25× 10−3 · 360

2π
phase margin 40◦ 43◦

gain margin 2.4 3.8
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Figure 6.5: The translational motions are controlled with basic PI controllers with a bandwidth of
0.87 Hz.

6.7 Closed-loop system identification
In order to determine the plant dynamics G and sensor dynamics H, disturbance d
and noise n frequency sweeps were injected to the system in separate measurements.
The outputs y and ŷ were measured with reference sensors and the image sensor sys-
tem, respectively. The reference sensors used to measure the three planar DOFs were
two Micro-Epsilon optoNCDT1300-20 sensors and one optoNCDT1401-5. These are
analog position sensors with a range of 20 mm and 5 mm. The range is inversely pro-
portional to the resolution of the sensor. The schematic overview is seen in Figure 6.6
and the measurement setup in Figure 6.7.
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C G

H

r e +
d

u y

+
nŷ

−

Figure 6.6: System identification overview. The system consists of the controller C, plant G and
sensor dynamics H transfer functions. Disturbance d and noise n frequency sweeps were injected to
the system. The outputs y and ŷ were measured with laser triangulation sensors and the image sensor
system, respectively.

Disturbance was injected as a force with an amplitude of 0.1 N or a torque with an
amplitude of 0.01 Nm. Noise was injected with an amplitude of 0.5 mm in translation
or 0.5◦ in rotation. These amplitude levels were chosen to give a small but detectable
response. The frequency sweeps start at 0.01 Hz and have a maximum frequency of
100 Hz after 30 s. They are injected as a logarithmic sweep to give a good response over
the entire range of frequencies. The sweeps are performed bidirectionally: the sweep
starts at its lowest frequency and after reaching its maximum frequency it returns to
its lowest frequency again.
A separate Arduino was used to simultaneously log the analog signals of the laser tri-
angulation sensors, and the digital signals of the frequency sweep and camera sensor
system. An overview of the data acquisition can be found in Figure 6.8. The Rasp-
berry Pi sends the current digital chirp and sensor signals from the control system to
the Arduino over SPI. Simultaneously the Arduino measures the analog signals from
the laser triangulation sensors. These measurements were sent over Serial to a laptop
for recording. This resulted in the data of the camera sensor system and the laser tri-
angulation sensors being synchronised. Since the ADC of the Arduino is adding noise
to the measurements, additional measurements were done with a NI-DAQ USB-6008
data acquisition unit. These measurements were synchronised to the data logged by
the Arduino by adjusting the starting time of the measurement.
By performing a Fast Fourier Transform (FFT) of the injected input to the measured
output, four frequency responses were found:

ŷ

d
= GH

1 + CGH
(6.11)

y

d
= G

1 + CGH
(6.12)

ŷ

n
= 1

1 + CGH
(6.13)

y

n
= − CG

1 + CGH
(6.14)

(6.15)
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laser triangulation sensors

mover

stator

Figure 6.7: Measurement setup with reference sensors used to measure the three planar DOFs: two
Micro-Epsilon optoNCDT1300-20 sensors and one optoNCDT1401-5. The two 20 mm range sensors
were used to measure the x-position and θ-rotation of the mover. The 5 mm range sensor was used
to measure the y-position of the mover. The light path of the lasers is indicated in red. The stage
has a size of 175x175x50 mm.

These responses for translation and rotation are shown in Figure 6.9 and Figure H.2
respectively. The plant is modelled as a mass damper with m = 0.464 kg and c =
6.9 Ns/m and the sensor dynamics are modelled as a time delay H = e−τs with
τ = 80 ms. The model matches closely to the measured response, except for the phase
of ŷ

n .
The delay found is higher than the 60 ms delay of the image-recognition algorithm
measured in subsection 3.4.5. This could be caused by communication delays between
the different software programs. An overview of the software can be found in Ap-
pendix I. The sensor signal is first sent from the sensor system algorithm over UDP
to the control system, and sent from there over UDP and SPI to the Arduinos. Since
the controller is running with a sample time of 4 ms, entering the control system and
exiting the control system consequently induces a delay of 4 ms. The UDP and SPI
protocols also introduce additional delays. The additional delay of 20 ms is however
also present in the final setup and should be taken into account when designing an
advanced controller.
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Figure 6.8: Data acquisition overview used for system identification. An Arduino was used to simul-
taneously measure the analog signals of the laser triangulation sensors and the digital signals from
the Raspberry Pi. A laptop was used to log the data.
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Figure 6.9: The translational response was identified with a frequency sweep injected to the system
as disturbance or noise. Outputs of the camera sensor and reference were recorded. By taking an
FFT of these signals the response was found. The responses match closely to the modelled dynamics,
except for the phase of ŷ

n
, using m = 0.464 kg, c = 6.9 Ns/m and H = e−τs with τ = 80 ms.
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By further post-processing the measured data, the sensor dynamics and plant dynam-
ics can be obtained.
Sensor dynamics are obtained with:

H =
GH

1+CGH
G

1+CGH
=

ŷ
d
y
d

= ŷ

y
(6.16)

Plant and sensor dynamics are be obtained with:

GH =
GH

1+CGH
1

1+CGH
=

ŷ
d
ŷ
n

= n

d
(6.17)

These responses are seen in Figure 6.10. A close match between the measured and
modelled dynamics is observed.
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(b) Sensor and plant dynamics GH
Figure 6.10: Sensor dynamics H and sensor and plant dynamics GH. A close match between the
measured and modelled dynamics is observed.

It is noteworthy that the damping value c = 6.9 Ns/m used in the modelled plant
deviates by only a factor 3.5 from the value 24 Ns/m calculated theoretically in Ap-
pendix B. This shows that the damping in translation can be predicted relatively well,
notwithstanding the fact that the model only contains the damping of the ferrofluid,
whereas in the real setup additionally Eddy current damping due to the copper heat
sink is present.

6.8 Advanced control
With the plant and sensor dynamics identified, a more advanced controller can be de-
signed to increase the bandwidth. The sensor system was seen to have two downsides:
• the sensor signal has a delay
• the sample rate is low creating ZOH output behaviour

Additionally, the delay and sample rate are not constant due to the sensor algorithm
using a different amount of time for each image.
A common approach to handle delay is to implement a model-based controller to
estimate the current sensor signal using a model of the plant. A common approach
to get rid of the sharp edges of the stepwise changing signal is by implementing
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a low-pass filter, called a reconstruction or anti-imaging filter. This filter causes
an additional phase shift in the frequency domain, corresponding to a time delay
in the time domain. This should be taken into account in the stability analysis.
By combining a reconstruction filter with a model-based controller a novel advanced
controller was designed to compensate for the downsides of the sensor system.

6.8.1 Model Predictive Control
A conceptual model predictive controller is seen in Figure 6.11. By using the output
of the controller as an input to a state estimator containing a model of the plant, the
position of the mover is estimated.

Controller

State estimator

System

Disturbance

Sensor

r ∆y F y

ŷ

yest

−

Figure 6.11: Model predictive controller for one DOF. The output F is used as an input to the state
estimator that contains a model of the plant. Based on F and the sensor signal ŷ the position of the
mover is estimated as yest.

Classical predictive control: Smith predictor
A Smith predictor [17] is a model-based controller for plants with a long dead time.
An overview of a Smith predictor is seen in Figure 6.12. A model of the plant Gm is
used to estimate the current state of the output of the system. The estimated signal is
used for direct feedback. Delaying this signal with the delay (e−sτm) of the plant, ŷm
is obtained. Comparing ŷm to the actual signal ŷ, allows the error between model and
measurement to be observed. This signal is additionally used as (delayed) feedback
signal, to correct for modelling errors and disturbances.

C G H=e−sτ

Gm Hm = e−sτm

r e +
d

u y ŷ

ym ŷm −
+

−

Figure 6.12: Smith predictor.

Master of Science Thesis Len van Moorsel



6.8. Advanced control 67

Combined with disturbance observer
The basic controller does not observe continuous disturbances to the system, such as
a disturbance created by gravity if the stage is not perfectly level. The error between
the model and the real measurement is used to compensate for this disturbance. A
Proportional and Integral (PI) controller is used to integrate the error and the output
of this controller is used as feedforward to the plant. The Smith predictor with
disturbance observer is presented in Figure 6.13.

C G H=e−sτ

PI

Hm = e−sτmGm

r e +
d

u y ŷ

ym ŷm

−

+
−

Figure 6.13: Smith predictor with disturbance observer.

6.8.2 Reconstruction filter
Theoretically the bandwidth of a control system is limited by the Nyquist-Shannon
sampling theorem, stating that the sampling rate of the sensor should be at least twice
as high as the maximum frequency range. For a good control performance however, a
rule of thumb is to choose a sampling rate of about 5 to 10 times the control bandwidth
of the controlled system. Based on this rule of thumb and the sensor system sampling
rate of 16 Hz, the control system would be limited to 1.6 or 3.2 Hz, not considering
the additional delay.
The sampling rate creates a stepwise changing signal. This is known as zero-order-
hold behaviour. To create a smooth signal, the sharp edges can be filtered by a
low-pass filter, called reconstruction filter. The filter however causes an additional
phase shift [16]. The implementation of and signals created by a reconstruction filter
are shown in Figure 6.14 and Figure 6.16a.

G H LPFu y ŷ ŷf

Figure 6.14: Reconstruction filter using a low-pass filter (LPF).

Additionally, the ZOH behaviour can be changed into first-order-hold (FOH) be-
haviour (Figure 6.15), by extrapolating the difference between the last and before-last
sample. This improves the quality of the reconstructed signal (Figure 6.16b). The
signal reconstructed by means of ZOH and low-pass filtering is a good estimate of the
original signal, it is however delayed.
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The transfer function of the LPF used is:

LPF (s) = 20
20 + s

(6.18)

The additional time delay is:
τLPF = 50 ms (6.19)

The following rules of thumb are found from theoretical simulations:
• The product of the sample rate and the filter coefficient should be chosen equal
to 1.2. For a sample rate of 60 ms the filter coefficient should be 20 s−1. The
filter becomes: 1

1+s/20 .
• The product of the filter coefficient and τLPF should be equal to 1. For a filter

coefficient of 20 s−1, τLPF = 50 ms.

G H FOH LPFu y ŷ ŷf

Figure 6.15: Reconstruction filter using a first-order-hold (FOH) element and a low-pass filter.
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Figure 6.16: Reconstruction filters using an LPF: 1

s/20+1 . (a) ZOH signal. (b) FOH signal. The ZOH
filtered signal closely matches the input signal, it is however delayed by 50 ms.

6.8.3 Smith predictor with reconstruction filter
By combining the Smith predictor with a reconstruction filter, a novel advanced con-
troller is designed (Figure 6.17). By measuring when the signal of the sensor system
is updated, a FOH element with variable sample rate was created. The sensor-system
delay τm is measured using the time difference between the last and second last sam-
ple. Additionally a delay of 20 ms was added to the measured sensor system delay
of approximately 60 ms, as was revealed by system identification of the sensor dy-
namics. An extra delay is added to compensate for the phase shift of the low-pass
reconstruction filter. The controller is implemented for one translational DOF.
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C G H FOH LPF

PI

Gm Hm = e−sτm e−sτLPF

r e +
d

u y ŷ ŷf

ym ŷm

−

+
−

τm

Figure 6.17: Novel advanced controller: Smith predictor combined with a disturbance observer and
a reconstruction filter using a first-order-hold element. The time delay of the sensor system τm is
continuously measured. An additional time delay is added to compensate for the phase shift created
by the low-pass filter.

6.9 Advanced controller
The advanced controller is a tamed PID controller tuned using the four guidelines
of section 6.5. Additionally a low-pass filter with a cutoff frequency of three times
the bandwidth is added directly before the controller, to attenuate high frequencies.
The parameters and stability margins are found in Table 6.2. The modelled responses
corresponding to the advanced controller are seen in Figure 6.18 and Figure H.3.

Table 6.2: Advanced controller: parameters and stability margins
translation rotation

bandwidth 10.1 Hz 10.2 Hz
Kp 628 1.3
Ki 3.9× 103 8.2
Kd 30.0 6.2× 10−3

τf 5.3× 10−3 5.3× 10−3

phase margin 48◦ 51◦

gain margin 5.0 5.1
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Figure 6.18: Advanced controller: The translational motions are controlled with a tamed PID con-
troller with an additional low-pass filter. It has a bandwidth of approximately 10 Hz.

6.10 Conclusion
A controller was designed to control the position of the three Degrees of Freedom of the
mover. A pseudo-inverse of the position-dependent force transformation matrix was
implemented to calculate the currents for the seven coils. A basic PI controller was
implemented and achieved a sub-Hertz bandwidth. Closed-loop system identification
was performed using the basic PI controller. The identified plant allowed a novel
advanced controller to be designed based on a Smith predictor and a reconstruction
filter, to handle the delay and zero-order-hold behaviour of the sensor system. The
advanced controller was tuned for a bandwidth of 10 Hz.
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7
Results

After implementing the controllers results can be obtained. The performance of the
demonstrator is measured in terms of step response, positioning precision, positioning
stability and linearity.
To measure the performance, the same reference sensors were used as in section 6.7.
However, the data is now only logged by the NI-DAQ system. These signals were not
used as feedback for the control system. The two sensors with a range of 20 mm have
a resolution of 12 or 13 µm. These two sensors are used to measure the position x
and rotation θ of the mover. The two sensors are placed at 50.5 mm from each other,
therefore the angular resolution is 0.0136◦ or 0.0147◦. The sensor with a range of
5 mm has a resolution of 3.3 µm and is used to measure the y-position of the mover.

7.1 Step response
The step response of the system was measured in order to evaluate the performance
of the demonstrator stage. A step response is used since a step contains an infinite
range of frequencies. 5 mm and 10◦ steps were performed and the rise and settling
times were measured (Figure 7.1).
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Figure 7.1: Step response with basic and advanced controller. (a) The basic controller in translation
creates a step response with a rise time tr of 0.19 s and a settling time ts of 0.93 s. The advanced
controller has a rise time of 0.072 s and a settling time of 1.59 s. The rise time is increased due to the
10 Hz bandwidth of the advanced controller. The settling time is expected to reduce with improved
tuning. (b) The basic controller in rotation creates a step response with tr=0.29 s and ts=2.5 s. The
step response could be improved by tuning the controller and implementing the advanced control
scheme for rotation.
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7.2 Positioning precision
To determine the repeatability of the system, multiple steps of the same size were
made as seen in Figure 7.2. The position at the end of each step was measured with
the reference sensors, and the measured position was compared to the desired position.
To create a large data set, 25 steps of 20 sec were made and the error between the
desired position and final position was calculated. Step sizes of 1 mm and 20◦ were
used. The spread in the data gives a measurement for the precision of the stage
(Figure 7.3).
For translation the probability density function shows a normal distribution. The 3σ
precision is 16.0 µm, meaning that 99.7 % of the steps are within a range of ±16 µm.
For rotation the stage is controlled to within the resolution of the reference sensors.
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Figure 7.2: Steps of 1 mm and 20◦ for measuring the repeatability of the system, by means of laser
triangulation sensors.
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(b) Rotation
Figure 7.3: Positioning precision with basic controller. The positioning precision (3σ) is 16.0 µm for
translation. In rotation the resolution of the 20 mm range laser triangulation sensors, in combination
with the 12-bit NiDAQ-6008 data acquisition unit, is too low to fit a normal distribution. Worst case
the positioning precision (3σ) would be 0.028◦. Two bars are created around the mean instead of
one. This is caused by the slight difference in resolution of the two sensors. Two 5 mm sensors and a
16-bit NiDAQ-6211 would be preferred to measure the precision more accurately.
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7.3 Positioning stability
Next to positioning precision, it is also important to know how close the mover stays
to the desired location once the mover has arrived at that location. The positioning
stability is determined by positioning the mover at a desired location, and measuring
its position over 300 s with the reference sensors. It includes the measurement stability,
actuator stability and the disturbances. The error is normally distributed (Figure 7.4).
The 3σ positioning stability in translation is 14.3 µm. This means that 99.7 % of the
time the mover stays within ±14.3 µm of the desired location. It is noteworthy that
this is only a fraction of the sensor resolution of 83 µm. The 3σ positioning stability
in rotation is 0.046◦.
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Figure 7.4: Positioning stability with basic controller measured over 300 s. The resolution of the laser
triangulation sensors is low in rotation. A better measurement could be obtained with the setup
described in Figure 7.3.

Number of bins: 320x240
Additional measurements were performed with 320x240 image sensor bins. The results
is a 3σ positioning stability of 8.7 µm and 0.048◦. It is noteworthy that this is only a
fraction of the sensor resolution of 42 µm seen by each pixel bin.
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(b) Rotation: 3σ = 0.048◦

Figure 7.5: Positioning stability with basic controller and 320x240 pixel bins. The positioning stability
in translation improves by a factor 1.6 by increasing the number of pixel bins with a factor 2. No
improvement was seen in rotation, this could however be caused by the low resolution of the reference
sensors for rotation.
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7.4 Linearity
In order to assess the linearity of the step response, consecutive steps of 1 mm and
1◦ were made from −10 mm to 10 mm and −10◦ to 10◦ (Figure 7.6). The large
range sensors are now also used to measure the translations. The 20 mm range of the
reference sensors is limiting the measurement at −10 mm.
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Figure 7.6: Consecutive steps of 1 mm and 1◦ using the basic controller.

Additionally, different step sizes are made, by making a steps from the central x = 0
y = 0 position and returning to that position after 20 s (Figure 7.7). The overshoot
increases linearly with step size.
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Figure 7.7: Step response for different step sizes using the basic controller.
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7.5 Specifications of the complete system

Table 7.1: Specifications of the complete system

Performance
Translational settling time (5 mm step) 0.93 s
Rotational settling time (10◦ step) 2.5 s
Precision (3σ) in translation 16.0 µm
Precision (3σ) in rotation ≈ 0.028◦

Stability (3σ) in translation (160x120 bins) 14.3 µm
Stability (3σ) in translation (320x240 bins) 8.7 µm
Stability (3σ) in rotation ≈ 0.048◦

Sensor system
Resolution 83 µm/bin
Number of bins 160x120
Measurement dispersion (3σ) in translation 3.9 µm
Measurement dispersion (3σ) in rotation 0.0177◦

Sample rate ≈ 16 Hz
Time delay ≈ 60 ms
Depth of Field 4.0 mm

Actuator
Resistance coils 1.8 - 2.0 Ω
Inductance coils @ 1 kHz 24.1 - 26.5 µH
Average tangential motor constant per coil 0.25 N/A
Average rotational motor constant per coil 12.5× 10−3 Nm/A

Amplifier
Type H-bridge
PWM frequency 20 kHz
Maximum current 1.9 A

Physical properties
Translational range 30 mm
Rotational range ∞
Moving stage mass 464 g
Moving stage moment of inertia around z 9.5× 10−4 kgm2

Moving stage diameter 152 mm
Moving stage thickness 6 mm
Actuator dimensions 175x175x2 mm
Overall stage dimensions 175x175x50 mm
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8
Discussion

Comparison to previous research. Within the portfolio of micrometre stages
built to date, sensor systems are the main cost drivers and limiting factors of these
stages. Sensors should be the main consideration for decreasing overall cost. Compar-
ing the present stage to previous work of Café [1], Mok [2] and Habib [3], a number
of differences is observed:

• The stage developed in this thesis has a significantly lower cost (e300) than
the research stage developed by Café (e35000) and Habib (e800). The cost is
however higher than the stage by Mok (e200).

• The positioning precision (3σ) of 16.0 µm is lower than that achieved by Mok,
Habib and Café (9.7 µm, 0.2 µm and 10 nm respectively).

• On the other hand, this system is able to translate 30 mm compared to 9 mm or
10 mm in the other stages, allowing larger surfaces to be scanned.

• Compared to the achieved 360◦ rotation of Habib, the present stage is able to
freely rotate for an infinite number of rotations, which is not seen in any of the
other developed stages.

Limitations. In this stage the sensor algorithm is limiting the performance of the
complete system. Some of the limitations of the system are listed:

• The image sensor was chosen for its low cost, high number of pixels, absolute
performance and full insight in the software used to extract position information
from the captured images. The required computational effort by the image-
recognition software, running on the processor of the microcontroller, limits the
resolution and bandwidth of the system.

• Additionally, the sensor system is limited in speed due to blurring of the images
when the target translates within the time that the image sensor captures light
for one image. With the current magnification, the image sensor system was
tested to track speeds of 480 mm/s, which is more than sufficient for this system.
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78 8. Discussion

• Without the sensor system limitations, probably the communication delays be-
tween the different software programs and the control system would be the
limiting factor for control bandwidth.

• Due to the desired bandwidth of 10 Hz, it was regarded unnecessary to perform
a mechanical vibration analysis of the system. The out-of-plane stiffness of the
PCB could however limit the system at higher frequencies.

Scaling. The developed knowledge allows the system and its subsystems to be scaled
for applications in other fields of research.

• The range of the sensor system could be increased without affecting the resolu-
tion, with a larger target.

• The resolution of the sensor system could be increased up to the diffraction limit
of the optical system by:

– simultaneously decreasing the size of the markers and increasing the optical
magnification;

– increasing the number pixels of the image sensor.

• The translational range of the actuator could be increased by scaling its total
planar dimensions.

• An actuator with a different number of coils and permanent magnet poles could
be designed by using the developed design guidelines.

Future perspective. Computational power per unit cost is expected to follow
Moore’s law. Future microcontroller generations will thus be able to process a larger
number of pixel bins at increased sample rates. The increase in positioning stabil-
ity performance from 14.3 µm to 8.7 µm with number of pixel bins, demonstrates a
promising future for precise positioning systems based on low-cost image-recognition
sensor systems.
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9
Conclusion

Looking into the possibilities to decrease the cost of precision stages, a low-cost three
degree of freedom micrometre precision stage using a single image sensor was success-
fully designed, implemented and validated. The stage can complete an infinite number
of rotations and has a translational range of 30 mm in two directions. The system
has a 3σ positioning precision of 16.0 µm in translation and 0.028◦ in rotation and a
3σ positioning stability of 8.4 µm and 0.046◦ was achieved. This is an especially good
result considering a component cost of e300. The combination of infinite rotation
and relatively large translational range at a low cost has resulted in a one-of-a-kind
positioning system. The performance of the system is mainly limited by the sensor
system and the corresponding image-recognition algorithm.

Sensor system. The image sensor is by itself incapable of detecting positions. An
absolute three Degree of Freedom micrometre-precision sensor system was developed
by combining the image sensor with an absolute position target consisting of an array
of 2D barcodes, and a state-of-the-art image-recognition algorithm developed at the
university of Córdoba. The computational effort of the image-recognition algorithm
causes a time delay and a relatively low sample rate. A trade-off between sensor
resolution, sample rate and delay resulted in a sensor system with the following spec-
ifications: 120x160 pixel bins; an optical resolution of 83 µm, increased with pixel
interpolation to a 3σ measurement dispersion of 3.9 µm in translation and 0.018◦ in
rotation; an average sample rate of 16 Hz; an average time delay of 60 ms and a depth
of field of 4 mm.

Actuator. To actuate the stage, coils are used as Lorentz actuators, embedded in a
stator PCB. The coils create Lorentz forces on permanent magnets in the mover. An
analysis of 60 axial flux permanent magnet motor (AFPMM) concepts was performed
and design guidelines were established for an AFPMM that is able to translate in
x, y, which is not possible in conventional AFPMMs. The concept with 7 coils and 8
magnet poles was selected for implementation. A semi-analytical model was developed
to determine the force that each coil exerts on the mover at every location and rotation.
Force measurements revealed a 12 % deviation between the model and reality.
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80 9. Conclusion

Ferrofluid bearing A ferrofluid bearing was implemented between mover and PCB
stator. The bearing has a vertical stiffness of 800 kN/m and a load capacity of 100 N.
This is 100 times the required load capacity.

Control system. The demonstrator stage is a Multiple-Input Multiple-Output sys-
tem. A transformation matrix decouples this system into three Single-Input Single-
Output systems, decreasing the control complexity. A commutation strategy to trans-
late and rotate the mover at every location was successfully implemented in the control
scheme, by using the results of the semi-analytical model in the transformation matrix.
Current controllers based on H-bridges compensated for the increase in resistance of
the coils with temperature. Non-linear behaviour of the H-bridge and current sensor
was observed and corrected for with lookup tables.

Increased control bandwidth. The sample rate and delay of the sensor limits
the control bandwidth of the system to below 1 Hz. This behaviour was experimen-
tally validated and mainly caused by the image-recognition algorithm. The control
bandwidth has been successfully increased to 10 Hz by implementing a novel model
predictive controller (MPC). The MPC uses an observer and a reconstruction filter
to compensate for the 60 ms delay and 16 Hz sample rate of the sensor system. The
observer uses information about the system inputs, sensor dynamics, reconstruction
filter and dynamic properties of the plant. Instead of using the delayed sensor infor-
mation, the estimation of the actual position was used to control the system.

Low-cost system. In line with the low-cost requirements, the system has been
implemented to run standalone on low-cost microcontrollers. A Raspberry Pi is used
for the image-recognition algorithm, complete control system and communication with
the image sensor, actuator and human machine interface. Two Arduinos based on
Cortex-M0 architecture were used for the designed current controllers of the amplifier.

Summary. A standalone, high-performance positioning system was built, by using
a low-cost image sensor. Full system knowledge of the mechatronic design and trading
off specifications of the individual subsystems allowed high overall performance to be
achieved. The project was completed with a final component cost of e300, in a time
frame of eleven months. Although the image-recognition algorithm is limiting the
system, the cost of computing power decreases annually. The feasibility of using an
image-recognition sensor system for micrometre positioning was demonstrated in this
thesis, and shows a bright future for micrometre positioning systems based on this
technology.
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A
Paper proposals

In this appendix the abstracts of two proposals for papers are presented.

A.1 Axial Flux Permanent Magnet Motor Design for Large
Translations

Abstract
This paper presents the design and analysis of a novel planar axial flux permanent
magnet motor. The motor was designed for translations of 30 mm in x and y and
an infinite range of rotation in θz. A planar ferrofluid bearing was used to constrain
the remaining three Degrees of Freedom. A conceptual analysis was performed to
characterise forces generated in x and y and torque in θz. 60 actuator concepts were
considered in this analysis, with different number of stator coils and magnetic poles.
One of these concepts was chosen for implementation, after considering manufacturing
and implementation constraints. The motor constants of this setup and the pseudo-
inverse matrix necessary for required force and torque to coil current transformation
were theoretically calculated. The force generated by the prototype was measured for
model validation.

85



86 A. Paper proposals

A.2 XY∞: Implementation of a Vision System for Position
Control of a Planar Precision Stage

This paper presents the implementation of the image sensor and image-recognition
algorithm for position control of the planar stage.
Targeted journal: Sensors and Actuators A: Physical
Targeted conference: Vision, Robotics & Motion

Abstract
Given the current lack of cost-effective vision sensors for precise 3DOF planar posi-
tioning systems and a foreseen increase in speed and resolution of image-recognition
algorithms, a relevant research topic is the feasibility study of micrometre positioning
using vision. In this research, a low-cost vision system was designed and implemented
on a three degrees-of-freedom planar precision stage for digital microscopy applica-
tions. An axial flux permanent magnet motor design capable of large translations
in x and y and infinite rotations in θz was designed in previous research. For the
vision system, a cost-effective image sensor and open-source image-recognition algo-
rithm were selected. The image-recognition algorithm detects the position of a marker
map placed on the bottom of the moving stage. The algorithm is able to determine
6 degrees-of-freedom position information, however only the three planar degrees of
freedom are required. The delay of the sensor system is not constant and restricts the
bandwidth of the system significantly: 0.8 Hz was achieved with a PI controller. A
Smith predictor was implemented to compensate for this dynamically changing delay.
Furthermore, the zero-order-hold behaviour of the sensor was filtered with a first-
order-hold reconstruction filter. A novel controller was developed by compensating
for the additional delay of the reconstruction filter with the Smith predictor. A PID
controller designed with this technique achieved a bandwidth of 10 Hz. The results
obtained on the practical setup are provided and discussed.
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B
Ferrofluid damping

B.1 Translation
The translational damping coefficient c of a ferrofluid bearing can be calculated ac-
cording to [11]:

c = ηrηb
Abearing
hbearing

(B.1)

where ηr is dependent on the velocity profile of the fluid and is approximately 4 in
case of trail formation. ηb is the ferrofluid viscosity, hbearing is the fly height of the
bearing and Abearing the total contact area of the bearing:

Abearing = wferrofluid(π(Douter +Dinner) +m · Douter −Dinner
2 ) (B.2)

where wferrofluid is the width of each ferrofluid line segment, Douter and Dinner are the
outer and inner diameter of the magnet ring and m is the number of poles.
With, ηr = 4, ηb = 0.25 Pas, m = 8, Douter = 120 mm, Dinner = 60 mm, and assuming
a fly height of hbearing = 100 µm and a ferrofluid line thickness of wferrofluid = 3 mm, a
damping of c = 24 Ns/m is obtained.

B.2 Rotation
The torque T needed to overcome rotational damping can be calculated according
to [11]:

T =
∫ ∫

S
τr2drdθ =

∫ ∫
S
η
rω

h
r2drdθ = η

ω

h

∫ ∫
S
r2drdθ = η

ω

h
J = ηrηb

ω

h
J (B.3)

where
∫ ∫

S is the surface integral, defined by the radius r and the angle θ, ω is the
angular velocity of the bearing and J the polar moment of inertia1 of the ferrofluid
contact.
The rotational damping coefficient Crot can thus be calculated with:

Crot = T

ω
= ηrηb

J

h
(B.4)

1The polar moment of inertia J should not be confused with moment of inertia (rotational equivalent
for mass) or area moment of inertia (used to calculate bending of a beam).
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88 B. Ferrofluid damping

For a mover with m magnet poles, the polar moment of inertia consists of three terms:

J = Jinner +m · Jline + Jouter (B.5)

where Jinner, Jline, Jouter correspond to the inner ring, the m line segments and the
outer ring of the bearing.
Special care must be taken to decide which ηr is used for what part of the polar moment
of inertia. When the disk rotates around its centre, the ferrofluid at the inner and
outer ring has a triangular velocity profile, corresponding to ηr = 1, whereas the line
contacts have a velocity profile consisting of a triangle combined with a parabola,
corresponding to ηr = 4.
This gives the following rotational damping coefficient:

Crot = ηb
h

(Jinner +m · 4Jline + Jouter) (B.6)

Rings The polar moment of inertia of the inner and outer rings can be calculated
with:

Jring = π

4 (r4
2 − r4

1) (B.7)

This gives: Jinner = 2.55× 10−7 m4 and Jouter = 2.04× 10−6 m4

Line segments To calculate the polar moment of inertia of the lines, the perpen-
dicular axis theorem is used. It relates Jz to the area moments of inertia about the
other two mutually perpendicular axes: Ix and Iy. Jz = Ix + Iy

Ix = (router − rinner)w3
ferrofluid

12 (B.8)

for the long axis of each line segment and

Iy = wferrofluid(r3
outer − r3

inner)
3 (B.9)

for the short axis of each line segment.
Assuming wferrofluid = 3 mm gives a polar moment of inertia of each line segment of
Jline = 1.89× 10−7 m4.
Assuming a bearing fly height of 100 µm, a total rotational damping coefficient Crot
of 20.9× 10−3 Nms/rad is obtained. The inner ring contributes 0.6× 10−3 Nms/rad,
the outer ring 5.1× 10−3 Nms/rad and the eight line segments 15.1× 10−3 Nms/rad.
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C
Image sensor technology and

hardware selection

C.1 Image sensor technology
Two types of image sensor technology have been generally applied in past 50 years:
CCD and CMOS. The CCD was invented in 1969 and measures the movement in
electrical charge. Pixels of a CCD are represented by capacitors, which allow the
conversion of incoming photons to electron charges. The CCD is used to measure the
movement in charge. They are widely applied in professional and scientific applica-
tions where high-quality imaging is required. CMOS is a technology for constructing
Integrated Circuits (ICs) and was patented in 1967. The name CMOS is also used
to describe the image sensors made with this technology. Different than CCD, the
electrons captured in the capacitors are not shifted to a single output amplifier, but
transformed into a voltage directly at the source. The difference in working principle is
shown in Figure C.1. By using additional electronics per pixel, the image information
can be read in less time than with CCD sensors. The disadvantage is that additional
space is required for the electronic circuit. This light sensitive area of a CMOS sensor
is thus smaller than that of a CCD sensor, and less photons can be collected.

Figure C.1: Design of a CCD sensor (left) and a CMOS sensor (right)a. The charge is shifted pixel
by pixel in the CCD sensor. In the CMOS sensor the charge of each pixel is directly converted to a
voltage and measured. This makes the CMOS much faster.

ahttp://s.baslerweb.com/media/documents/BAS1505_White_Paper_Benefits_of_CMOS_EN.pdf
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90 C. Image sensor technology and hardware selection

In applications with less accurate demands, such as digital cameras CMOS technology
has traditionally been mainly applied. Although CMOS was known to acquire lower
quality images than CCD, the quality of CMOS has significantly increased. Due to
its lower power consumption and lower cost than CCD, much research has gone into
improving the CMOS technology. Therefore, in case of consumer electronics, CMOS
is nowadays outperforming CCD on almost any performance indicator.

C.2 Hardware selection
Hundreds of different image sensors are available all with different characteristics.
Since this research is about high precision position sensors, resolution is important
for static performance and frame rate for dynamic performance. Additionally a goal
is to build a standalone system using a low-cost microcontroller and the image sensor
needs to be commercially available and easy to implement.
After a market research the OmniVision OV5640 and OV5647 5 MP sensors with a
maximum frame rate of 120 fps were found. The OV5640 module is specified to work
with the pcDuino Acadia based on a 1.2 GHz ARM Cortex A9 processor. However,
the Camera Serial Interface (CSI) connector on the camera module was found not to
be compatible with the microcontroller. The Raspberry Pi V1.3 camera module is
based on the OV5647 and uses a Mobile Industry Processor Interface (MIPI) Camera
Serial Interface Type 2 (CSI-2) to connect with the Raspberry Pi. The Raspberry
Pi 3B is based on a 1.2GHz ARM Cortex A53, which has slightly lower performance
than the pcDuino. This sensor and microcontroller were selected for conceptual val-
idation. Apart from a compatible sensor module, an additional advantage of using
the Raspberry Pi over the pcDuino is a larger online community working on software
for this hardware. During the project a new 8 MP camera sensor module V2.1 for
the Raspberry Pi was released based on the Sony IMX219 and was used for the final
design. The V2.1 camera is preferred over the V1.3 camera, since at a frame rate of
90 fps, limited by the sensor software, the V2.1 camera reads out 1280x720 pixels, in
contrast to the 640x480 pixels of V1.3. More pixels can be used for a higher resolution
of the sensor system.
The Raspberry Pi is limiting the data transfer between the image sensor and the
microcontroller processor. MIPI CSI-2 version 1.01 supports up to four data lanes,
where each lane has a maximum of 1 Gbps bandwidth, however only two are available
for the Raspberry Pi. With these two MIPI data lanes, a maximum frame rate of
120 fps can be achieved. However, if all 4 MIPI lanes of the V2.1 camera would
be used, the sensor is able to produce an image size of 1280x720 pixels at 198 fps
or 960x540 pixels at 240 fps. The Raspberry Pi Compute Module has two CSI-2
interfaces. Interface 0 has two data lanes, interface 1 has four data lanes. If higher
frame rates are essential, the Raspberry Pi Compute Module 3 could be used, which
is expected to be released in the beginning of 2017.
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D
Detailed magnetic design

In this appendix the detailed considerations for the magnetic design are described.

D.1 Magnet thickness
For precise positioning systems it is important to have high accelerations so that the
mover arrives at the desired position within a short time.
The accelerations of the mover are related to its mass and the force acting on the
mover, by Newton’s Second Law of Motion:

a = F

m
(D.1)

The goal is thus to select magnets which can create the highest force per unit mass
of the rotor. Since the generated force is linearly related to the magnetic flux density,
magnets with the highest flux density per unit mass are the objective. In general
magnets with smaller thickness have a higher flux density per unit mass than thicker
magnets. Therefore the thinnest available magnets, with appropriate dimensions in
the xy-plane, were selected. The selected magnets are 4 mm thick.

D.2 Steel backing plate
A steel backing plate is used for the following reasons:
• The magnetic flux density at the coils is increased.
• The magnetic flux density is decreased above the mover: the location where the
object of interest for microscopy is placed. This allows lightly magnetic objects
to be easily removed from the mover.
• The different magnet segments can be easily assembled into one ring.
• The stiffness of the mover is significantly increased, which comes at only a small
reduction in achieved accelerations, since the forces are simultaneously increased.

The steel backing plate reduces the reluctance path of the magnetic flux. The magnetic
flux Φ can be calculated with [16]:

Φ = F
R

= Brlm
µ0R

(D.2)

where F is the magnetomotive force and R the reluctance of the flux path. Br and
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92 D. Detailed magnetic design

lm are the remanent flux and length of the magnet from north to south pole and µ0
is the magnetic permeability equal to 4π × 10−7 NA−2.
An analogy between an electric and a magnetic circuit can be made: voltage is equiv-
alent to magnetomotive force F , resistance to reluctance R and current to magnetic
flux Φ. Since the relative permeability of steel is a factor 5000 higher than that of air,
the magnetic flux and therefore the magnetic flux density B, can be increased below
the mover with a steel backing plate.
The steel backing plate however also increases the mass of the mover. The steel
backing plate increases the mass more than the force, thereby reducing the maximum
accelerations. A trade-off was made and a steel backing plate of 2 mm was selected.
It increases the mass of the mover from its magnet mass of 253 g to 464 g.

D.3 Single or double rotor
Single and double rotor configurations are seen in literature. A single rotor single
stator configuration was selected, however a double rotor single stator configuration
was also investigated. By doubling the number of magnets, the flux density could be
increased by a factor 3 and maximum accelerations by a factor 1.5. The location of
the ferrofluid was also simulated in COMSOL. The ferrofluid spreads over the mover,
increasing its contact area with the stator and thereby significantly increasing the
damping coefficient of the bearing. A single rotor configuration was chosen for its
lower cost, lower number of parts, better serviceability and lower damping compared
to a double rotor configuration.

0

-1

1

B [T]

(a) Single rotor

0

-1

1

B [T]

(b) Double rotor
Figure D.1: Magnetic flux density in z-direction for a single and double rotor configuration. The single
rotor configuration has an average magnetic flux density in z-direction of 0.35 T. For the double rotor
configuration it is 0.85 T. This increases the possible forces by a factor 2.4, however the accelerations
only increase by a factor 1.2 due to the additional mass. The 20 % increase in acceleration comes at
a twice as high component cost.

D.4 Distance between rotor and stator
Increasing the distance between the rotor and stator leads to a lower magnetic flux
density in z-direction at the location of the coils,. Increasing the distance thus reduces
the Lorentz forces that can be generated by the coils. The mover is therefore placed
as close as possible to the stator.
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D.5. Steel ring and ferrofluid location 93

D.5 Steel ring and ferrofluid location
The location of the ferrofluid is defined by the magnetic field intensity, the load that
the bearing has to carry and the applied amount of ferrofluid. Since the magnetic
field intensity is highest where a north and south pole meet, all ferrofluid accumulates
at those edges. Therefore no air pockets are formed with a simple steel plate.
By adding steel rings on the inside and outside of the magnet ring, the field intensity
is increased at the locations where the magnets meet the rings. Ferrofluid pockets
will therefore be formed, increasing the load capacity and stiffness of the bearing.
The stiffness of the pockets additionally increases the stiffness for tilt. The steel rings
however also decrease the average magnetic flux density in z-direction.

D.5.1 Ferrofluid location defined by the magnetic field intensity
The magnetic field intensity at 1 mm below the rotor is seen in Figure D.2, for a rotor
with and without steel rings.
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(a) without steel rings
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0
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3

2

x105

1

(b) with steel rings
Figure D.2: Magnetic field intensity H at 1 mm below the rotor, for a configuration without steel
rings (a) and with steel rings (b). The location of the ferrofluid is determined by the magnetic field
intensity. The ferrofluid accumulates at the red and yellow locations. The steel rings influence the
location of the ferrofluid. By adding steel rings to the backing plate, air pockets are formed.

D.5.2 Flux density
Figure D.3 shows that the steel rings reduce the average magnetic flux density in
z-direction, due to the opposite flux at the location of the rings. Since the Lorentz
force generated by one coil is related to the average magnetic flux density, the steel
rings decrease the maximum Lorentz force created by each coil.
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0.5
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(a) without steel rings

0.5

B [T]

-0.5

0

(b) with steel rings
Figure D.3: Magnetic flux density in z-direction at 1 mm below the rotor, for rotor configurations
with and without steel rings of 1 mm. The configuration without steel rings has a higher average
magnetic flux density in z-direction. Therefore it allows higher Lorentz forces to be generated.

D.5.3 Negligible influence of current on the ferrofluid location
To calculate the influence of the currents on the location of the ferrofluid, the magnetic
field due to an infinitely long straight wire is calculated. The magnetic field strength
H, created by a straight winding of length dl, is related to the current I by:

I =
∮
Hdl (D.3)

I = H2πr (D.4)

H = I

2πr (D.5)

where r is the orthogonal distance to the wire segment. The magnetic flux density B
is related to the magnetisation M and field intensity by:

B = µ0µr(M +H) (D.6)

where µ0 is the magnetic permeability in vacuum and µr the relative permeability. In
air M = 0 and µr ≈ 0, thus, B due to an infinitely long, straight wire is given by [19]:

B = µ0H = µ0I

2πr (D.7)

For a current of I = 1 A and a distance of r = 0.01 mm, B = 4π·10−7

2π·10 × 10−6 = 2× 10−2 T.
Since the flux density of the permanent magnets is a couple of orders of magnitude
higher (≈ 0.3 T), the effect of the current on the location of the ferrofluid can be
neglected.
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D.6. Magnet selection 95

D.6 Magnet selection
To create the magnet ring, 16 magnets are needed. Since production can cause a
spread in flux density inside each magnet, 24 magnets were ordered. To determine
the spread in magnetic flux density between the different magnets, they were placed
on a steel plate of 2 mm thick, and the maximum flux density in z-direction of each
magnet was measured. The measurements are shown in Figure D.4 and a large spread
in magnetic flux density is seen.
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Figure D.4: Probability density function of the maximum magnetic flux density in z-direction of
different magnet segments.

There are a number of different ways to cope with this spread in magnetic flux density,
based on the scalar equation of the Lorentz force.

F = BIl (D.8)

• The magnetic flux density B could be equalised at the height of the coils, by
changing the z-position of each individual magnet. Additionally B could be
adjusted by adding back iron locally to the rotor above weaker magnets, or
removed from the rotor above strong magnets.

• The current through each coil could be adjusted for by the control system, to
compensate for the weaker magnetic flux density. This would however lead to a
control system that is different for different rotors, which is undesirable.

• The magnetic flux density can be evened out by measuring all magnets, and
selecting the 16 magnets with the lowest standard deviation. This creates a
negligible dependency of the motor constants on the position of the mover due
to difference in magnets. This is the solution chosen for the final rotor assembly,
since the least mechanical adjustments need to be done to the rotor and the
control system can be the same for every 90◦ of rotation.
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E
PCB design for an electromagnetic

actuator

This appendix elaborates on the basics of a PCB and the method used to design a
stator PCB that meets manufacturing requirements.

E.1 PCB basics
A PCB typically consists of four layers:
• base layer (FR4)
• copper layers
• soldermask
• silkscreen

The base layer is usually glass fibre FR4 and adds stiffness and thickness (usually
1.55 mm) to the PCB. On the outside of the FR4, thin copper foils are laminated. The
thickness of a copper layer is expressed in terms of ounces per square feet (oz). One
oz corresponds to 35 µm. Typical thicknesses are 18 µm, 35 µm, 70 µm, and 105 µm.
PCBs with 1 to 16 copper layers can be found. A layer of soldermask covers the
outside copper layers, and adds the green or black colour to the PCB. On top of the
soldermask, a layer of silkscreen is added. It contains text and symbols for humans
to understand the PCB and is usually white.

E.2 Board design
For PCB design two files are used: one schematic that contains information about
which connections should be made between components; a board file that contains
an actual drawing of the copper and via locations. The schematic design file is very
simple and consists only of the connector used to connect the PCB to the amplifiers.
The board design file is much more advanced. Both the bottom and top design can
be found in Figure 4.13.

E.3 Size of PCB and coils
The size of the PCB is based on the translational range of motion and the size of the
magnet segments. The target is sized to allow translations of 30 mm. It has a width of
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E.4. Design approach 97

37.5 mm and a diagonal of 53 mm. Magnet segments are selected that allow the target
to be placed inside the magnet ring. These magnets have an inner radius of 30 mm
and an outer radius of 60 mm, creating a ring with an outer diameter of 120 mm.
The coils are designed such that each magnet segment only “sees” the straight part
of a coil at every location. Therefore the coils have a length as long as the range of
translation plus the radial length of each magnet. The outer diameter of the straight
part of the coils (150 mm) is equal to the outer diameter of the rotor of (120 mm) plus
the translational range (30 mm).

E.4 Design approach
The PCB design was performed in Eagle. Since this application is normally used
for PCBs for electrical design rather than electromagnetic designs, the Eagle user
interface snaps the copper traces to predefined coordinates defined by a square grid
that can be adjusted in size. Since the desired coils are not square, it is decided to
calculate the position of the windings with Matlab rather than to draw it manually
in Eagle. Eagle has a command line interface that allows the traces to be placed.

E.5 Eagle commands
The following eagle commands were used to draw the PCB traces (from x1,y1 to
x2,y2) and vias in Eagle:
• wire (x1 y1) (x2 y2); (for a straight trace)
• wire (x1 y1) @+radius (x2 y2); (for a curved trace with positive radius)
• wire (x1 y1) @-radius (x2 y2); (for a curved trace with negative radius)
• via (x y); (to place a via at a specified location)

Additional useful commands were found to be:
• polygon; (to start drawing the border of an area that has to be filled with copper,

known as polygon pour)
• name; (to name the created border)
• ratsnest; (to create the polygon pour and shorten unrouted traces, known as

airwires)
• ripup @ ; (to remove polygon pour)
• change shape round; (to change the shape of a via to round)

E.6 Meeting the design rules
In order to meet the design rules set by manufacturer Eurocircuits, design rule checks
can be automatically performed in Eagle. It is important to note that Eagle is not
able to check if two copper traces are too close to each other if they are part of the
same signal. The traces that are part of one coil will thus not be checked for enough
spacing. This check can be performed as long as the windings are not connected to
one another. A design can be check by the performing the following steps:

1. Construct the sides of the coil and the top half
2. Perform the design rule check
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3. Remove all traces
4. Construct the sides of the coil and the bottom half
5. Perform the design rule check
6. Add the top half of the coils again to create one full winding.

By designing the location of the traces in Matlab, drawing the traces that meet the
design rules is simplified.

E.7 Exporting Eagle files to Solidworks
To see if the design made in eagle matches the CAD design in Solidworks, it is useful to
be able to import the Eagle design into Solidworks. The steps necessary are described
below.
A small ULP (User Language Program) file called generate_3d_data_v091.ulp can
be downloaded from cadsoft.io. This ULP generates IDF (.emp, .emn) format 3D
CAD exchange files from Eagle files (.brd, .sch).
In order to function, the outer dimensions of the board have to be drawn on layer 50.
The components should be drawn in layers 57 and 58. The line thickness used specifies
the height of the PCB and the components. The thickness and height outputs are
defined as 1000 times the width of the lines on these layers.
These layers are not standard, and can be generate using the command line:
• LAYER 50 BoardDimension3D
• LAYER 57 tCAD
• LAYER 58 bCAD

By running the ULP script Eagle can generate .emn and .emp files. These can be
imported into Solidworks by using an add-in called Circuitworks. The Add-ins can be
found under the Solidworks Tools menu. Circuitworks subsequently allows the user
to build a Solidworks model from the .emn and .emp files.
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F
PCB connector and pin-out

Table F.1: Molex micro-fit connector pin-out
Pin Connection Pin Connection
1 Coil 1, positive 9 Coil 1, negative
2 Coil 2, positive 10 Coil 2, negative
3 Coil 3, positive 11 Coil 3, negative
4 Coil 4, positive 12 Coil 4, negative
5 Coil 5, positive 13 Coil 5, negative
6 Coil 6, positive 14 Coil 6, negative
7 Coil 7, positive 15 Coil 7, negative
8 Ground 16 Ground
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G
Current controller

Two controllers can be implemented on the Arduino to convert the current setpoint
received from the Raspberry to a duty cycle D applied to the H-bridge:

1. Feedforward controller (Figure G.1)
2. Feedback controller (Figure G.2)

H−1
load H−1

H−bridge Plant
Iref V D I

Figure G.1: Feedforward controller

PI Plant

HI−sensorH−1
I−sensor

Iref ∆I D I

−

Ifb

Figure G.2: Feedback controller

The feedforward controller uses the inverse of the transfer function of the load
(Hload), calculated in chapter 5:

Hload = I

V
(G.1)

Also the inverse of the non-linear behaviour between duty cycle and voltage of the H-
bridge (HH−bridge) is used. The accuracy of the feedforward controller depends on how
well Hload and HH−bridge are known. Especially Hload is relatively uncertain, due to
the increase in resistance of the coil with temperature and the unknown temperature.
Above 0.5 A the temperature of the coil was found to rise significantly above room
temperature. HH−bridge is non-linear, however, well known and repeatable.
The feedback controller uses the measured current. The non-linearity between
measured current and actual current (HI−sensor) was revealed in section 5.5, and a
good fit of the form y = axc + b has been found. The feedback controller is thus
expected to give a current output corresponding closer to the reference than the
feedforward controller. However, the inverse of this transfer function has an infinite
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sensitivity at low currents. A small measurement error will therefore create a large
change in measured and output current.
For these reasons the feedforward controller was implemented for the entire current
range, assisted by the feedback controller for currents above 0.5 A, to compensate for
changes in current due to an increase in resistance of the coils. Integral anti-windup
of the PI controller was implemented by clamping the output of the controller.
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H
Rotational controller

In this appendix the rotational controller design is discussed. The basic controller,
system identification and advanced controller are covered. For the translational con-
troller the reader is referred to chapter 6.

H.1 Basic controller
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Figure H.1: The rotational motion is controlled with a basic PI controller with a bandwidth of
approximately 0.57 Hz.
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H.2 System identification
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Figure H.2: The rotational response was identified with a frequency sweep injected to the system as
disturbance or noise. The outputs of the camera sensor and reference were recorded. By taking an
FFT of these signals the response was found. The responses match closely to the modelled dynamics,
except for the phase of ŷ

n
and y

n
, using I = 9.5× 10−4 kgm2, C = 0.017 Nms/rad and H = e−τs with

τ = 80 ms.

It is noteworthy that the damping value C = 0.017 Nms/rad used in the modelled
plant deviates by only a factor 1.25 from the value 0.021 Ns/m calculated theoretically.
This shows that the damping in rotation can be predicted relatively well. The same
comments made about Eddy current damping for translation hold for rotation.
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H.3 Advanced controller
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Figure H.3: Advanced controller: The rotational motions are controlled with a tamed PID controller
with an additional low-pass filter. It has a bandwidth of approximately 10 Hz.
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I
Software

The software for the demonstrator consists of five different files, that communicate
with each other using UDP and SPI communication protocols. Details about the
software implementation and installation are described in this appendix.

Raspberry Pi

Arduino

Reference
(python)

Controller
(simulink, C)

UDP to SPI
(python)

Motor control unit
(C++)

Sensor system
(C++)

input UDP UDP SPI I

UDP

Figure I.1: Software overview

The software overview can be found in Figure I.1. The files are based on the following
functions:
• Reference: receive the input from the 3D mouse and convert this into a position

setpoint in x, y and θ.
• Sensor system: make image using the image sensor and process these into a
position feedback.
• Controller: calculate the currents needed to create forces and torques.
• UDP to SPI: communicate between the Raspberry and the Arduinos.
• Motor control unit: convert the current setpoints into a PWM setpoint for the
H-bridges. The H-bridges subsequently drive the current through the coils.

Communication creates a delay between the different algorithms. It is expected that
these delays can be reduced by integrating the different software files in a single C++
program.

I.1 Communication: SPI
The Raspberry Pi is able to control the microcontrollers using different protocols:
Universal Asynchronous Receiver Transmitter (UART), I2C and SPI (Serial Periph-
eral Interface). Since SPI is a simple communication protocol and fastest, it is chosen
over UART and I2C.
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106 I. Software

Figure I.2: SPI communication measured with piscope: sending out two bytes over SPI. First slave
select 0 (CE0) is switch low to select slave 0, then the clock (SCLK) is enabled and is switched 8
times per byte. The value of MOSI determines what bit is sent each clock cycle. One byte consists
of 8 bits. Binary 00000001 corresponds to a decimal 1 and 00000010 corresponds to a decimal 2.

SPI uses a master-slave configuration, the Raspberry Pi being the master and the
Arduinos the two slaves. The master sends a clock signal, and upon each clock pulse
one bit is shifted to the slave, and one bit is shifted back from the slave to the
master. The signals are named Serial Clock (SCK) (or SCLK), Master Out Slave In
(MOSI) and Master In Slave Out (MISO). The master is able to select which slave it
is communicating to by using a separate Slave Select (SS) or Chip Enable (CE) signal
per slave. The Raspberry Pi has a main SPI bus and an auxiliary SPI bus, therefore
one SPI bus was used for each slave.
Since each slave controls the duty cycle of three or four H-bridges, four setpoints are
sent to each slave. Each duty cycle setpoint is a value between 0 - 1200. Since one
byte (8 bits) can contain 0 to 255, 2 bytes are used per H-bridge. Therefore a packet
of 8 bytes is sent from the master to the slave to change the setpoints. To identify
which byte arriving at the slave is the first, a simple communication protocol is used.
The value of the first bit of the first byte is equal to 1, the first bit of the following
7 bytes equals zero. The remaining 7 bits per byte can be used for data. Only when
all 8 bytes are received by the slave, they are written to a buffer containing the latest
received setpoints.

I.2 H-bridge control
The setpoints from the Raspberry Pi sent over SPI are subsequently handled by the
microcontrollers. The main loop continuously reads data from the buffer containing
the latest setpoints, and recombines the 8 bytes into four setpoints. When the duty
cycle setpoint is positive the left side of the H-bridge is switched and the right side is
set to low continuously. When the setpoint is negative the right side of the H-bridge
is switched and the left side is set to low.
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